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In this paper we describe the details of several model Hamiltonian cluster calculations, suitable
for describing various spectroscopic data of CuO. By treating the d-d Coulomb and exchange in-
teractions within the full atomic multiplet theory and using symmetry-dependent Cu-O hybridiza-
tions, we do a detailed comparison to photoelectron spectroscopic data, thereby obtaining reliable
values for the parameters of an Anderson-model Hamiltonian. We present a study of the allowable
ranges of such parameters and a discussion of the applicability to high-T, copper compounds. For
the latter we investigate the influence of the out-of-plane apex oxygen, which is found to be small
for the photoelectron spectrum for known Cu-O distances. From a study of the dependence of the
nature of the first ionization state on the apex-O-to—-Cu distance as well as on the apex-O 2p state
orbital energy, we determine the values for which this state changes from a singlet to a triplet.
However, in all cases this state remains d°L in character. From the parameters obtained for CuO,
we derive an O 2p-Cu 3d exchange interaction of 3.4 eV for x2—y? symmetry orbitals. In addition
we calculate the energies of the optical d-d transitions and find all three of these to be clustered
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around 1.410.1 eV.

I. INTRODUCTION

One of the most basic aspects to be considered, before
starting a detailed discussion on the mechanism of super-
conductivity in the high-T. copper oxide materials, con-
cerns their electronic structure and more specifically the
nature of the states close to the Fermi level. To this end
numerous band-structure calculations' ~® have been done.
However, the calculations predict the antiferromagnetic
insulating materials to be metallic. These problems are
similar to those for the late 3d transition-metal oxides, * '
which since 1937 have been known to be a result of the
breakdown of the one-electron band theory description'!
due to the strong d-d Coulomb and exchange interac-
tions.'>!> Recently Ghijsen et al.'* demonstrated that
band-structure calculations give good results for Cu,O,
but have severe shortcomings for CuO.

Better approaches to describe the electronic structure
of these systems are for instance impurity and cluster
configuration interaction’>~!® model calculations. In
such calculations part or all of the translational symme-
try is neglected in favor of a then possible explicit treat-
ment of local on-site electron-electron interactions. As-
suming, as is generally accepted, that superconductivity
in the high-T, materials takes place in the CuO, planes,
one then studies a Cu impurity in an O band or a cluster
of the type (Cu0,4)®”, (CuOs)®~, or (CuOy)'°~, respec-
tively.?°~2° Values for the model parameters used are to
be determined from experiments and/or ab initio calcula-
tions. However, comparison of the results of the calcula-
tions to, for instance, valence-band photoelectron-
spectroscopy data, are hampered by the fact that these
data depend strongly on the exact chemical composition
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and sample preparation treatment:**”*' Not only are
other elements like La-Sr, Y-Ba, Eu-Ba, and Bi-Ca-Sr or
contaminants present, but also the oxygen content and
the crystal structure on the surface might be different
from that of the bulk. A somewhat better consistency ex-
ists for Cu 2p core-level spectroscopy data*?’ " *® and Cu
3p resonant photoemission data,>*>° but these contain
only limited information. It is difficult to obtain reliable
values for the model parameters used from high-7, data.
We therefore choose to study the electronic structure of
CuO, for which well-defined core level, (resonant)
valence-band, and inverse photoemission, as well as x-ray
absorption data, are available. 1413

There is a large number of similarities between CuO
and the high-T, compounds which makes it possible to
consider CuO as a model material for the high-7. com-
pounds. The energy gap of CuO (1.4 eV) (Refs. 14 and
53) is close to that of the insulating high-T, compounds
(1.5-2.0 eV). This indicates that the on-site energy
difference between the Cu 3d and O 2p states for both
compounds is quite similar, consistent with Madelung po-
tential calculations.>* The Cu 2p core level spectra indi-
cate the presence of primarily Cu?* in both compounds.
Valence-band resonant photoemission on the Cu 3p edge
reveals the presence of d® final states at comparable bind-
ing energies. Therefore the d-d Coulomb interactions
will be of the same magnitude. Turning to the crystal
structure, >> we will describe CuO in terms of a (Cu04)6‘
cluster in D4, symmetry, neglecting the fact that the
O—Cu—O angle in the actual lattice is 84° rather than
90°. The Cu-O distance is 1.95 A. This cluster is also the
basic structural unit of the CuO, planes of the high-T,
compounds, having comparable Cu-O distances: 1.89 A
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for the La-Sr and 1.96 A for the Y-Ba copper oxide com-
pounds. This indicates also that the transfer integrals
and hybridizations are comparable. In addition,
neutron-diffraction®®*~% and two magnon Raman®® data
of La,CuO, and CuO yield similar values for the Cu—
O—Cu antiferromagnetic superexchange interaction:
0.12 eV and 0.09 eV, respectively. This difference is well
explained by the difference in the Cu—O—Cu bond an-
gles 0, being 180° and 146°, respectively, and the well-
known cos’0 dependence of the superexchange interac-
tion.®’ "%  Since the charge-transfer energy, the d-d
Coulomb interaction, and the transfer integrals determine
the superexchange interaction, this again strongly sug-
gests similar values for these parameters.

Of course, besides these similarities there are also
differences. In the high-T. compounds, there are in the
neighborhood, out of the plane of the basic structural
unit mentioned above, one (Y-Ba, Eu-Ba, Bi-Sr-Ca com-
pounds) or two (La-Sr compounds) other oxygen ions
present, forming a pyramidal (CuOs)®~ or a distorted oc-
tahedral (CuOg4)!°” cluster. Another difference to be
considered is the way in which the clusters are linked to-
gether. In CuO the clusters are connected via their sides
to form a ribbon, whereas for the high-T, compounds the
clusters are connected via each of their corners to form a
plane. This might cause some differences in polarization
and screening effects in the lattice, and therefore also
some differences in the values of the model parameters.

Our cluster model includes ligand field splitting and
treats exactly the d-d Coulomb and exchange interactions
within the full atomic multiplet theory using screened
atomic Racah parameters.®*% It is generally found for
transition and rare-earth metals and their compounds
that the multiplet splitting is almost the same as for the
free ions although the monopole part of the Coulomb in-
teractions is strongly screened. %

We perform here a model calculation rather than an ab
initio cluster calculation for the following reasons. Ab in-
itio calculations, using almost exact Madelung potentials
due to distant ions, generally yield a much too large band
gap: 10 eV for NiO,® and 12 eV for Si.®® Janssen and
Nieuwpoort®” have shown that this is most likely due to
more distant polarizable ions outside the cluster. In NiO
this results in strongly overestimated d-d Coulomb in-
teractions and charge-transfer energies. Until now, no
satisfactory method has as yet been found for taking into
account these screening and polarization effects in a self-
consistent way.

It is interesting to compare our cluster calculation with
an impurity approach.??>%® In the impurity case the O 2p
host states form a band, while for the cluster the large
oxygen-oxygen hybridization is only included via the
difference in energy for the different symmetry levels. An
advantage of the cluster model is that these levels are
shifted upon copper-oxygen hybridization. In the impur-
ity approach, the effect on the rigid oxygen band is only
noticed if the impurity-host hybridization is large enough
to create bound states. Furthermore, questions concern-
ing the character of the wave functions are easily ob-
tained in the cluster case, while they involve integrations
over energy in the impurity case.

It is interesting to note that the first ionization states
of, for instance, insulating La,CuO, and YBa,Cu,;Oq
would be the holes present in doped and superconducting
La,_,Sr,CuO, and YBa,Cu;0,;_, (y<0.5). There are
strong spectroscopic indications that these states are of
primarily O 2p character in the doped materials.!% "3
This would put the insulators in the B (charge-transfer
gap) region of the Zaanen-Sawatzky-Allen'® (ZSA) dia-
gram and would move towards region D (ligand hole con-
duction) upon substitution. It also implies that the Cu
3d-3d Coulomb and exchange interactions are larger than
the O2p—Cu 3d charge-transfer energy, as was already
predicted for CuO in the original ZSA article of 1985.
The extra ligand holes would then be responsible for con-
duction in the high-T,. compounds. In this regard we pay
special attention to the lowest-energy state near the Fer-
mi level, which is found to have a singlet character
("4,).2 To verify if out-of-plane oxygen atoms in the
high-T, compounds can influence this result, we extend
the calculations to a (CuOg)'° cluster.

II. THEORY

The objective of the cluster-model calculation is to ob-
tain (a) the Cu 3d, the O 2p, and the total electron remo-
val spectral weight, to be compared with valence-band
photoemission spectra; (b) the Cu 3d® partial density of
states (DOS), which is required to interpret valence-band
Cu 3p resonant photoemission spectra; (c) the Cu 3d and
O 2p partial DOS in the one-particle approximation
which are compared with results from band-structure cal-
culations; (d) the band gap E,,,, which is defined as the
energy required to remove an electron from the first ion-
ization state plus the energy required to return the elec-
tron to the first affinity state; (¢) the ground-state hybridi-
zation energy 6 and the average Cu 3d hole occupation
(ng); (0 the character (symmetry, spin, and orbital com-
position) of the first ionization state; (g) the Cu 3d ligand
field splitting and the energies of the optical d-d and
charge-transfer transitions.

The model calculation includes the Cu3d-Cu3d
Coulomb and exchange interactions using the full atomic
multiplet theory. The model Hamiltonian is given by

H=H,+H, (1)
Hy=3 e,m)d}d, + 3 ¢,(mp)p,

+ 3 Tpy(m)d,)p +phd,) @)
m
H= 3 U(mm'nn')d}d,d}d, . (3)
m,m’,n,n’

Here the operator d,f, creates a Cu 3d hole with energy
€4(m) and the operator p,’:, a hole in the ligand O 2p or-
bitals with energy €,(m). The oxygen-oxygen hybridiza-
tion is already included. T,,(m) is the transfer integral
for the Cu 3d-O 2p ligand hybridization. The indices m,
m’', n, and n' denote orbital and spin quantum numbers.
The energies €,(m), €,(m), and the integrals T,,(m) do
not depend on spin. H| describes the one-particle hy-



290 H. ESKES, L. H. TIENG, AND G. A. SAWATZKY 41

FIG. 1. Orbitals used in the (CuO,)® cluster calculation.
The z direction points towards the reader. The O 2p, and Cu
3d,,,3d,, orbitals are not drawn.

bridization between the Cu 3d states and the ligand orbit-
als, and H, describes the two-particle Cu 3d Coulomb
and exchange interactions U. In this Hamiltonian we
have neglected all the core levels and even more impor-
tant the Cu 4s,4p as well as the empty O bands. These
are quite high in energy and therefore we assume that
their influence via hybridization, etc., can be treated as a
renormalization of the effective parameters. The ground
state is given by one hole in otherwise closed Cu 3d and
O 2p shells. A photoemission experiment will result in a
two-hole problem (Cu04)5_, which is exactly solvable
and an inverse photoemission experiment will bring us to
the closed-shell configuration.

With the (CuO,)®” cluster in square planar symmetry,

the quantum numbers m are, aside from spin, convenient-
ly taken to be the b, (dxziyz), a,(d,_.),b,(d,), and
e (dxz,d ) orbitals, which are the gerade irreducible rep-
resentations spanned by a d-hole in a D4, point group.
The ligand hole wave functions consist of linear combina-
tions of O 2p orbitals with the above symmetries. Figure
1 shows the orbitals used. The nonbonding ligand hole
wave functions are not included as they can be considered
as bonding with the Cu 3d states of neighboring clusters.
Also note that these do not appear in the ground state
and the Cu 3d electron removal spectrum. Omitting the
point-charge crystal-field splitting, thought to be less
than 1 eV, the on-site d-hole energy is independent of m,
and is set to zero. The energy of all unhybridized O 2p
states is then the charge-transfer energy A,;. Due to
nearest-neighbor O 2p-O2p hybridization, the effective
charge-transfer energy is, for instance for the b,-
symmetry ligand hole, lowered to A,; —T,,, where T,,

I
includes both o and 7 bonding [7,,=(ppo)—(ppm)].

Following Slater and  Koster’™* we  have
b,)/V3=(pdo) and T,y (e)=T,y(b,)/
\/ad \/ 2(pd17 As in general (pdw) is somewhat less

than (pdo)/2,” we take T,3(b;)=T,;(b,)/2. Note that
as long as T,;(a;) <<T,,(b;), a change in the ratio be-
tween these parameters will not influence the final results
very much. These differences in 7,,(m) yield the ligand
field splitting. Table I lists all irreducible representations,
basis functions, and matrix elements of the one-hole
problem.

For each symmetry (m), the solution to the one-hole
problem is obtained by diagonalizing a 2X2 matrix,
yielding bonding (a) and antibonding (b) type orbitals in
terms of which the Hamiltonian is

Hy=S e, (m)a}a,+ 3 e, (mblb, 4)
a,=a,d,+B,Pm (5)
=Brd, —anp, - (6)

TABLE I. Irreducible representation (all gerade), one-hole basis functions, and matrix elements for
the (Cu0,)®~ cluster in D, symmetry. The nonbonding ligand O 2p orbitals are not included.

Irreducible

representations Cu 3d basis O 2p basis
m dm Pm
ay d.a (1/V8)pe, +py, =Pe, =Py,
b, d, (/Y &)pe, =py, ~Pc,Hpy,)
by d,, (1/V8)p, +pe, =Py, ~Ps,)
e d,;,d,, (l/\/2)(pZl ~p23),(1/\/2)(p22 —pz4)
Irreducible Matrix elements
representations (p,(l lHIpXI ) =484, <P"1 !Hlp},2 )=1T,,
m eq(m)=(d,|Hld,) m)={p,, |H|p,, ) a(m)=(p, |Hld, )
a, 0 Dy +T, T,(b)/V3
b, 0 Ay—T, T,,(b))
b, 0 Ay+T, T,u(by)/2_
e 0 Ay T,u(b,)/2V2
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Because of the large hybridization, the ground state (g.s.)
is that with one hole in an orbital of b; symmetry

[Yg.s. Y =a,110) %)

where |0) is the state with a closed ligand O 2p shell and
Cu in a d'° configuration. The spin of the hole is arbi-
trarily taken to be up. The ground-state hybridization
energy 0 is

8="1(A,s = T,p) —[T3(b))+H(A,;— T, 1% . (®)
The average ground-state Cu 3d hole occupation {n, ) is

(ngd=a,raf =[1+8"/T5(b)]™" . 9

Figure 2 shows the energy-level scheme of the one-hole
basis functions, using parameter values listed in Table II
for E,,,=1.8 eV. This scheme also gives the energies for
the forbidden local d-d transitions starting from the
ground state.

In a photoemission experiment we have to deal with
the propagation of an extra hole put into the ground state
with one hole already present. The d and p spectral
weight as well as the d® partial DOS are given by

ps(E)= ZIiEn—};ImGdj(m,m’,E—in) (10
mym' M
pE)=3 1i%$ImGp;(m,m',E~in) (1)
mym' "
pHE)= 3, lim—1mG,i(m,m',E ~in) (12)
m,m' M
w
. _ Tpd(bi) =0 eV T pd(bi) = 2.5 eV ]
[
ﬁ :‘ j
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FIG. 2. Energy-level scheme of the one-hole basis functions
before and after Cu3d-O 2p-ligand hybridization. The func-
tions and parameters are defined in Table I. The energy levels
are drawn for parameter values listed in Table II for E,,,=1.8
eV.

TABLE II. Parameter values used in the cluster-model calcu-
lations. The calculation input is A,;, T,y(b,), and T,, as
defined in Table I; the Racah A, B, and C parameters as used in
Table III; and the lifetime and experimental broadening factor
n (FWHM=2-4%). The output includes the valence-
band—conduction-band energy gap E,,,, the ground-state hy-
bridization energy 8, and the average ground-state Cu 3d hole
occupation {n, ).

Egap Egap Esap
=12 eV =1.8 eV =24 eV
Ay 22 eV 2.75 eV 35 eV
T, 2.3 eV 2.5 eV 3.0 eV
T, 1.25 eV 1.0 eV 0.5 eV
A 6.0 eV 6.5 eV 7.0 eV
B 0.15 eV 0.15 eV 0.15 eV
C 0.58 eV 0.58 eV 0.58 eV
n 0.4 eV 0.4 eV 0.4 eV
) —1.87 eV —1.77 eV —1.85 eV
(ny) 0.601 0.665 0.724
with
Gag(m,m',2)=(,  |d, G (2)d) ¥, ) (13)
Gy (m,m',2)=( Uy PG (2p} ¥, ) (14)
Gi(m,n,2)=(0|d,d, G(z)d},d}(0) (15)
G(z)=(z+8—H)"!, z=E—iy (16)

in which the d® partial DOS is convenient for describing
resonant photoemission. The total spectral weight is the
sum of the d and p spectral weights normalized to
10—{ny) and 5+ (n, ) electrons, respectively.

The d-d Coulomb and exchange interactions can be
defined in terms of the Racah A, B, and C parame-
ters.®#% The d® states span singlet and triplet irreduc-
ible representations in D,;, for which the Coulomb and
exchange matrix elements U(m,m’,n,n’) and basis func-
tions!® are given in Table III. The above-mentioned ex-
pressions could be solved by diagonalizing the matrices in
terms of two-hole basis functions, followed by the re-
quired projection operations. Equivalently, the more
direct Green’s-function method could be used. Here we
choose for the last method and details of the calculations
are presented in the Appendix.

III. RESULTS AND DISCUSSION

We treat four parameters as free variables. These are
the on-site copper-to-oxygen charge-transfer energy A,;,
the copper-oxygen charge-transfer integral for the b,-
symmetry T,,(b,), the oxygen-oxygen charge-transfer in-
tegral T,,, which is § of the total oxygen bandwidth, and
the Racah A parameter, which is the monopole part of
the d-d Coulomb interaction. The parameters are varied
under the constraint that the calculated energy gap is 1.8
eV, somewhat larger than the experimental value of 1.4
eV, %33 in order to include a dispersional broadening due
to translational symmetry. For the Racah B and C pa-
rameters we use the free-ion optical values of 0.15 eV and
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TABLE III. Irreducible representations spanned by two d holes (d®) and Coulomb and exchange matrix elements in terms of the

Racah 4, B, and C parameters.

1A2 b]b2 3B] albl 3B2 albz
b,b, A +4B +2C ab, A—8B ab, A—8B
34, b,b, e? 'B, a b, e? 'B, a b, e?
b.b, A +4B 6B ab, A+2C —2BV73 ab, A+2C —2BV73
e? 6B A—5B e? —2BV73 A+B+2C e? —2BV3 A+B+2C
’E eb, ea, eb, 'E eb, ea, eb,

eb, A—5B —3BV3 3B eb, A+B+2C —BV3 —3B
ea, —3BV73 A+B —3BV73 ea, —BV3 A+3B+2C —BV3
eb, 3B —3BV73 A—5B eb, —3B —B/V3 A+B+2C
‘4, a b1 b3 e’

a? A+4B +3C 4B +C 4B+C (B+CV2

b2 4B+C A+4B +3C c (BB+OV2

b? 4B+C _ c A+4B +3C (B3B+C)V2

e? (B+C)V2 (3B +C)V2 (3B +C)V2 A+7B+4C

0.58 eV,”® respectively, since screening in the solid state
occurs primarily for the monopole part of the Coulomb
interaction.®® A Lorentzian experimental broadening of
47=1.6 eV (full width at half maximum—FWHM) is
take into account. No energy-dependent lifetime
broadening is included.

A. Valence-band photoemission

The experimental photoemission spectra at photon en-
ergies of 21.2 eV (Hel), 40.8 eV (Hell), and 1486.6 eV
(XPS, Al Ka), are shown in Fig. 3. The theoretical total
and Cu 3d spectral weight, which are calculated with the
cluster model using the same parameter values as in Fig.
2 and listed in Table II for E,,=1.8 eV, are also
displayed in Fig. 3. The known dependence of the photo-
ionization cross-section ratio upon the photon energy en-
ables us to identify regions of primarily O 2p or Cu 3d
spectral weight. The cross-section ratios, weighted by the
number of electrons per atom, are o(O 2p)/o(Cu
3d)=2.16, 1.05, and 0.03 for Hel, He11, and XPS light
sources, respectively.”’ Therefore, in XPS we have pri-
marily d emission, to be compared with the calculated d
spectral weight, where as in He I and He II spectra we see
more or less equally both the d and p emission, to be
compared with the calculated total spectral weight.

An analysis of the character of the eigenstates shows
that the d°L final states are concentrated in the low-
energy structure (containing peak B, shoulders 4 and C),
the d'°L? final states in the region around peaks D, and
D,, and the d*® final states at higher energies (containing
peaks D, D,, E, and F) (L denotes a ligand hole). The
large range of the spectral distribution indicates strong
(multiplet dependent) Coulomb interactions. The fact
that the d? final states are at higher binding energies than
the d°L final states shows that the Coulomb interaction
energies are larger than the charge-transfer energy.

To obtain parameter values we rely mostly on the XPS

spectrum, where we can restrict ourselves to d emission.
We expect that our calculations are more accurate for the
copper than the oxygen spectral weight because the
nearest-neighbor coordination of copper is taken into ac-
count properly. Furthermore for XPS the sudden ap-

- p_——//,—\_”/ ; \\\\-total b
— et N spectral
s g weight
£t .
3 Y
§ | ~T TN e .
2
é r M L"J/ \\..- He II

.‘F*’—’-\.\- 3
- R 'lw -.\
e

I 'A d -
al L |lnl.| spectral
weight
1 .. i Y i e
20 15

10 5
Binding Energy (eV)

FIG. 3. Valence-band photoemission spectrum of CuO, nor-
malized to the peak height. The dotted lines show the experi-
mental spectra using Hel (21.2 eV), He11 (40.8 V), and Al Ka
(1486.6 eV, XPS) sources. The top solid line shows the calculat-
ed total spectral weight and the bottom solid line the calculated
Cu 3d spectral weight, using the cluster-model theory with pa-
rameter values as in Fig. 2 and listed in Table II for E,,,=1.8
eV. Also shown are the unbroadened states contributing to the
Cu 3d spectral weight.
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proximation is certainly valid. In optimizing the parame-
ter values, we note that (a) E,,, is determined by
A,y —T,,, (b) the energy difference between peaks B (3.1
eV) and E (12.3 eV) is primarily determined by Racah
A—A,y, (c) the weight of the d 8 structure, relative to
that of the d°L structure, is determined mainly by
T,4(b,), and (d) the shape of the d’L structure (including
shoulder C at 4.8 eV) is influenced by 7,,. Within the
criteria mentioned above [(a)-(c)], the difference between
the positions of peak D, (8.8 eV) and D, (10.0 eV) turns
out to be a little too large as a result of the mixing of the
d® and d'°L? final states. This problem is absent when
using an impurity approach, where an O 2p band is used
instead of a set of five discrete levels, resulting in a
broader d '°L? final state.

Peak F (16.2 eV), which is a ' 4, state derived from the
free-atom 'S state at the extreme high-energy side of the
spectrum, has subsequently been observed at 70-74 eV
photon energies as shown in Fig. 4.

The first ionization state can be found at shoulder A
(1.2 eV). This state is identified to have ' 4, symmetry:

|$)=v"0.64|d°L,b,b,)+V0.28|d'°L%,b,b,)
+1v0.07|d8 b,b,) (17

plus less than 1% of states having a,a;, b,b, and ee
character. This is consistent with recent calculations us-
ing an Anderson impurity description.?? The second ion-
ization state has a 3B, symmetry with energy 2.7 eV. The
energy separation of 1.5 eV between these two states,

L :A\\ { -
LAY

g | A \ ]
5 hy = 74 ev / \
S i hv = 70 eV v h
>
-
i A\ =
&

I d®-triplet /] \,‘K T

}. -

le
2 15 ' : '

10 5
Binding Energy (eV)

FIG. 4. Valence-band Cu 3p resonant photoemission of CuO,
normalized to the peak height. The upper dotted line shows the
experimental spectrum at the Cu 3p resonance (hv=74 ¢V) and
the lower dotted line out of resonance (hv=70 eV). The upper
solid line is the calculated Cu3d®-triplet DOS and the lower
solid line the Cu3d®singlet DOS, using the cluster-model
theory for parameter values as in Figs. 2 and 3.

which can be interpreted as an estimate of a ligand
hole-Cud hole exchange interaction, is several times
larger than in those impurity calculations, due to the
discreteness of the ligand hole states. A more formal
definition of exchange is the difference in energy between
the ' 4, and *4, lowest-lying states which is even larger
(3.4 eV).

Figure 4 shows the Cu 3p resonant photoemission of
the CuO valence band. The emission is at resonance for
hv=74 eV and off resonance for hv=70 eV. The reso-
nance process probes the Cu d® final states and involves
Auger matrix elements of the Coulomb interaction,
which causes a d'%to-d® Koster-Kronig decay.’"’®7
Figure 4 also shows the calculated d® DOS, split up into
a singlet and a triplet contribution, using the same pa-
rameter values as in Figs. 2 and 3. A comparison be-
tween experiment and theory reveals that the energy po-
sitions of the d® final states are well predicted by the
theory. Also the observation that the singlets (especially
!G) resonate more strongly than the triplets, is expected
since the Auger matrix element for the 'G states in Cu
LVV Auger spectra is by far the largest. %

B. One-particle calculations

The analysis given above, and that by Ghijsen et al.,'*
have established that cluster calculations provide a better
description of the overall electronic structure of CuO
than band-structure calculations with regard to the band
gap, the local magnetic moment, and the complete one-
electron removal spectrum. In a band-structure calcula-
tion the total wave function is a mathematical tool used
to describe the ground-state electron density and total en-
ergy, and therefore is conveniently chosen to be a single
Slater determinant of one-particle Bloch wave functions.
This means that the effects of electron correlation are
only present in the ground-state energy and electron den-
sity via an effective one-particle potential and not in the
wave function. Therefore we expect that the density of
states obtained from these one-particle energies should
coincide with that of the cluster calculation without
Coulomb interactions. Figure 5 shows the calculated d
and p spectral weight using the same parameter values as
in Figs. 2, 3, and 4, but with the Racah parameters
A =B =C=0. It also shows the results obtained from
local-density approximation (LDA) band-structure calcu-
lations by Czyzyk.'* The striking similarity in the results
for the d spectral weight indicates that for an energy
scale of larger than about 0.5 eV the influence of the
nearest neighbors on the electronic structure dominates
over that of the rest of the lattice. There are also similar-
ities to be seen in the results for the p spectral weight, but
more differences can be noticed. This can be understood
from the fact that the oxygen states are expected to delo-
calize to form a band and that the nearest-neighbor coor-
dination for oxygen is not taken into account properly in
the cluster chosen.

C. Optical spectra

The energies for local optical transitions can be found
from the one-particle energy-level scheme in Fig. 2. Us-
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d-DOS band theory

ia E

d-DOS cluster theory
2a 4

A=B=C=0

Intensity (arb. units)
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p-DOS cluster theary:
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20 15
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FIG. 5. One particle theoretical calculations of the CuQO
valence-band DOS. Line la shows the Cu 3d partial DOS and
1b the O 2p partial DOS as obtained from band-structure calcu-
lations by Czyzyk.'* Line 2a shows the Cu 3d partial DOS and
2b the O 2p partial DOS as obtained from the cluster-model
theory, where the Racah A, B, and C parameters are set to zero,
which is equivalent to the one-hole problem. Other parameters
in the cluster-model theory are the same as in the calculations
for Figs. 2, 3, and 4. Lines la and 15 are shifted 0.8 eV towards
higher binding energies, and lines 2a and 2b 1.6 eV, as to aline
the main structure to that of the experimental valence-band
photoemission spectra.

ing parameter values obtained above, the local d-d optical
transitions occur at 1.3, 1.4, and 1.5 eV photon energies.
These transitions are electric dipole forbidden and there-
fore weak, and can only be observed if they fall in the
band gap. Both the intensities and energies are in strong
disagreement with the assignments by Geserich et al.®!

The local charge-transfer optical transitions to bonding
O 2p-ligand orbitals are also forbidden. The transition to
nonbonding orbitals are allowed and occur between 3.5
and 6.0 eV. However, these energies are well beyond the
band-gap transition, which will dominate the optical ab-
sorption.

The band-gap transition itself is a nonlocal charge-
transfer transition. To simulate it, we would need to start
with a minimum of two clusters in the ground-state
configuration, and we would end up with one of them in
the full Cu 3d-O 2p shell configuration, and the other in a
two-hole configuration. The transition energy (1.4 eV ex-
perimentally and 1.8 eV in this cluster calculation) is
much lower than for local charge-transfer transitions be-
cause the two-hole d°L final state is allowed to hybridize
with the higher-lying d '°L? and d°® final states as to form
the ' 4, first ionization state described above.

D. Parameters sensitivity

From the calculations presented above, we find that the
Racah A parameter is between 6 and 7 €V, A ; between 2
and 3.5 eV, Tpd(bl ) between 2 and 3 eV, and T, between
0.5 and 1.5 eV. The uncertainties in A,; and T, are rela-
tively large, but their difference Apd—Tpp is determined
by E,,,=1.8¢V.

In order to study the sensitivity to E gaps W€ calculate
the d spectral weight also for E,,=1.2 and 2.4 eV,
which are shown in Fig. 6 and Table II. The results re-
veal that a reliable set of parameter values cannot be ob-
tained from d spectral weight data alone, because these
are rather similar for three largely different band-gap
values. Instead the band-gap value will be needed too as
an input.

In Table IV we list some results obtained by others.
From Cu 2p;,, core level spectroscopy, Ghijsen et al. 14
have calculated the charge-transfer energy A, the transfer
integral T, and the average ground-state d-hole occupa-
tion {(n,), using a simple two-level cluster approach as
applied previously for the copper and nickel
dihalides.??73* Shen et al.** have carried out a similar
analysis based on both Cu 2p,;,, core level as well as
valence-band spectroscopy.

E. The electronic structure of the high-7. compounds

To get an estimate of the influence of the out-of-plane
(apex) oxygen atoms on the electronic structure of high-
T, compounds, we repeat the same calculation for a
(Cu0¢)'°~ cluster in D,, symmetry. The set of CuO,
cluster orbitals is then extended with one ligand O 2p or-

T T T T T T
- ‘ah -
d spectral weight Egap -
L 4
- 1.2 ev
'E - 4
3
§ | ]
>
H
E i 1.8ev
=
- -
2.4 eV
1 - I i 1
20 15

{0 5
Binding Energy (eV)

FIG. 6. Calculated Cu 3d spectral weight of CuO, for three
different energy gaps (1.2, 1.8, and 2.4 eV). The three sets of pa-
rameter values used in the cluster-model calculations are listed
in Table II.
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TABLE IV. Comparison of parameter values obtained from various methods.

This work Ghijsen et al. Shen et al.
Eg.p1.8 eV E,,=13 eV
Ay—T,=175eV A=1.55 eV A=1.0 eV
T,u=25 eV T=25 eV T=24 eV
U('G)= A4 +4B +2C=17.76 eV U=173 eV
(ny)=0.665 (ny)=0.65 {(n,)=0.60

bital with @, symmetry and two with e symmetry. Their
energies and transfer integrals are listed in Table V. The
nonbonding orbitals are not considered as they do not
influence the d emission. We calculate the d spectral
weight, using the same parameters as for CuO and as-
suming the same energies for the apex oxygen (A}S™) as
for the in-plane oxygens (A,;). We have taken the in-
plane Cu-O distances (d,,) to be 1.89 A and the apex
Cu-O distances (d,,.) 2.41 A, which are the values for
La,CuO,, and applied Harrison’s relationship® that the
3d-2p and 2p-2p transfer integrals are proportional to the
distance to the power —3.5 and —2, respectively. In Fig.
7 the result is compared to the (CuO,)®~ cluster result for
CuO. It shows that with the same set of parameters, the
influence of the apex oxygens on the overall shape of the
d spectral weight is very small.

To be more specific, we also investigate this influence
on the nature of the first ionization states, which will
have a singlet ('4,) or triplet (*B,) character. Using
again the same set of parameters as in Fig. 7, we vary the
apex relative to the in-plane Cu-O distance and calculate

3 /
- 1\
c
E] o It B
. |
f d spectral weight 1
K] L 4 1
> —-- Culy
-
o N 4
] cuo
— Cu
g 6
-

I " I " I

10 5
Binding Energy (eV)

FIG. 7. Calculated Cu 3d spectral weight of a (CuO,)®~ clus-
ter (dashed line) and a (CuOq)'®” cluster (solid line). The pa-
rameter values used are the same as in Figs. 2, 3, and 4. In addi-
tion, for the (Cu06)10 cluster, A=A, and d,pex/dpiane
=2.41 A/189 A. Also shown are the unbroadened states con-
tributing to the Cu 3d spectral weight of the (CuO;)'°” cluster.

the energy difference between the ' 4, and the *B, states
closest to the Fermi level. Figure 8 shows that as long as
the ratio between the apex versus the in-plane Cu-O dis-
tances is larger than 1.06 (a Cu-O distance of 2.0 A), the
first ionization state will have singlet character. In O,
symmetry, the triplet is lowest in energy, but the singlet-
triplet energy difference is small (—0.35 eV) and is totally
due to the multiplet splitting in d®. This difference in en-
ergy has the opposite sign and is much larger for the
CuOQgq cluster with La,CuO, distances (0.7 eV) as well as
the CuO, cluster (1.5 eV) due to the lower symmetry
causing differences in hybridization for @, and b, symme-
try. As the energies of the apex oxygens are not known
precisely, we carry out the same analysis for varying apex
oxygen energies with the same set of parameters, but now
with the apex—in-plane Cu-O distance ratio fixed to the
La,CuO, value. From Fig. 9 it can be seen that again the
first ionization state will have singlet rather than triplet
character provided that the energy difference between the
apex and in-plane oxygen orbitals (A,; —A%F™) does not
exceed 1.7 eV (the apex oxygen level being closer to the
Fermi level). Note that for energy differences larger than
3.4 eV, the ground state will no longer consist of a hole
mainly in a Cu 3dx2—y2 orbital, but rather in an apex oxy-

1.60 — T

1.20
~
>
Y
2
__ 0.80
—
<
-
)
3]
' 0.40
_
o
m
(28]
|
=

1 1 1 1
.00 1.20 1.40 1.60 1.80 2.00
/d

dapex plane

FIG. 8. Calculated energy difference between the B, and
' A, states closest to the Fermi level for a (CuO,)'°” cluster as a
function of d,pe, /dpiane- The parameter values used are other-
wise the same as in Fig. 7.
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TABLE V. A (CuOy)'°”

cluster extension to the one-hole basis functions and matrix elements for the (CuO,)®~

cluster in Dy,

symmetry as previously shown in Table I and Fig. 1. The added apex oxygens are numbered with 5 and 6. The nonbonding ligand O

2p orbitals are not included.

Irreducible
representations O 2p basis
m par
a, (1/\/2)(p,5—p26)
e (1/\/2)(px6—pxs),(l/\/2)(py6—py5)
Irreducible
representations Matrix elements
m apeleIPapex> apelelpm apex'H|d )
: d
a, A —VaT,4 |~ Diane ] / 1+ P‘“"e ] ] [—d"'““ V2T,q(b / V3
apex apex apex s
d € ne d n
e Aggex Tpp4 plan Pla l ] [ dpla e pd(b] )/2‘/2
BPCX apex

gen orbital of a; symmetry.

It is expected that the same results will be obtained for
other high-T, compounds consisting of pyramidal
(CuO4)®~ clusters. It might be expected that the
influence of the apex oxygen atoms is a bit larger because
they are closer to the CuO, plane, but this influence is
also reduced by a factor of V'2 as there is only one (in-
stead of two) apex oxygen per cluster. This is in good
agreement with the results obtained by Fujimori,?® who
also found a value of 1.7 eV for the on-site energy
difference between the apex and in-plane oxygens as the
crossing point for the triplet or the singlet to be the first
ionization state.

(eV)

eCs) - EC'a))

0.00 0.50 1.00 1.50 2.00 2.50 3.00

Bog = AaPe" (eV)

FIG. 9. Calculated energy difference between the B, and
' A, states closest to the Fermi level for a (CuOg)'°~ cluster as a
function of Apd—-A"“’“". The parameter values used are other-
wise the same as in Fig. 7.

IV. CONCLUSIONS

The cluster-model calculations give a good quantitative
understanding of the electronic structure of CuO. In par-
ticular, the band gap, the intensities, and positions of the
d8 and d°L structures are well reproduced. The breaking
of the translational symmetry is found to introduce only
minor errors in the Cu 3d spectral weight in the 2-7 eV
binding-energy range. CuO and the high-7,. supercon-
ducting copper oxide materials are highly correlated sys-
tems, in spite of the fact that the Cu 3d-O 2p hybridiza-
tion is extremely large. The band gap is caused by elec-
tron correlation, but is of the charge-transfer type. The
first ionization state in CuO and the additional holes in
the superconducting copper oxides are primarily of O 2p
character which in the configuration-interaction ap-
proach is a state of primarily d°L character, having a
' 4, symmetry, because of a strong antiferromagnetic ex-
change interaction (3.4 eV) of the O 2p ligand hole with
the Cu 3d hole. This state will have *B, symmetry only
when the apex oxygen 2p states are closer to the Fermi
level by more than 1.7 eV than those of the in-plane oxy-
gens, or when the ratio between the apex versus the in-
plane Cu-O distances is smaller than 1.06. The d-d opti-
cal transitions are predicted to be clustered around
1.4+0.1 eV, quite contrary to published assignments. 8!
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APPENDIX

In solving the two-hole Green’s-function problem [Egs.
(10)-(16)], we treat the d-d Coulomb and exchange in-
teractions H, as perturbation to the one-particle Hy, as it
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has been done in the Cini-Sawatzky theory®¢ % for
Auger spectroscopy. We write then the exact expres-
sions:

G(z2)=Gy(2)+Gy(2)T(2)Gy(2) (A1)

T(z)=H,+H,;Gy(z)T(z) (A2)
where

Golz)=(z+86—H,)'. (A3)

From that theory, the uncorrelated two-hole Green’s
function can be obtained by convoluting the single-hole
Green’s functions

gaimma=5= [ gilmz—0)gin0ds (A%
with the definitions

got(m,n,2)=(0lq,,r,Go(2)t)s,10) (AS)

g:(m,2)=(0lq,, G,(2)s,,10) (A6)

gl(n,z2)=1(0|r,Gy(2)t]|0) (A7)

and where the operators g, 7, s, and ¢ denote the operators
d, p, a, or b. Because H, only couples two d-hole states,
all T-matrix elements are zero except

T (T,z)=(0ld,,d,T(T,2)d}d}.|0) . (A8)

Here d,'d].|0) and d)d}|0) belong, because of group
theory, to the same two d-hole irreducible representations
I' in D, point group, as listed in Table III.

Making use of (A1)-(A8) we have

Ggtm,m',z)=8,,,.G;5(m,m,z)

and

Gig(m,m,z)=3 [{bim|}T) |Gy (m,m,z,T)
r

+8,,1Gi(bl,b],2°4,)
+8mbllGdfi(bll’bll’z73A1)

+8 ,1Gabi,bl,z,'4,), (A10)
1

where the summation over I' excludes '4; (and 34,),
[{b]{m|}T|* denotes the fractional parentage for two
holes starting from a blT hole listed in Table VI, and

TABLE VI. Coefficients of fractional parentage |(b]|}T")|?
for two holes, starting from a b, spin-up hole. T is the irreduc-
ible representation spanned by two holes, m is the irreducible
representation spanned by one hole, and 1 or | indicates spin
up or down, respectively. The *4, and !4, are treated sepa-
rately.

r *B, ‘4, E 'B, '4, 'E
m
aIT 1
al 1 %
bi 1
ef
et 1 1

bl
Gry(m,m,z,T)=g2b!,m,z)+(ny)g%b!,m2)T "
1

bim
X(T,2)g24(b],m,z)
(A11)
Gi(bl,bl,234)=(1—(ny))gb!,b!,2) (A12)
Gi(bi,bl,z234,)=1G5(b],b],234,) (A13)

Gi5(bl,bl,z, A)=—G5(b},b},234,)+g%b],b],2)

blb!
+{ny )g,f,}’(bf,b,’,z)beblr‘

X('4,,2)g%b1,b1,2) . (A14)
Note that we have treated >4, and '4, separately be-
cause the Pauli’s exclusion principle as we started with a
b] hole already present. Similar expressions can be de-
rived for the p spectral weight.

We also have, where " now also includes ' 4,

Gdf;(m,n,z)=g§§(m,n,z)

+ 8% m n,2) T, 2)g% m,n,z) .  (A15)

The T-matrix elements can be found by solving the sys-
tem of linear equations:

T ,z)=U(m,m,n,n)

+ 3 Ulm,m',n,n’")

m'n’

Xg(m',n',2) T .(T,z) . (A16)
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