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Macroscopic properties of the superconductivity are investigated in the tight-binding picture tak-
ing account of the intersite pairing as well as the on-site pairing. We discuss the case of a layered
material, a cubic material, and a quasi-one-dimensional material. A multicomponent Ginzburg-
Landau equation, which takes the intersite-pairing effect into account as the different components of
the order parameter, is derived from a microscopic theory. The angle dependence of the upper-
critical field H,, is analyzed based on that equation and how the intersite interactions affect the an-
isotropy of H,, is clarified. The Fermi-energy dependence of the transition temperature T,, which
does not simply reflect the density of states, is also discussed.

I. INTRODUCTION

Recently discovered high-7, oxide superconductors
have attracted much attention. A number of theoretical
models have been proposed and many kinds of nonpho-
non mechanisms have been suggested to explain the
high-temperature superconductivity. They agree on the
point that their electronic systems are strongly correlat-
ed. This means that two electrons feel a strong Coulomb
repulsion when they approach each other. However,
there must be an attractive interaction between the elec-
trons in a superconductor. When one describes the elec-
tronic system in the tight-binding picture, this situation
can be expressed by the attractive intersite interaction,
which acts between the two electrons at different sites,
and repulsive or weakly attractive on-site interaction,
which acts between the two at the same site.

The tight-binding model would be more suitable to de-
scribe the electronic structure of the high-7, materials
than the free-electron model, since their band widths are
considered to be narrow. A distinctive feature of the
high-T, materials is that the interelectron interaction is
of short range, and thus the discreteness of the lattice
would crucially reflect on the superconducting properties.
A similar situation holds for the heavy-fermion supercon-
ductors that have very narrow band widths. To fully un-
derstand the properties of these superconductors, it is im-
portant to clarify the effect of the discreteness of the lat-
tice on the properties of the superconductivity. For that
purpose, the tight-binding picture (lattice model) is the
most appropriate one and the usual free-electron picture
(continuum model) cannot be used.

For the discussion of the spatial variation of the order
parameter, the real-space representation has often been
employed. In those theories formulated in the continuum
model, the attractive interaction is supposed to act only
between the two electrons on the same point (we call it
continuum point interaction model). When one transfers
this point-interaction model to the lattice model, it is
necessary to determine the size of the interacting point.
The easiest way is to take account only of the on-site in-
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teraction, neglecting the intersite interactions. However,
there might be cases where the intersite interaction brings
about a qualitatively different feature compared to the
system with the on-site interaction alone. One purpose of
this paper is to clarify this problem by treating the inter-
site interaction on equal footing with the on-site interac-
tion.

Our approach to this problem is to investigate the an-
isotropy of the superconductor. The word “anisotropy”
is used in two different ways in general. One is the pair-
ing anisotropy and the other is the macroscopic anisotro-
py, i.e., the anisotropy of macroscopic properties such as
H_,. The general form of the order parameter for super-
conductivity can be written as

(Pl (e)) =A%, r)=A%r—r; Hr+1)],

where IIJT(I') is the creation operator of the electron on the
point r. Pairing anisotropy can be discussed using the
relative coordinate dependence of the order parameter
neglecting the center-of-mass coordinate. On the other
hand, macroscopic anisotropy is related to the center-of-
mass coordinate. So, existing theories of the point-
interaction model treat the macroscopic properties,
neglecting the relative coordinate. However, the relative
coordinate dependence on the order parameter may affect
the macroscopic property.

When one describes the macroscopic properties of a su-
perconductor near the transition temperature, the
Ginzburg-Landau (GL) equation affords an effective
method. However, the derivation of the GL equation is
based on the point-interaction continuum model. There-
fore, the usual GL equation treats only the center-of-
mass coordinate dependence of the order parameter. To
describe the effect of the anisotropy pertinent to the
internal structure of the electron pair, it is necessary to
include the freedom of the relative coordinate in the GL
equation. We are developing a multicomponent GL
equation in the lattice model that includes the essential
parts of the relative coordinate as well as the center-of-
mass coordinate. Using that equation, we discuss how
the on-site and intersite interaction play their roles in su-
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perconductivity and give a qualitative picture of the
dependence of the macroscopic properties on the aniso-
tropic pairing.

In our previous paper' we have investigated the inter-
layer pairing, which is the simplest example of the inter-
site pairing. There a two-component GL equation, which
takes account of the intralayer and interlayer pairings,
was derived, and the macroscopic anisotropy induced by
the interlayer pairing was discussed. A part of the results
will be seen again later.

Our purpose here is to investigate more general types
of intersite pairings for the various types of materials.
We also aim to include the possibility of spin triplet pair-
ing, which was not included in the previous paper. There
are various internal structures of the pairing state corre-
sponding to s-, p-, d-, ... symmetry states; states other
than the s-wave symmetry state are usually called aniso-
tropic pairing states. The internal structure of the pair is
determined by the following factors: (1) the relative mag-
nitude of the on-site and various intersite-pairing interac-
tions, (2) the energy band and the Fermi surface of the
single-electron state, and (3) the external field. It is very
important to have a perspective view about how the
internal structure of the pair is determined by the com-
petition among the above-mentioned factors. To investi-
gate this problem using a unified viewpoint, we choose
the simple tight-binding system and discuss the three
types of materials listed in the following: (1) layered sys-
tems with tetragonal symmetry, (2) cubic system, and (3)
quasi-one-dimensional systems with tetragonal symmetry.

For the layered system, one possibility for intersite
pairing is the interlayer coupling, which corresponds to
the intersite interaction in the direction perpendicular to
the layer. Several authors*? have discussed the relative
stability of the phase with the interlayer pairing and that
with the intralayer pairing. Gulacsi et al.® concluded
that the mixing effect of the interlayer and intralayer
pairing raises the transition temperature. In our previous
paper, we pointed out that the mixing effect is very weak
for the free-electron band. One can expect, however, an
appreciable mixing for the energy bands with sharp struc-
tures at the density of states (DOS).

The other type of the intersite interaction in the lay-
ered system is the intralayer intersite interaction that acts
between the two electrons at different sites in the same
layer. Recently, several authors have suggested this type
of pairing interaction as the origin of high-T. supercon-
ductivity. For example, Kamimura et al.* proposed a
spin-polaron model where attractive interaction acts be-
tween two electrons at the nearest-neighbor sites. Our
model systems treated here mimic such a layered super-
conductor and should reveal some important characteris-
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For the heavy-fermion superconductors, the possibility
of the anisotropic (non-s-wave) pairing is studied by many
authors.* 7 Miyake et al.® proposed a cubic lattice mod-
el with on-site and intersite interaction. They estimated
the intersite coupling constant and obtained the result
that d pairing is favorable in a certain parameter region.
However, they investigated systematically neither how
the appearance of the d-pairing state is determined by the
band filling, nor how H_, is influenced by the anisotropic
pairing. In this paper we will study how the anisotropy
of H_, reflects the internal structure of the pair in such a
system. Besides the discussion of H,.,, we will also dis-
cuss T, from the view of the electron number dependence
in which the character of the intersite pairing is reflected.
We will show that the s pairing is preferable when the
band filling by the carrier is little, while d pairing is
preferable when the band is nearly half filled as in the
case of the singlet pairing.

Quasi-one-dimensional superconductors,®® such as
(SN), or organic superconductors, show very anisotropic
properties. Our model, by choosing appropriate values
for parameters, can describe such quasi-one-dimensional
superconductors. We pay special attention to the two
kinds of intersite interactions, the interchain interac-
tion,'® and the intrachain intersite interaction.

The plan of this paper is as follows. In Sec. II, the
tight-binding model is introduced and the types of possi-
ble pairing states are classified. In Sec. III, the linearized
equation for the order parameter is derived for the uni-
form system. Transition temperature is discussed based
on this linearized equation. The multicomponent GL
equation is obtained from the microscopic model in Sec.
IV. In Sec. V, the upper-critical field H_, is obtained
from the GL equation and the influence of the pair inter-
nal structure on the anisotropy of H,, is clarified. In this
paper we use c =fi=kp=1.

II. MODEL AND CLASSIFICATION
OF THE PAIRING STATES

In the model treated in this paper, sites are arranged
on the orthorhombic lattice with the lattice constants, S,,
S,, and S,. We assume that there are transfer integrals
only between the nearest neighbors in each direction;
they are denoted as ¢,, t,,and t,. To simplify the model
we include only the nearest-neighbor intersite interac-
tions, V,, V,, and V,, as well as the on-site interaction,
Vy. Though we do not discuss the origin of the pairing
interaction, it would not be unreasonable to assume quite
localized interactions as in this model.

The Hamiltonian is thus written as

t vy
H=33 | =3 St D—pil i, (D=3 3 | Fo 0 G+ Do+ D)
o j o

Vll P I . .
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where the summation 3, is taken over the center site and
all its nearest neighbors: [=0,%xS, ex,iS ey,iS e,
(e,,e,,€, are the unit vectors directed to each axis). j
represents the position of a site and o represents the spin
of the electron. VP and V' represent the direct and ex-
change type inter-electron potential, respectively.
Without losing the generality, we can assume V= Vi,

We introduced the notations of 7, as t,5 . =
=t, and t,=0.

This Hamiltonian can be used as the layered materials,
cubic materials, and quasi-one-dimensional materials ac-
cording to the ratio of the transfer integral. By setting
various combination of the pairing interactions, different
types of the ordered states are realized. The types of the
ordered states we investigated are listed in Table I, II,
and III.

The dependence of the order parameters on the relative
coordinates of the electron pair is represented by the
presence of the four components of the order parameter:

tx’ttsyey
=t,t,
y2*=£S.e,

AgALL,ALA,, which are defined by
A=A |I; ”;’ @)

with ¢=0,x,y,z corresponding to /=0,S,e, Syey,S e,

Rigorously speaking, we should distinguish the spin sing-
let pairing and the spin triplet pairing components as will
be discussed later [see Egs. (15) and (16)]. Other com-

J
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ponents of A, corresponding to more distant sites vanish,
because the pairing interaction in our model does not ex-
tend beyond the nearest neighbors.

III. TRANSITION TEMPERATURE
FOR THE UNIFORM SYSTEM

Before the discussion of the macroscopic anisotropy in-
duced by the anisotropic pairing, we discuss the stability
of the ordered states by studying the transition tempera-
ture. For that purpose, we derive a linearized equation
for the uniform system.

The Green’s functions, G and F, are introduced by the
standard definition as in our previous paper:!

G,(j,j,r—7)=— (T ¥,(i, ., 7)), 3)

Flytij,r—)= =T hG. gl (5, m) @)
The self-energies and the order parameters are defined as
Z(j,j+1)=ViG,(j,j+1,7=0), (5)
A (j,j+1)=VPF, (j,j+1,7=0), (6)
Al GG,i+D=V}F, . (j+1,j,7=0) . (7

Using these order parameters, self-energies, and the
Fourier transforms of the Green’s functions with respect
to 7, we get two equations by the standard procedure of
the mean-field theory,

_]+I_]+I)]]G Ji0,)

EEZA j,j+1)F

oot i, 0,)=56;.,

—zg,(j+1,j+1)] ]ij,(j,j',w")

M(J—HJ w, )+22A*' (3,i+1)G,(j+1,§,0,)=0

9)

where o, is a Matsubara frequency. Using the normal-state Green’s functions G% and neglecting the self-energies VAR

we obtain
G,(j,i, 0, palG N +2222G Gy @)AL gl G1s 1 H1LOF g (15§50, (10)
jl 1‘7 i
Foo 3§20 =3 3 3 60Gnd 085 Gui t 18 Gt Ly §he,) (an

i

Under the condition that the order parameters are small enough, we can approximate G,

. in the right-hand side of

Eq. (11) by the normal-state Green’s function G¥. Then we obtain

A5, j+ )/ V=
=33336PGn) o

o, Jy I
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It is convenient to use the new parameters defined as
S=vi+v), (13)

Ve=vP—Vv}, (14)
=Vye S [Fe_ojitlw)—F_,,(j,j+1,0,)], (15)

@y

ALy =V S FyoGritlo,)+F, . (j+1e,)]. (16)

Dp

%’s and A)’s are the quantities corresponding to those
defined by Eq. (2). When the dependence of these quanti-
ties on the center-of-mass coordinate j is evident, we om-
itted writing it explicitly. Later, we will express the spin
triplet order parameters as

MYy =AY, A — AT AL AL, (17)

but here we simply denote A’ as any one of them.
After some straightforward calculations, the self-
consistent equation of A is obtained as follows:
AFIVI=SK A2 (18)
vz
where, v=s,t and the summation ¥, is taken over
'=0,x,y,z. The coefficient, K ,,, is defined as

N _85.85,8. T (eklqe —ikly(o =ikl g oikl)
0 2my o f w?+el ’
(19)
where + is for v=s, — is for v=t¢, and
g, =— tycoslkySy)—p . (20
X

In the preceding equations, €, is a three-dimensional en-
ergy dispersion and T is the temperature. The summa-
tion ¥ y is taken over X =x,y,z.

To see the effects of the form factor

(eikvlie vik~1)(e vik‘l'ieik'l')

of the pair on the transition temperature, we approximate
YK ;s of Eq. (19) as

1.13w,

YK, =NY%,1
et corm T

where

Ny =13 8g)eMlte k(e ~kl ikl = (22)
k

This approximation is justified by the fact that the contri-
bution to the k integral in Eq. (19) is dominantly from the
region of g, ~0. The quantity N}, includes all the infor-
mation of the pair structure and the single-electron ener-
gy bands. In particular, the diagonal element represents
the DOS of the band weighted by the form factor. From
Egs. (18) and (21), the eigenvalue equation can be derived
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as
I, 0
0 I,

AS
Al

A* O
0 A

AS
AI

R S
[ 1.130p
S

, (23)

where A°and A’ are 4 X4 and 3 X 3 matrices, respectively,
whose £ /' elements are

A;/rEN;/'V; . (24)

The row and column corresponding to ¢ =0 or £'=0 are
absent for A’. I, and I, are 4X4 and 3 X 3 unit matrices,
respectively. We should diagonalize only A°’, since A’ has
no off-diagonal elements.

In terms of the maximum eigenvalue, A_,,, of the ma-
trix in the left-hand side of Eq. (23), the transition tem-
perature is expressed as

T,=1.13wpexp (25)

A

max

The eigenvector that corresponds to A,
internal structure of the pair wave function.

represents the

A. Layered material with intralayer
and interlayer pairing

First we analyze the system with interlayer coupling
V) (v=s,t) and intralayer coupling V. When we set
Vy= yV:O, Eq. (18) can be reduced to 2 X2 secular equa-
tion for A and Aj for the singlet case, and a scalar equa-
tion for A, for the triplet case. A,,,, which determines
T, by Eq. (25), is the larger of

M=L{VINL+ViNk

+H[(VINL = VN P H4VEVING T2, (26)

AM=VINL , 27

where N, =N,

In the following, we investigate the behavior of T, as
the function of the chemical potential numerically. The
origin of the chemical potential is chosen as the band
center. We choose the case of 7, =1, =10¢,, as a typical
example of the layered system. Figure 1 shows the u
dependence of T, for various cases. The case of singlet
pairing in the presence of the intralayer and interlayer
couplings is shown in Fig. 1(a). Though this is the same
case as in our previous paper,' we again discuss this case
briefly. V;=V is assumed in all lines. The u dependence
of the dashed line (¥ =V) more or less reflects the DOS
of the single-electron state. However, with the decrease
of the on-site interaction V7j, the dip of T, at the band
center (u~0) is enhanced. Thus the u dependence of the
solid line (¥ =0) corresponding to the case of the inter-
layer coupling alone is considerably different from the
dashed line. The enhancement of the dip at u~0 origi-
nates from the characteristic 4 dependence of N;, and
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o as discussed in the previous paper. It is remarkable
that the dotted line (V5= —1V) is nearly the same as the
solid line (V' =0). This suggests that when the interlayer
pairing dominates, T, is not so suppressed by the repul-
sive on-site interaction.

The critical temperature T, for the triplet interlayer
state is determined by Eq. (25) with A_,, =A’. Figure 1(b)
shows the u dependence of T, for the triplet state for the
case of V=V, V;=V,;=0. For the triplet case, the cusp
points seen in the case of the singlet pairing [Fig. 1(a)] are
rounded off. A rounded shape of the T, versus u curve is
common to the various cases of the triplet pairing, as will
be seen later.

B. Layered material with onsite
and intralayer intersite pairing

Next we discuss the effect of the intralayer intersite in-
teraction V=V, neglecting the interlayer coupling,

j (a.) 177

0.4} /

T[/wD
\

(ad
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V;=0. The onsite interaction V7 coexists for the case of
the singlet pairing, but does not exist for the case of the
triplet pairing. Then, Eq. (18) can be reduced to 3X3
secular equation for A}, A}, and Aj for the singlet pair-
ing, and 2X2 secular equation for A} and A} for the trip-
let pairing. A, is the largest one of

AS=1((N3, +NOVE+NV§
(NS, + N V=NV P+8NE Vv

(28)
Ay =(N3 =N, V3, (29)
AM=NI V! (30)

A; corresponds to the s-wave state, while A, corresponds
to the d-wave state [see Table I].

Figure 1(c) shows the u dependence of T, for the case
of the singlet pairing in the presence of the intralayer in-

"3t (b)
Q
3 0.2
=
&
0.1p
0.0
-2.0 —1.0 0.0
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(d)
Q
3
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FIG. 1. T, vs u for the layered system (10z,=¢, =t,). The origin of u is chosen at the band center. (a) The case of singlet pairing
in the presence of the intralayer and interlayer coupling, V=V, ¥V;=V¥;=0. (b) The case of triplet pairing in the presence of the in-

terlayer coupling, V;=V, V;=V;=0.

(c) The case of singlet pairing in the presence of the intralayer intersite interaction,

Vi=V;=V, V;=0. The bold line represents the region of the d-symmetry state. Others correspond to the s-symmetry states. (d)
The case of triplet pairing in the presence of the intralayer intersite interaction, ¥;=0, V=V, =V.
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tersite interaction. V=V =V, V;=0 is assumed for all
lines. In the dashed line (V§=2V), the order parameter
has s-wave symmetry. When the on-site interaction is re-
duced, the order parameter has d-wave symmetry in the
region near u=0. The d-symmetry region is represented
by the thick line. The position marked by arrow in each
line (V3 =V,0, — V) represents the boundary between the
s-wave and d-wave symmetry region. In the region of the
d-wave symmetry, T, does not depend on the value of V73,
because it is determined by Eq. (25) and (29) which does
not include V§. On the other hand, repulsive V§ dimin-
ishes T, for the s-wave state.

Figure 1(d) shows the p dependence of T, for the trip-
let pairing in the presence of the intralayer intersite in-
teraction i.e., V=0, V.= V;=V. The curve of T, versus
u is of smooth bell type and does not reflect the structure
of DOS. This feature is quite different from other cases
[Figs. 1(a)~ 1(c)].

Even for general cases of the triplet pairing, V0,
Vi =V,70, the two types of pairing A} and A} never
coexist, i.e., either AL or Al should vanish. This is be-
cause the matrix A’ has no off-diagonal elements as seen

0.4} (a) .
/ .
/ N
// \\\
// \\\‘_ | 5
V=V _~ i
7 |
5
~ e .
= - AN
0.2 //// Vo’:%V ‘// Y/
// P -
/ N
F /// '/'/
iyl Ve=0
e
4 Ve=—1v \
Y —— )
: -2.0 -1.0 0.0
m/t:
(b) —
0.1
Q
3
=3
]
0.05 |
0.0 A
-2.0 -1.0 0.0
n/ts
FIG. 2. T, vs pu for the cubic system (¢, =t,=t,). (a) The

case of singlet pairing in the presence of the on-site and intersite
interactions, V;=V;=V;=V. The bold line represents the d-
symmetry region. (b) The case of triplet pairing in the cubic
system, Vi =V, =V/=V.
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FIG. 3. T, vs u for the quasi-one-dimensional material

( T%tz =t,=1,). (a) The case of singlet pairing in the presence of
the on-site and intrachain intersite interaction, V;=V,

+=V,;=0. (b) The case of singlet pairing in the presence of
the intrachain (on site) and interchain interaction, V;=V;=V,
V;=0. The bold line represents the d-symmetry region. (c) The
case of triplet pairing in the quasi-one-dimensional system. The
curve marked A; represents the case V;=V, V;=V,=0, and A
represents the case V=0, Vi =V;=V.
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from Egs. (22) and (24). The off-diagonal elements vanish
because of the symmetry; the negative sign should be
chosen in the parentheses of Eq. (22) for the triplet state,
but the switching between the state of Aj#0 and that of
A0 may occur by changing p.

C. Cubic material

Next, we discuss the transition temperature of the cu-
bic system (¢, =1, =t,, V/=V/=V}). A, is the largest

one of

max

A= (2N, + NV +NyVo

H (LN, +NLOVE= NV P+ 12N Vi)

(31)
Ay=(NS,—NVi (32)
AM=NL V! . (33)

Figure 2(a) shows the u dependence of T, for the sing-
let pairing in the presence of the on-site and intersite in-
teractions. We set V;=V;=V;=Vin all lines. Asin the
case of Fig. l(c), the s-symmetry state is realized to the
left of the arrow, while the d-symmetry state appears to
the right of the arrow (thick line). Again it can be seen
that the repulsive on-site interaction suppresses the s-
wave pairing, while the d-wave pairing is not affected.

Figure 2(b) shows p dependence of T, for the triplet
pairing in the cubic system. The curve is smooth and
there is no sharp structure reflecting the DOS.

D. Quasi-one-dimensional material

For the quasi-one-dimensional materials, the formal-
isms are the same as those of the layered materials. The
ratio of the transfer integrals is only different, i.e.,
t,>1t.,=t,. However, the u dependence of T, is quite
different from the layered material as will be seen later.
This is understood by the fact that the Fermi surface of
the quasi-one-dimensional system has a planar shape,
while that of the layered system has a cylindrical shape.
In the following calculations, we set ¢, =t, = :t,.

Figure 3(a) shows the u dependence of T, for the sing-
let pairing for the case of the finite on-site interaction and
intrachain intersite interaction in the absence of the inter-
chain interactions. V;=V, V;=V;=0 is assumed in all
curves. A... is determined by Eq. (26) for this case.
When the on-site interaction is reduced and becomes
repulsive, T, is diminished in the whole region of p. This
is a different feature from the case of the interlayer pair-
ing [Fig. 1(a)] in which repulsive V' does not reduce T,.
This is caused by the large mixing between the on-site
J

A i+ D/ Vi=—A% (5,i+ 1D /Y]
=33336G,

@, Jp 1 0

t3 3 3 3 36

@, Jiiads Iilyl3 11505 0y
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pairing (Ap) and the intrachain intersite pairing (AJ).
The quantity N, for the quasi-one-dimensional material
is much larger than the corresponding quantity for the
layered material.

Figure 3(b) shows the case of the intrachain on-site and
interchain interactions for the singlet pairing.
Vi=V,=V, V;=0is assumed in all curves. If the on-site
attractwe interaction Vj is strong, only the s-symmetry
state is realized for all the u region (V§=2V,V). With
the decrease of the onsite interaction, the switching of the
symmetry between the s and d states occurs twice. For
example, for the case of the solid line (¥{=0), the
switching occurs at the point 4 and B. The d-symmetry
state appears between A4 and B (thick line), and the s-
symmetry states occurs in the outer sides of 4 and B. An
interesting point is that not only for the d-wave pairing,
but also for the s-wave pairing on the right-hand side of
the point B, T, is hardly affected by the repulsive V3. On
the other hand, the s-wave pairing on the left-hand side
of the point A4 is reduced by the repulsive V{. This prop-
erty can be explained by the smallness of the ratio of Ap
on the right-hand side of B.

Figure 3(c) shows the dependence of T. on u for the
case of the triplet pairing. The curve marked A
represents T, for the case of V=V, V=V =0, while
A! shows T, for the case of V=0, V' V’ V. The
curve of T, versus u marked A} shows only a broad peak
at the band center, while the peak of the curve marked
A! is shifted to the region of the higher DOS. [The DOS
is not shown here, but it looks qualitatively like the
dashed line (V3=V) in Fig. 3(a).] This difference is
caused by the characteristics of N/, or N/, i.e.,, DOS
weighted by the form factor of the pair. Namely, for the
case of N/, the form factor is sinz(szz), while that for
N|_issin®(k,S,) [see Eq. (22)]. In the former case, the u
dependence of the DOS is much changed by the form fac-
tor. This is why the curve of T, versus p marked Al
shows a quite different shape as compared to the DOS of
the energy band, while the curve marked by A’ reflects
DOS.

IV. MULTICOMPONENT GL EQUATION

To discuss the macroscopic properties of the supercon-
ductor in the presence of the magnetic field, we derive a
multicomponent GL equation. It takes account not only
of the center-of-mass coordinate, but also of the relative
coordinate dependence of the order parameter by means
of the multicomponents of the order parameter.

From Egs. (10) and (11), we can derive a gap equation
in terms of the normal-state Green’s functions in the
presence of the magnetic field, G, as

°.(j,+1,j+l,0,)
oGt jpe )Aif,gl(jz,j2+12)
—w,)A)

i H G s+, j+ Lw,) | (34)
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After some straightforward calculations, we obtain the first-order terms of Eq. (34) in the notation of A} defined in
Eas. (13)-(16) as

v v v a v a v ; a a v
A/‘(l)/Vf E;X,Ygx’yyz K/fr+ P/[ aX+ P/[ aXaY+ K zleAx+ﬁ zleAy+ aY /f , (35)
where, v=s,t and the coefficients, K’s and P’s, are defined as
S.S,S,T (e'Klpe —ikily(g ikl 4 ikl
VK = e Ef +e 2)(8 . Te™ ") ’ (19)
2(2m) o, w, T &g
S.S,S, T ) ) (8, x—6,%)
VPX J— x=y~z dk(elk-lie—lhl)( lk1+ ikl )________~ , (36)
“ 427)? mznf wl+el
SXS SZT . i qr ot (8/'X_5[X)(8/'y"6/y)
VPXY’= y dk(ezhlie—lk-l)(e—dbl i_elk-l ) , 37)
‘o 8(27)} wz;' f wf, +ei
S.S,S, T
VKXY!:_ XTyTz dk(eik'li_e—ik-l)(e—ikl'ieik'l')
o 8(27)° 3
2Sxtysin(kySy)Sytysin(kySy) 402 2e,S}tycos(kySy)
2 .22 T 2| 2 .22 Sy | (38)
(w5 + i) o, t & (0% +€i)

where + is for v=s and — is for v=t¢. At first glance, the second and the third terms in the large square brackets of
the right-hand side of Eq. (35) seem to break the gauge invariance, but actually this is not so. This is easily verified by
taking account of the phase relation between the order parameters with different /.

After some straightforward calculations, we obtain the third-order terms of Eq. (34) in the notation of A%, A%, and
AZ! defined by Egs. (13)-(17) as

A'}*U)E"ZE/S/‘S/ZS/3AS/‘;AS/ AX+E ¢ wepe A‘,“(ZA‘}’A‘}*+A,“A;“*+A;1A/'j“) , (39)
APV=—2E 0 e AVDY AP E ryp 10 00 AP2AL AP AL AT AN (40)
A;“B)_—ZE/I/ S5 A/ tAs Ast +2E/t/ e A+“(A0 AO*+A11A+1*) , 41)
where
S.S,S,T k-l cos(k-l;) cos(k-l,) cos(k-l3)
E/V1/1v2(2V3/3 2 f (w2 +e})? —isin(k-l;) | | —isin(k-l,) | | —isin(k-l3) “42)

In the preceding curly braces, cos(k-I, ) should be chosen for v, =s, and —i sin(k-l, ) should be chosen for v, =t.

An interesting point about the third-order terms is the existence of the mixing terms between the different symmetry
states. Even for the mixing between the spin singlet and triplet states, the coefficient E is not zero. This fact indicates
the possibility of the coexistence of the two types of the pairing states below the transition temperature.'!!?

V. UPPER-CRITICAL FIELD H,,

One can obtain the upper-critical field H., near T, from Eq. (35). We choose the vector potential as
A =(0,xH sinf, —xH cosf) so that the magnetic field becomes H=(0, H cosf, H sinf). For the spin singlet pair, we
obtain

2
SK/,,—LPP’;,,% S"’}",,ﬁ—4e2H2x2(SK’)V/,sin29+‘ Z,,c0s%0)

AY=0, (43)
vy ‘

where ‘K%, =K %%, +°P%%.. For the spin triplet pair, the equation for H, is written as

-t 41

1 d’?
+thx
e dx

IK —
X4 '
v dx?

—4e’H’x *('K %, sin*0+ 'K 7,.cos*0) +2ieH ('K sin — 'K }Zcos6) AX=0. (44
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‘P,,’s are zero for the spin triplet pair, while ‘K %,’s

(X#Y) are zero for the spin singlet pair.

To solve A} from the Egs. (43) or (44), we have per-
formed a variational calculation by taking the trial func-
tions of A ,(x) as

vceH

7

A (x)=exp >C,.H,(x), (45)

where H,(x) is the Hermite polynomial. We have taken
account of n =0-4, but we found that the obtained result
is not so much changed with the number of the included
terms of Eq. (45), and the result was also unchanged by
taking different values of y, for different ¢. Therefore,
in the following we discuss H,_,, assuming the form of
A (x) as

_YeH .,

4
5 (46)

A (x)=A, exp

For a rigorous quantitative discussion, the expansion
coefficients C;, should be determined carefully particular-
ly in the case of the p-wave pairing. This can be worked
out, for example, by finding a recursion relation for the
coefficients as performed by Scharnberg and Klemm.'*!*
We expect, however, the preceding approximation is val-
id for our qualitative discussions. Then, Egs. (43) and
(44) are reduced to

8,
S |Kep—— |AF
7z Ve
_H VZ XX VI 502
——72[ Yov +4(YKY,sin“0

I
+YK%,.cos’0)/y]AY. . (47)

The upper-critical field H,, is obtained by the maximum
of the largest eigenvalue of the preceding secular equa-
tion as the function of y.

A. Nondegenerate system

Figure 4 shows the angle dependence of H., for the
case of the interlayer pairing for the layered system cor-
responding to Figs. 1(a) and 1(b). The solid line marked
A corresponds to the singlet pairing (V;50,
Vo=V;=V¥,;=0), and the dashed line marked A; corre-
sponds to the triplet pairing (V;70, V;=V,;=0). The
case of the on-site pairing (V3570, Vi=V;=V;=0) is
also shown as the dotted line (Aj). This is the clearest
case to demonstrate how the existence of the anisotropic
pairing (intersite pairing) affects the macroscopic anisot-
ropy. The anisotropy H_,(0)/H_,(7/2) is determined by
the ratio YK, /*K?%,. as follows. For the case with sin-
gle nonzero component A} of the pair potential, H,,(0) is
given by

v - v
H ()« — Ree =17V . @8)
[*K%5(YK%,sin*0+ K %, co0s%0)]'/?

Therefore it holds

2121
1.51
A3
o 1
g
)
=
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FIG. 4. H_, vs 6 for A}, singlet interlayer pairing (V;50,
Ve=Vi=V,=0); A, triplet interlayer pairing (V;70,
Vi=V¥,=0); and Aj, singlet intralayer (on site) pairing ( V370,
V,=V,=V;=0). Here t,=t,=10t, and §,=S,=S,. 6
represents the angle between the applied field and the xy plane.

Hy0) _ [°KY, 12 @)
H,(m/2)  |'kZ,

The effect of the intersite pairing on the anisotropy of H,,
can be seen by the ratio

H,,(0) H.y(w/2)
H,(m/2) H_,(0)

intersite on site

=CK&%KY, '/K§"K%,)'? . (50)

For the case of the cylindrical Fermi surface, one can
confirm that

K& K2

SK_&V) SKZZZZ

SK 22 tKyy
0 " 2 (52)
K% KZ 3

Using the preceding ratios for Eq. (50), we can explain
the relative values of H,(0) of the three cases in Fig. 4.

When A_,,, which determines T, is not degenerate, the
angle dependence of H,, is given by Eq. (48), which is the
samelsas the one given by the effective mass approxima-
tion:

(a cos?0+b sin?9)172

Thus, in this paper, we obtain the microscopic expres-
sions of the parameters a and b by the multicomponent
GL equation:

H_,,(0)

(53)

a«v 2z

ey bKY, . (54)

In Fig. 5, we show the V;/V§ or V; /V{ dependence of
the anisotropy ratio, H,,(0)/H(7m/2)=V'b/a, in the
layered system. We varied the parameter as
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Elo

H(‘Z(O)/HCQ(

0
d) (rad) T(/2

FIG. 5. H.,(0)/H_(7/2) vs ¢ in the layered system. The rel-
ative magnitudes of the interactions are changed with ¢ as
[Vo=Vcosp, V;=Vsing, V;=V;=0] for the solid line, and
[Vo=V cosp, V;=V;=Vsing, V;=0] for the dashed line.

V=V cos’p, Vi=Vsin’p, for the solid line

(55)
V=V cos’p, Vi=Vsin’$, for the dashed line .

The solid line (on-site and interlayer pairing) shows that
the anisotropy ratio switches at certain values of V;/V}
rather smoothly. This rounding effect, which comes from
the mixing of Aj and A}, was analyzed in our previous
paper. On the other hand, the dashed line (on-site and in-
tralayer intersite pairing) shows that the anisotropy ratio
changes its value sharply. This behavior is consistent
with the sharp switching of the order parameter from the
s pairing to the d pairing in Fig. 1(c).
Figure 6 shows the p dependence of

H

—
(=]

= \

2(%)
x ¢
intersite 2(0) | onsite
o
>
et

—~—
~—

0.5F

[#4g],

(Y] N

w/t:

FIG. 6. u dependence of
[H(‘Z(O)/HCZ(TI./2)]inlcrsue/[HCZ(O)/HCZ(77./2)]on site *

The solid line marked Aj shows the case of the interlayer pair-
ing (V;70, Vi=V;=V;=0), and the dashed line marked
(A%,A}) shows the case of the intralayer intersite pairing
(Vi=V,#0, Vi=V;=0).

H,,(0)
H_ (m/2)

H,,(0)
H(7/2)

/

for the layered system. The solid line marked A corre-
sponds to the case of V;70, V;=V;=V;=0. It is found
that the singlet interlayer pairing always enhances the an-
isotropy by the factor of 1.4 compared to that of the on-
site pairing as far as the system has a cylindrical Fermi
surface. On the other hand, the dashed line marked
(A%,A}) corresponding to the case V;=V;#0,
Vy=V;=0 shows that the d-wave pairing by the in-
tralayer intersite interaction reduces its anisotropy. The
value of the reduction ratio (dashed line) depends on pu,
while the enhanced ratio of the interlayer pairing case
(solid line) is hardly dependent on u. The dashed line
takes the value of 1 at the left side of the point
u=~—0.85¢,, where the d-wave state changes to the s-
wave state. It is an interesting point that though the
dashed line assumes the intersite interaction alone
(V3 =0), the anisotropy ratio in the s-wave region is
equal to 1. This suggests an answer to the question raised
in Sec. I. Namely, it is clarified here that if the order pa-
rameter has s symmetry, the presence of the intersite in-
teraction does not affect the anisotropy of the macroscop-
ic property such as H,.,, while d- or p-symmetry states
affect its macroscopic anisotropy.

intersite on site

B. Degenerate system

For the system where A_,, is degenerate, we obtained
the result that the angle dependence of H,, can show an
anomalous behavior that cannot be fitted by the effective
mass model [Eq. (53)]. Some examples of the degenerate
system are described in the following.

Figure 7(a) shows the angle dependence of H, for the
case of the degenerate state of the interlayer pairing and
the intralayer intersite d pairing. The solid line shows
the angle dependence of H,., calculated by Eq. (47) and
the dashed curve is the line fitted by Eq. (53). The three
lines plotted at the bottom represent the three com-
ponents A3, A}, and A; of the eigenvector. It can be seen
from this plot that the interlayer pairing (A}) dominates
in the smaller 6 region and the intralayer intersite pairing
(A%,A;) dominates in the larger 6 region. This change
occurs because two states are equally possible to realize
(i.e., the system is degenerate) and the applied field favors
either type of the pairing according to its direction. This
means that a phase transition is induced by the rotation
of the magnetic field.

Figure 7(b) shows the case of the triplet pairing. Here
AL, A}, and A; are all degenerate. However, only the
state with nonzero A, (smaller 6 region) and the state
with nonzero Al (larger 0 region) are realized. The pre-
ferred axis of the triplet pair is parallel to the magnetic
field, e.g., when H=e,, the state with A! is the most
stable. On the other hand, the preferred axis of the sing-
let pair is perpendicular to H. This originates from the
fact that the singlet intersite pair perpendicular to H
enhances H_,, while the triplet pair perpendicular to H
reduces H,, (Fig. 4). The switching of the symmetry in
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Fig. 7(b) is sharp as compared with the Fig. 7(a). This is
again due to the diagonal form of the ‘K ,,. matrices for
the triplet pairing case.

The preceding two examples, Figs. 7(a) and 7(b), are
the cases of rather accidental degeneracy, since the allow-
able region of the parameter (the ratio, V, /V,) is very
narrow. These types of accidental degeneracy are possi-

H02(0)/H62(0)

0.0
1F==
Fas \ o —— — -
r ).r\\ AN/
0 ==t —
[ A Al ]
i ]
0 0 (cad) w/2
1.0f—— - ———
s
]
=~
2 o5t
s
(c)
0.0
1 F
oo Ay T ]
0 —————
| SR S
0 0 (rad) /2
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ble in many ways, for example, the p-wave state and the
d-wave state, the d-wave state and the s-wave state, etc.
Though the parameter region is narrow, if there is a ma-
terial that changes the symmetry of its order parameter
by controlling other parameters (such as chemical poten-
tial), it is possible to set the material to degenerate.

On the other hand, some materials can be degenerate

H(6)/Heo(0)

0 (rad) /2

1.0 —

0.5}

Hc2(0)/H62(0)

6 (rad)

FIG. 7. The angle dependence of H,,. 6 represents the direction of the applied field in the yz plane. When the field is parallel to
the y axis, 6=0. The relative phase of the order parameter is shown together. (a) The case of accidental degeneracy of the singlet in-
terlayer and intralayer intersite d pairing. The switching of the relative phase of the order parameter can be seen. (b) The case of ac-
cidental degeneracy of the triplet interlayer and intralayer intersite pairing, i.e., A}, A}, and Al are all degenerate. (c) The case of
singlet intersite (d-wave) pairing in the cubic system. A gradual change of the relative phase can be seen. (d) The case of triplet in-
tersite pairing in the cubic system. There is a cusp point at the center of the figure reflecting the sharpness of the phase switching.
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naturally. The natural degeneracies available in our
model are singlet: (Ai,A;,A§)=(1,—1,0) and (0,1,—1)
in the cubic system, triplet: (A;,A;,A;)———(I,0,0) and
(0,1,00 in the tetragonal system, and triplet:
(A%,A},A7)=(1,0,0), (0,1,0) and (0,0,1) in the cubic sys-
tem.

Figure 7(c) shows the angle dependence of H, for the
case of the singlet pairing in the cubic material. It can be
seen that when H=(0,H,0), then A=(1,0, —1) and when
H=(0,0,H), then A=(1,—1,0). The point of the
switching cannot be defined in this case since the eigen-
vector changes gradually when the magnetic field is rotat-
ed.

Figure 7(d) shows H_, for the case of the triplet pairing
in the cubic system. It is possible to think of this figure
as the angle dependence of H_, in the basal plane of the
tetragonal system for the triplet pairing. When
H=(0,H,0), then A=(0,1,0) and when H=(0,0,H),
then A=(0,0,1). There is a cusp at the center of the
figure reflecting the sharpness of the switching of the or-
der parameter.

These types of H., anisotropy, due to degeneracy, are
studied theoretically by several authors.'®”!® However,
in their analysis, they did not appropriately estimate the
off-diagonal coefficients in the GL equation, which is
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essential in this H, anisotropy, and therefore their analy-
ses are rather phenomenological. We estimated the
coefficients from microscopic theory so that our estima-
tion of the ratio, H ,(0)/H_(m/4), is more realistic.
Furthermore, our result shows that, in the case of the
triplet pairing, there is a sharp cusp point at 6=7/4,
which was not predicted previously.

VI. CONCLUSION AND DISCUSSION

We investigated the superconductivity in the tight-
binding picture taking account of the intersite pairing as
well as the on-site pairing. First, for the uniform system,
we derived a linearized equation of the order parameters,
each component of which represents the different inter-
site pairing. Based on that equation, the transition tem-
perature and the symmetry of the pair wave function
(Tables I-III) were discussed. For the layered material,
the transition temperature T, for the p- and d-symmetry
state decreases sharply when the chemical potential is
moved from the band center, while T, for the s-symmetry
state decreases only gradually. This is the effect of the
form factor, cos(k,S;) or sin(k;S;) representing the inter-
site pair. This feature cannot be described by the contin-
uum model. It should be remarked that the p- or d-

TABLE I. Classification for the singlet pairing in the layered material and the quasi-one-dimensional
material investigated in this paper. The values of @ and b depend on the energy dispersion (ty,t,,t,) and

the coupling constants (V3, V3, V), V7).

Vi#0, V50, Vi=V;=0

Vi=0, V30, V;=V;#0

1<t =t Pairing: Pairing:
layered A} (intralayer) Aj (on site)
material Aj (interlayer) A%,Aj (intralayer intersite)
State: State:
8] a Bol a
Al = 1p A |=|b + 5§ wave
A | Lo
Ay 0
A =1 -+ - d wave
A -1
L,>t,=t, Pairing: Pairing:
quasi-one- Aj (on site) Aj (intrachain)
dimensional A} (intrachain intersite) A%,Aj (interchain)
material
State: State:
8] Ja 801 |a
s =1p AL [=|b - s wave
A3 b
Ag 0
A |=11 + - - d wave
A3 —1




41 PAIRING ANISOTROPY AND MACROSCOPIC ANISOTROPY OF . .. 2125

TABLE II. Classification for the singlet pairing in the cubic
material. There are two degenerate states for d symmetry, while
there is only one state for s symmetry.

V0, Vi=V;=V#0

t,=t,=t, Pairing:
cubic Aj (on site)
material A%, A5, A} (intersite)
State:
A} a
A% b
A= b - s wave
y
Ay b
Ao 01 (0
AL 1 0
AS = -1 1 - - - d wave
y
AS 0 —1

symmetry state at the band center in the layered system
are favored compared to the s-symmetry state in the case
of the repulsive on-site interaction. This fact would yield
some suggestions to consider the mechanism of the high-
T, superconductivity.

In the latter half of this paper, we have derived a mul-
ticomponent GL equation that reflects the relative coor-

dinate of the pair. The angle dependence of H, is dis-
cussed based on that equation. We obtained the result
that, for the singlet pairing, the intersite pair perpendicu-
lar to the magnetic field enhances H,,, while for the trip-
let pairing it reduces H.,. For example, when H=He,,
A$ enhances H.,, while Al reduces H,,. This is explained
by the fact that the motion of the pair in the perpendicu-
lar plane to the magnetic field is suppressed by the rela-
tive phase relation inside the pair for the singlet state, but
enhanced for the triplet state.

We also obtained the result that the s-symmetry state
shows the same anisotropy as the on-site pairing state,
though the intersite interaction is strong. This suggests
an answer to the question raised in Sec. I that if the order
parameter has s symmetry, the presence of the intersite
interaction does not affect the anisotropy of the macro-
scopic property such as H., while the d- or p-symmetry
state affects its macroscopic anisotropy.

As far as the system is not degenerate, the angle depen-
dence of H,, is found to be given by the formula of the
effective mass approximation. This means that in the
nondegenerate case, the symmetry of the ordered state is
not changed even when the direction of the magnetic field
is changed, and a single type of ordered state leads to an
angle dependence of the usual one-component GL model.
However, if the two or more symmetry states are degen-
erate, the angle dependence of H ., cannot be fitted by the
simple effective mass approximation. In this case, the

TABLE III. Classification for the triplet pairing in the layered material, the quasi-one-dimensional
material, and the cubic material. There are two degenerate states for the intralayer intersite pairing
and the interchain pairing, respectively. The cubic material has three degenerate states.

VI#0, Vi=V!#0

<t =t AL 0
layered A, |= 10 - interlayer
material A; 1
AL 1] [o
A =101, |1 - intralayer intersite
Al 0 0
1,>1, =t
) Al 0
quasi-one- . .. .
dimensional A} | = |0 |..intrachain intersite
material A; 1
AL 1] [o
A, =101, |1 - interchain
Al o) (O
Vi=V=Vi#0
L= = AL 1] o] [o
cubic AL 1= 0], |1],]0 - intersite
material Al 0} |0 1
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switching between the different symmetry states occurs
with the rotation of the magnetic field. This degeneracy
probably occurs for the d-wave pairing in the cubic ma-
terial and for the p-wave pairing in the tetragonal materi-
al. We expect the possibility that the measurement of the
angle dependence of H, for UBe 3, cubic heavy-fermion
superconductor, might reveal this anomalous angle
dependence, if the pairing of this material is of the non-s-
wave type. When the angle dependence is observed, one
will be able to distinguish the pairing symmetry, p wave
or d wave, from the shape of the H ,(8) curve.

The measurement of the angle dependence of H,, in
the basal plane of the tetragonal heavy-fermion supercon-
ductor is reported to have no anisotropy,'” but in the
tetragonal system, the anomalous angle dependence of
H,, is realized only for the d,, and d,, symmetry of the
pair for the case of the singlet pairing. The experimental
result of no anisotropy in the basal plane of the tetrago-
nal heavy-fermion superconductor does not directly mean
the s-wave pairing, since this alone cannot eliminate the
possibility of the dxzv_yz or d 32,2 Symmetry states.
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However, the possibility of the p-wave pairing is unlikely
because in this case an anisotropy in the basal plane
should be observed.

In several points, further investigations are possible.
Our study is valid near the transition temperature be-
cause we expanded the gap equation by the small value of
A, so extension of the theory to lower temperatures is re-
quired. The role of intersite interaction at a lower tem-
perature may be different from that at the transition tem-
perature.

The effect of impurities on the on-site and intersite
pairing must be different. Therefore, the properties of the
intersite pairing state may be modified in a different way,
and this provides an insight into the role of the intersite
pairing.?
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