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In this paper an anisotropic exchange interaction is derived and separately fit to high- and low-
frequency magnetic neutron scattering data of UPt;. This information is used to construct a super-
conducting pair potential in the strong spin-orbit coupling limit. Solutions of the gap equations
show that both high- and low-frequency fluctuations support an A4, order parameter, which differ
in their vector orientation. Implications of these results in relation to the unique phase diagram

UPt; will be discussed.

I. INTRODUCTION

Since the discovery of heavy-fermion superconductors
(HFS), it has been speculated that magnetic fluctuations
provide the pairing mechanism.! This speculation was
based on similarities to *He. Both HFS and *He share
the fact that they are almost magnetic (in fact, there is
strong evidence that several HFS are weak magnets), and
almost localized. Both of them also have nodes in their
gap functions, indicated by non-s-wave pairing. The HFS
case, though, is complicated by several facts: (1) the pres-
ence of a periodic lattice with more than one atom per
unit cell, (2) a multisheeted Fermi surface composed of
wave functions of differing radial/angular character, and
(3) strong spin-orbit effects. This makes any theory for
HFS more complicated to formulate than the analogous
theory for *He.

Some steps, though, have been taken towards such a
theory.2 ™% The basic idea is that the dynamic magnetic
susceptibility, which enters as the spectral function in the
self-energy equations (to be discussed in the following), is
reasonably approximated by a function of momentum
times a Lorentzian in frequency for HFS.® Thus the fre-
quency and energy integrals can be performed separately,
reducing the self-energy equation to a momentum in-
tegral over the Fermi surface.>® In the normal state, this
self-energy gives a mass renormalization proportional to
the average susceptibility, and leads to a temperature
dependence of the specific-heat coefficient in good agree-
ment with experiment.> The self-energy in the supercon-
ducting state (gap equation), though, depends crucially
on the momentum integral over the Fermi surface. Pre-
vious calculations®>*78 have used the results of earlier
neutron scattering data,®° which have an energy scale for
magnetic fluctuations of the order of 5 meV with peaks in
the susceptibility at q=(0,0,n) with n odd. These high-
frequency fluctuations yield an odd-parity (A4,,) order
parameter,7 which will be further discussed in the follow-
ing.

Recent neutron scattering data'®”'? indicate low-
frequency fluctuations (with an energy scale of the order
of 0.3 meV) that peak at q=(0.5,0,n) with n an integer.
These fluctuations also have associated with them an
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elastic contribution, which corresponds to an ordered
moment of about 0.02u,.'° Doping leads to the same
magnetic structure with a moment of about 0.7u,.'* The
data have now been normalized, and reveal that the peak
value of the quasielastic contribution is a factor of three
larger than the peak value of the (0,0,1) correlations dis-
cussed above,!! so (0.5,0,0) correlations are of some im-
portance.

In Sec. II, the magnetic fluctuation formalism will be
reviewed, with a new anisotropic exchange version being
developed and applied to high-frequency fluctuations in
Sec. III and low-frequency fluctuations in Sec. IV. In
Sec. V, strong-coupling corrections will be discussed, and
finally in Sec. VI, the implications of these solutions vis-
a-vis the phase diagram of UPt; will be commented on.

II. MAGNETIC FLUCTUATION FORMALISM

The magnetic fluctuation self-energy equations are
developed in Refs. 3 and 7 (for related work, see Refs. 2,
4, 5, and 8). Basically, the real part of the normal self-
energy gives a mass renormalization factor which is pro-
portional to the momentum-averaged static susceptibili-
ty, and which decays in frequency away from the Fermi
energy.® For purposes here, a BCS-type approximation is
made where it is assumed that the effect of the normal
self-energy is to replace the band structure density of
states, N, by its renormalized value, N. If one assumes
that the gap function is constant in frequency up to some
cutoff, ., one approximately obtains the following T,

equation:>’

A(k)=In(1.13T'/T.) 3 W(k")V(k—k')A(k') . (1)
v

W(k') is the density of states weighting over the Fermi
surface, T is the neutron scattering linewidth, and V is
the momentum-dependent part of the pair potential, to be
derived below [note that the cutoff frequency, w,, does
not appear in Eq. (1)]. The sum is done by taking the
weights from a tetrahedral decomposition of the band
structure Fermi surface which is in good agreement with
deHaas-vanAlphen data for UPt;, with the k mesh being
defined as the center of mass of the tetrahedra.” In gen-
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eral, ¥ (k—Kk’) is not separable in k and k’, but one can
easily reduce the preceding equation to the following
form for each irreducible group representation:

S My AK')=0 2)
k,k’

with k and k' now restricted to the irreducible wedge of
the zone (for two-dimensional group representations, cer-
tain group operations cause a complex conjugation of the
gap function, so the size of the matrix is twice that for
the one-dimensional representations). T, is then defined
where the first eigenvalue of M crosses zero. For the case
of UPt;, a mesh of 137 k points in the irreducible wedge
was used. Finally, the reader is referred to Sec. V for a
discussion of frequency-dependent corrections to Eq. (1).

ITII. HIGH-FREQUENCY FLUCTUATIONS

The pair potential for (0,0,1)-type correlations will now
be derived. The pair potential is usually assumed to be
proportional to the dynamic susceptibility.>”> In this
case, though, y peaks at reciprocal lattice vectors in the
q, and g, directions, reflecting antiferromagnetic correla-

J

tions between the two U atoms in the UPt; unit cell. This
function, therefore, is not lattice periodic, and thus when
used in a gap equation, leads to gap functions which are
not lattice periodic. One way to rectify this problem is to
include Umklapp processes in the gap equation.”® A
better way to handle the problem, though, is to follow the
same treatment used to fit the neutron scattering data in
U,Zn,;.'""!* In this formalism, ¥ is treated as a 2 X2 ma-
trix, with the indices referring to the two sites in the unit
cell. The standard random-phase-approximation (RPA)
expression for y is

X(@)=xo/[1—-1(q)x,] , 3)

where Y, is the bare ion susceptibility and I(q) is the in-
teraction function

I(q)=U +JRe[¢(q)] (4a)

with U being the on-site repulsion, J an exchange interac-
tion (negative for antiferromagnetic coupling), and ¢(q)
is $re’R with the sum being over nearest-neighbor vec-
tors, R,*

#(q)=cos(g,c /2)[cos(g,a/V3)+2 cos(g,a/2V3 Jcos(g,a /2)+i sin(g,a /V'3)=2i sin(g,a /2V'3 Jeos(g,a2)] . (4b)
The generalization to the 2 X2 matrix case involves replacing Y, by X1 where 1 is the unit matrix, and I(q) by
u J¢

I(q)= J6* U (5)

Summing the same RPA series that yields Eq. (3), one obtains
1=Uxo JXo9

x(q)=cx, TXed* 1-Uxo |’ (6)

where

¢ TI=(1—UxoP—JT3$¢" .

Similarly, the RPA equation for the pair potential
Viq)=I1(q)+1(q)x,V(q)

has the solution

U(1=Uy,o) +J%xodd* Jé
Viq)=c

where ¢ is the same factor as in Eq. (6). Now what is
measured for y(q) is the sum of all four components of
the matrix in Eq. (6), and for J negative this function
peaks at (0,0,1). Note, though, that if one diagonalizes
Eq. (8), the two eigenvalues are V. =V,,+|V,|, both of
which are lattice periodic (see Ref. 15 for a related ap-
proach). The work of Refs. 7 and 8 essentially use a sum
of these two eigenvalues as the pair potential. In general,
the two eigenvalues should be used independently of one
another (these are analogous to an optic and acoustic
branch, respectively). In Fig. 1, V. are plotted for values
of U and J that fit the neutron scattering data of Refs. 6

Jo* U(1—Uyxy)+Jx00*

(N

) (8)

TABLE I. Coupling constants from high-frequency fluctua-
tions (nearest-neighbor correlations). V4 are the two eigenval-
ues of the pair potential, with U =0.3 and J = —0.1 in units of
I' (5 meV). The other coupling constants are less than 0.002.
Note that the odd-parity solutions are orientated along the z
axis.

v_ V.
A, 0.049 A, 0.11
By, 0.0051 B, 0.055
Ey 0.019 E,, 0.019
E, 0.0076 E,, 0.073
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FIG. 1. Pair potential, V,,, in units of I" (5 meV) for high-
frequency (nearest-neighbor) correlations plotted along the g,
direction, with U =0.3 and J = —0.1. The lower curve is the
V_ eigenvalue, the upper one the V', eigenvalue. The poten-
tials are similarly behaved along the g, direction, except that
there is a gap between the two at the zone boundary.

and 9 (see Table I). One sees that V' _ will support even-
parity solutions since it peaks at the zone boundary,
whereas V', will support odd-parity solutions since it
peaks at ¢ =0.

The aforementioned has ignored spin effects. In a
spin-only theory, V is multiplied by s-s, where s is a spin
vector. This results in a coefficient of — 3 for even-parity
states, and . for odd-parity ones.'® In UPt,, there are
strong spin-orbit effects, with the magnetic moments
confined to the basal plane, and with Y, being about half
of x,. and having none of the unusual temperature
dependence that ), has'’ (the latter arises from the anti-
ferromagnetic correlations). This is taken into account
by replacing Vs-s with V;;s;s;, where i refers to spatial in-
dices.'® There is no evidence for basal plane anisotropy
for the high-frequency fluctuations, so V), is set equal to
V., with the functional form given by either of the ei-
genvalues of Eq. (8). Since there are no AF correlations

in x,,,
V,,=U/(1—-0.5Ux,) 9)

with the factor of 0.5 arising from the above-mentioned
anisotropy. The inclusion of spin indices a, 3, ¥, and 6
leads to the following gap equation (expressing s in Pauli
matrix form):'®

A.4k)=In(1.13T/T,)
X 3 W)WV, (k—Kk)sh,shsA5(k') . (10)
<

For even parity, this becomes (A=A,,)

A(k)=—In(1.13T'/T,)
XS WKV, (k—k')+0.5V,JAk) . (11)
<

For odd parity, one expresses the gap matrix as
A g=id(ss,),g V,, drops out of the gap equation since
it is a constant. Moreover, since V,, =V, only the 4,
component survives

d,(k)=In(1.13T/T,) SW(K')V,  (k—k')d, (k') . (11')
"

For Eq. (11'), odd-parity basis functions in the strong
spin-orbit coupling limit have to be used.'® For instance,
the A4,, basis function is of the form k,2 (note that these
functions are used only to define how the gap function
transforms under group operations; the actual gap func-
tion is solved numerically on a grid in the irreducible
wedge of the zone). In Table I, results are presented for
solutions of Egs. (11) and (11') with U=0.3I' and
J=—1.0T (x,rI is about one for UPt,). Tabulated is the
coupling constant, A, where A~! is equal to NT
In(1.13I' /T,) with NT about three for UPt;. The solu-
tion with maximal A is 4,,, the same solution as that
found in Ref. 7. This solution has a nodal line perpendic-
ular to k, for all sheets of the Fermi surface (the gap

function vanishes not only for k,=0 but also for
k,=m/c).

IV. LOW-FREQUENCY FLUCTUATIONS

Previous theoretical work using this formalism has ig-
nored the low-frequency fluctuations which have an ener-
gy scale of order 0.3 meV. This was in spite of the fact
that these fluctuations lead to an apparent ordered mo-
ment of 0.02 p,.'°7'%2° The reason they were ignored
was because of their low-energy scale and the belief that
the fluctuating part of the spectra was weaker than the
high-frequency part, since the latter apparently saturate
the observed static susceptibility.® Recently, it has been
demonstrated that the peak value of the low-frequency
spectra is a factor of three larger than the high-frequency
peak value.!! Therefore, they should be taken into con-
sideration.

The first point to note is that the low-frequency data
exhibit basal plane anisotropy.!! In particular, the fluc-
tuating moment is orientated along the resulting g vector.
If one imagines turning the spins by 60° or 120° leaving
the g vector fixed, the resulting configuration is not ob-
served. This can be taken into account by allowing the
exchange interaction to be anisotropic in the basal
plane,?' with the data being consistent with nearest-
neighbor interactions in the plane. Since the nearest-
neighbor distance in the plane is just a lattice constant,
one does not need to use the 2X2 matrix formalism of
Sec. III. The interaction of the form J;s;s; in Sec. III
needs to be generalized to Jj;s;R;s;R; to explain the an-
isotropy, where R; is the i’th component of the unit vec-
tor directed along the in-plane bonds. In the case con-
sidered here, there are four coefficients, J,,, J,,, Jy,, and
J,, (with J,, set to zero as in the preceding section).
Fourier transforming as before, one obtains for I(q)



I, =U+3J cos(q,V3a/2)cos(g,a /2) ,
I,=U +J[cos(g,V3a /2)cos(g,a /2)
+2cos(g,all, (12)
I,,=—V3Jsin(q,V3a /2)sin(g,a/2) .
Solving the RPA series for y again, one obtains

Xxx =CXol1 _XOIyy) ’

ny=cX0(1_XOIxx) ’ (13)
Xxy =CX(2)Ixy ’
where

¢ 7 =(1=xol, (1 —Xol o ) = X015, -

For J negative, X,, has a peak at the wave vectors
q=(0.5n,0,q,) with n odd, as desired. If basal plane an-
isotropy is ignored, a maximum at q=(0.5,0) would not
be possible. The peak would be at q=(0.5,0.5/V'3) in-
stead. Note, though, that there is no g, dependence in
Eq. (12). The elastic neutron scattering data indicate that
the peaks in y happen at integer values of g,. This can be
enforced by multiplying J by a periodic function in g¢,,
which varies between zero and one, which we take to be
0.5+0.5 cos(g,c) (there is no data on the g, dependence
for the quasielastic data, so this factor is somewhat arbi-
trary at this stage). A fit to the data of Refs. 11 and 12
indicates that U =0.6 and J=—0.09 in units of the
high-frequency linewidth. T (the low-frequency
linewidth of 0.3 meV will be referred to as I'’ in the fol-
lowing).
The analogous equation for the pair potential, V, is

Vi /¢ =L (1= Xoly, )+ XI5,
Vi /e =L, (1=Xol ) ¥ Xol3, » (14)
Vi /e=I, ,

where c is the same factor as above, and V,, is the same
as Eq. (9) (with the above-mentioned different U of 0.6).
V,; is not invariant under hexagonal group operations, as
the spin part has been left out at this stage. This is in-
cluded by multiplying ¥;; by s;5;. The gap equations for
even parity and the d, component of odd parity are the
same as Eqgs. (11) and (11'), except for the following re-
placement:

Vi (k—K')—0.5[V, (k—K')+V,,(k—K')] . (15)

In Fig. 2, the potential V,,/2+V,, /2 is plotted from
q=(0,0,0) to g=0.5,0,0). Since there is only one eigen-
value of the pair potential in this case, and that eigenval-
ue peaks at the zone boundary, it is expected that an
even-parity solution will have maximal T,.

In addition, independent odd-parity solutions are now
allowed with d vectors in the basal plane because of the
basal plane anisotropy in the pair potential. The coupled
equations for the d, and d, components are
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FIG. 2. Pair potential, V,,/2+V,, /2, in units of I" (5 meV)
for low-frequency (next-nearest-neighbor) correlations plotted
along the g, direction, with U =0.6 and J = —0.09. The abso-
lute maximum in the potential is at ¢ =(0.5,0,0).

d,(k)=In(1.13T"/T,)
XS W) -V, (k—k)d, (k') —V,,d
<

xy=y

(k)] ,
(16)
d,(k)=In(1.13T"/T,)

X 3 W)V, (k—k)d,(K')—V,,d,(K)] ,
>

where
V=V /2=V, /2.

Again, the basis functions can be found in Ref. 19. For
instance, 4, is of the form k,X+k,§.

In Table II, solutions for even and odd parity are
shown (the definition of the coupling constant is the same
as in the previous section, except that I'" in the logarithm
is replaced by I''). The largest coupling constant is found
for an A4, solution with its vector orientated in the basal
plane, although the 4,, coupling constant is only 20%
lower. The A, solution has point nodes on all sheets of
the Fermi surface (nodes not only for k, =O,ky=0 but
also for k,=2w/V'3a,k,=0; k,=0,k,=4m/3a, etc.).
Although 4,, has the full symmetry of the hexagonal
group, it has nodes because of the large value of U in the
pair potential (in fact, the integral of the 4,, gap func-
tion over the Fermi surface is close to zero). The nodal
structure, though, is rather complicated since it is not
forced by symmetry. Calculations were also done where
the periodic function in ¢, multiplying J was squared
[thus sharpening the peak at q=0.5,0,0) in the g, direc-
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TABLE II. Coupling constants from low-frequency fluctua-
tions (next-nearest-neighbor correlations), with U =0.6 and
J=—0.09 in units of I" (5 meV). Note that the energy scale of
these correlations is I''=0.3 meV. The notation z and x,y indi-
cates the orientation of the odd-parity solutions.

z X,y
Ay 0.20 A, 0.125 0.25
A 0.0049 A,, 0.0010 0.050
B, 0.0045 B, 0.0047 0.091
By, 0.062 B, 0.065 0.019
Ey 0.12 E,, 0.028 0.098
E, 0.089 E,, 0.039 0.020

tion]. Both 4,, and A4, coupling constants are reduced
by 20%, but still are almost twice that for the other rep-
resentations.

As for the gap functions, the 4, solutions found for
both high-frequency and low-frequency pairing are not
consistent with current theoretical interpretations of the
experimental data for UPt;, which indicate an E, gap
function. This will be discussed further in Sec. VI.

V. STRONG-COUPLING EFFECTS

The preceding treatment has ignored strong-coupling
effects. In this formalism, the susceptibility is written as
a function of momentum times a function of frequency,
thus providing a clean separation between these two
effects. In the following, only frequency-dependent
effects are treated. These act to renormalize T, but do
not change which group representation has the highest
T,. Momentum-dependent effects will be commented on
at the end of the section.

The renormalization factor, Z, is given by the follow-
ing equation:*%?

[1-Z(0)]o
B ©
=cN0f_Bdsfo dQ(lmy(q,0)),
X[f(e)(w—e+Q—i8)
+f(—e)/(0—e—Q+id)],
17

where ¢ is equal to 3U 2 /87 (where U’ now defines the re-
normalization of ) relative to the band structure y,), N,
is the bare (band-structure) density of states (assumed
constant over the energy integral), { ), is a momentum
averaging, and B is the bandwidth of the unrenormalized
band structure (about 1000 K for UPt;). Note that the
Bose factors, n(£2), have been dropped from the preced-
ing expression since only low temperatures are of concern
here. The dynamics susceptibility is approximated as®

Imy(q,0)=x(q)Tw/(I'+w?) (18)

[with momentum averaging replacing x(q) by x,,]. For
the real part of Z, the integral over d () becomes (T =0)

I /[(w—e)*+T?][ —sgn(e)r/2
—(w—¢)/TIn|T/0—¢)|]. (19)

The first term in the brackets can be analytically integrat-
ed over de, which yields the formula listed in Ref. 3
[Z(0)=1+mcNyx,,]- The second (small) term was
missed previously (the author thanks Hartmut Monien
for pointing this out), which is included by performing
that part of the integral numerically. As discussed in
Ref. 3, the value of ¢ is about right to give the observed
Z (0) of 17 for UPt, (here, it is adjusted slightly to obtain
exactly 17). The result for ReZ (w) is shown in Fig. 3
with an assumed bandwith of 15I". A curve similar to
this was used in Ref. 3 to calculate the temperature
dependence of the specific-heat coefficient in UPt; up to
20 K, which was found to be in good agreement with ex-
perimental data.

For the imaginary part, both d€) and de integrals can
be done analytically, leading to the following expression
(T =0):

oImZ (0)=cNyx, (7T /2)In(1+w?/T?) . (20)

This goes as w® near the Fermi energy, just as it should

for a Fermi liquid. This function is also plotted in Fig. 3.

The equation for the frequency-dependent gap func-
tion, A(w), is the same as Eq. (17), except that de is re-
placed by?*

¢'/Z(w)de [ dSRe{A(k,e)/[e?—A(k,e)?]'?}sgn(e),
21)

where dS is the surface element over the Fermi surface
(normalized such that f dS=1), and the constant ¢’

20 T
15
Z 10 | :
S
0 o R
0 2.0 4.0 8.0 8.0 10.0

FIG. 3. Real (upper curve) and imaginary (lower curve) parts
of the mass renormalization factor, Z, as a function of frequen-
cy in units of I (5 meV).



represents the momentum integral of the pair potential
over k' [for simplicity’s sake, it has been assumed here
that the pair potential is separable in k and k', with
A(k,e)=A(e)f(k) and V(k,k')=Vf(k)f(k')]. For dis-
cussion purposes, the dS integral is performed analytical-
ly by assuming a Fermi sphere with f(k)=cos(8), where
0 is the angle of k with respect to the k, axis (this gap has
a nodal line on the equator). As the d{} integral is the
same as before, only a numerical integral over de has to
be performed. A(w) is then solved interatively with ¢’ ad-
justed each iteration so that A(0) is some set value (1 K
for UPt;), with the energy integral cutoff taken to be ten
times the energy scale (I" or I''). Only about five itera-
tions are needed to converge the gap (the effect of A on Z
is not taken into account, since such effects are small).
Results are shown in Figs. 4 and 5 for the two cases of
pairing by high-frequency (I'=>5 meV) and low-frequency
(I'=0.3 meV) fluctuations, respectively, with Z calculat-
ed in both cases using the high-frequency I' (this is con-
sistent with the experimental specific-heat data, as shown
in Ref. 3). Plotted are both the real and imaginary com-
ponents of the gap function. For high-frequency pairing,
A decays slowly in frequency (the more rapid decrease
shown in Ref. 3 was due to neglect of the imaginary com-
ponents of the self-energy), whereas for low-frequency
pairing, A decays rapidly with frequency. This will lead
to substantial strong-coupling corrections in the latter
case, which will also act to reduce the T, calculated in
Sec. IV. Experimentally, there is some evidence for sub-
stantial strong-coupling corrections for UPt; from
WHH-type fits to the upper critical field?® from
Ginzburg-Landau fits to the specific-heat data,?* and so
this would be in support of low-frequency pairing. Also,

1.5 g —
1.0
A
0.5} ]
0. /_\
0. 2.0 4.0 8.0 8.0 10.0
o(T)

FIG. 4. Real (upper curve) and imaginary (lower curve) parts
of the gap function, assuming high-frequency pairing, as a func-
tion of frequency in units of I' (5 meV). The gap is normalized
to one at zero frequency for plotting purposes (actually equal to
0.02 in these energy units).
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1.5 T T T T -
1.0 1
A
0.5} 1
0. . . . . .
0. 0.1 0.2 0.3 0.4 0.5 0.8

o(T)

FIG. 5. Real (upper curve) and imaginary (lower curve) parts
of the gap function, assuming low-frequency pairing, as a func-
tion of frequency in units of I' (5 meV). Note that the low-
frequency energy scale, I'’, is 0.06 in these units.

the slow frequency dependence of A for the high-
frequency case appears quite unrealistic, as it implies
pairing over a substantial frequency range of the order of
1000 K.

In He, there are other strong-coupling effects due to
the effect of gapping of the Fermi surface in the super-
conducting state on the pair potential'® (this is responsi-
ble for stabilization of the A4 phase). In this current case,
it is assumed that y(q) is coming exclusively from local
moment fluctuations (with quasiparticle interband terms
being lumped into this definition), and thus this function
should exhibit little change in the superconducting state.
In fact, induced-moment form factor experiments see no
change in y(q) below T..?* Moreover, there is no evi-
dence for any change in the low-frequency quasielastic
neutron scattering spectrum below 7,!' although neu-
tron scattering experiments do indicate that the elastic
part of the low-frequency fluctuations changes below
T..'°" 2 Finally, there is a recent claim of observing the
quasiparticle (intraband) contribution to the dynamic sus-
ceptibility from low q, low @ neutron scattering data. 26
Its predicted theoretical value is of the order of 20% of
the bulk susceptibility,?’ and this term would be expected
to change substantially in the superconducting state. The
effect of this term on the pair potential is unknown at this
time (it would be rather complicated to calculate).

V1. DISCUSSION

At this point, a discussion of the relevant experimental
data on UPt; is in order. Specific-heat data show quite
clearly that the specific-heat coefficient (C/T) varies
linearly in the superconducting state,?® indicating that
the gap function has a nodal line. Moreover, transverse
ultrasound data indicate that this nodal line is orientated
perpendicular to the k, axis.?’ Recently, it has been ob-
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served that the specific-heat anomaly at T, is actually
two anomalies,*° as predicted theoretically by Joynt.3!
This prediction was based on the fact that longitudinal
ultrasound data exhibit an anomaly in magnetic field at
about 0.6 H_,, which indicates that the high-field super-
conducting state differs from the low-field one.?? As orig-
inally pointed out by Volovik,} such an observation is
consistent with the order parameter being from a two-
dimensional group representation. As discussed by
Joynt’! and in greater detail by Hess et al.,?* the weak
magnetic ordering observed in UPt; has orthorhombic
symmetry, > which would act to lift the degeneracy of the
doubly-degenerate representation, thus leading to a split-
ting of the specific-heat anomaly at T,. This requirement
along with that of a nodal line would appear to restrict
the order parameter to be from the E, representation,
and the theoretical consequences of this have been
worked out by a number of authors.3"?*3% In particular,
Hess et al.?* have shown that such an order parameter
can also account for the kinks seen in H,, and they also
predicted a kink in H,, that has been recently observed. ¥’
As emphasized by Machida et al.,** the fact that Pt
NMR shows no change in the Knight shift below T, is
supportive of an odd-parity state. This argument is not
clearcut, though, since the quasiparticle contribution to y
is most likely small, although it should be emphasized
that changes in the Knight shift of UBe,; have been ob-
served below T, by uSR data.’® One problem with E,
solutions is that they imply a spin or orbital moment
along the ¢ axis. Such an out-of-plane moment would ap-
pear to be inconsistent with what is known from neutron
scattering data. Machida et al.3* indicate that a splitting
could also occur for a one-dimensional odd-parity state in
the weak spin-orbit coupling limit.

This brings up the major question offered by this pa-
per. Neither calculated gap function for high-frequency
pairing or for low-frequency pairing is of E, symmetry.
Moreover, although the high-frequency gap function has
the required nodal lines, the author finds that solution
physically unrealistic, since the observation of significant
strong-coupling corrections®»?* implies low-frequency
pairing. Also, one’s prejudices are that since the low-
frequency fluctuations are the soft modes in the system,
and actually lead to a weak magnetic instability, then
they should play a dominant role in the pairing. The
low-frequency gap function, though, has nodal points,
which would not appear to be consistent with thermo-
dynamic data though recent work measuring the London
penetration depth does indicate an axial state.’” Al-
though the A4, solution is a one-dimensional representa-
tion, it does have a vector orientation in the basal plane
for low-frequency pairing. One could imagine that near
T,, the vector is actually rotated in a favorable direction
in the basal plane by interaction with the weak magnetic
moment. As the temperature decreased and the gap pa-
rameter increased, it would be energetically favorable to
relax back to the unperturbed solution. This not only
could cause a second transition (with accompanying
kinks in H_, and H_,), but could in turn cause a decrease

in the magnetic order parameter, as seen experimental-
ly 12

Finally, it should be remembered that even at this
stage, the construction of the pair potentials is rather
primitive. First, an RPA approximation has been as-
sumed with no momentum-dependent strong-coupling
corrections. The latter are critical for determining the
stable states of *He.!® Currently, though, the experimen-
tal evidence favors little or no change in the dynamic sus-
ceptibility below T.,!! which would argue against strong
feedback effects. Second, no matrix element effects have
been included (i.e., the orbital and spin dependence of the
quasiparticle wave functions have been ignored). Their
inclusion could radically change the results of this paper,
but the computational effort involved is substantially
greater. The author is currently working on this prob-
lem, and hopes to report on it in a future paper. Certain-
ly, it is clear from the neutron data that nearest-neighbor
correlations are primarily responsible for the high-
frequency fluctuations, whereas next-nearest-neighbor
correlations are primarily responsible for the low-
frequency ones. This, along with the observed basal
plane anisotropy, puts certain constraints on the possible
pair potentials. One missing piece of information at this
stage is whether any nearest-neighbor correlations are in-
volved in the low-frequency fluctuations. This matter
could be investigated by obtaining quasielastic neutron
scattering data for low-frequency fluctuations as a func-
tion of k, (see note added in proof).

In conclusion, this work has used fits to both high- and
low-frequency neutron scattering data to obtain model
functions for the pair potential in the strong spin-orbit
coupling limit. The result is that high-frequency pairing
gives an A4,, gap function of the form k,Z, whereas low-
frequency pairing gives an A4, gap function of the form
k,X+k,§. The latter solution is the most appealing on
physical grounds. It remains to be seen, though, whether
such a gap function can explain the unusual properties of
UPt;, or whether a more sophisticated theory is neces-
sary to obtain order parameters of a differently symme-
try, such as E .

Note added in proof. The g, dependence of the pair po-
tential for low-frequency fluctuations can be estimated by
considering elastic scattering data at various reciprocal
points.'* The data indicate ferromagnetic coupling be-
tween near neighbors within the primitive cell (inter-
plane), with the intensity being maximal at (3, 0, 1). The
resulting pair potential can be constructed using a com-
bination of the functional forms given in Secs. III and IV.
The new calculations predict an identical ordering of
solutions as that in Table II, with the coupling constants
increased by a factor of ~2.5 for even parity and ~3.5
for odd parity.
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