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We perform a full band-structure calculation of the dispersion, anisotropy, and magnitude of the
nonlinear response )?‘3’ for optical third-harmonic generation in Si, Ge, and GaAs, using both an
empirical tight-binding (ETB) and a semi-ab initio band-structure technique. The calculation is
performed with use of standard perturbation theory within the random-phase approximation and
neglect of local-field corrections, with the minimal-coupling interaction Hamiltonian. The sign of
x ®10) is positive, independent of the tight-binding approximation, and in agreement with experi-
mental results from the literature. We find that intraband contributions to y ‘*’ are small, in con-
trast with earlier results obtained by using the dipole interaction Hamiltonian. While both expres-
sions for ¥ ') yield a positive y *'(0), the minimal-coupling expression is dominated by the interband
response, whereas the dipole expression is dominated by the intraband response. The resulting an-
isotropy in )?‘3 ' obtained from the ETB bands for all materials agrees with the experiment better
than other calculations to date at frequencies far below the optical band gap. For silicon, the an-
isotropy calculated from the ETB band structure also agrees well with recent measurements on the
dispersion of the anisotropy at frequencies comparable to the optical band gap. The values of
|¥ *(0)| obtained from the ETB bands overestimate the experimental values by factors of 2 (for Si
and GaAs) to 5 (for Ge), while the results obtained from the semi—ab initio bands underestimate the
experimental values by a factor of approximately 2 (for Si) and 7 (for Ge and GaAs). While the
(ETB) results for Si and GaAs are approximately within experimental error, the difference between
the results from the two band-structure calculations reflects the high sensitivity of ‘)(“3’ to the details
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of the energy bands and wave functions.

I. INTRODUCTION

Although the field of nonlinear optics is over a
quarter-century old, the number of full band-structure
calculations of the nonlinear-optical constants for solids
is very small.!"* The primary difficulty is the complexity
of the nonlinear response function itself, combined with
the requirement of knowing both the electronic energy
bands and wave functions throughout the Brillouin zone.
The earliest approaches to calculating both ¥ ?’ and )(‘3 )
for solids used a bonding-molecular-orbital technique®~’
that was unable to predict the dispersion of the nonlinear
coefficients. Another approach is to model the bands
only around a few principal critical points in the band
structure, and this has been used to calculate y >’ associ
ated with the Franz-Keldysh eﬂect at zero frequency.®
Although the dispersion in y ‘? for semiconductors has
been calculated"? the dispersion in X( " has not. The
third-order susceptibility of cubic semiconductors is
perhaps more interesting than x? since there are two
nonzero independent elements of X ® [for third-harmonic
generation (THG)] given by )(“”_A and )((,32),2_B/3
and from which we can define the anisotropy parame-
ter”'® 0 =(B — 4)/ A that vanishes for an isotropic sys-
tem. Since the anisotropy is a relative quantity, it is
easier to determine experlmentally than the absolute
magnitude of y‘*), and is interesting because it is not
determined by symmetry, but rather is sensitive to the
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mlCI‘OSCOplC electronic properties of the solid. One of the
primary failings of most calculations of )((3 to date has
been the inability to predict anisotropies at zero frequen-
cy [0(0)] which are in reasonable agreement with experi-
ment. The best results for 0(0) to date were obtained by
including local-field corrections. It is of interest, there-
fore, to see if a full band-structure calculation (without
local-field corrections) is capable of producing reasonable
values for the anisotropy, at frequencies both well below
and comparable to the optical band gap. The dispersion
in the anisotropy is of particular interest in light of recent
experlments1 2 measuring dispersion in the anisotropy
of X‘” at frequencies near the band gap in silicon and
germanium.

Recently, we have been successful in using a simple
empirical tight-binding (ETB) band-structure technique
to calculate dispersion in the linear-'* and second-order
nonlinear-optical' constants for semiconductors. In this
paper we adopt the same approach to calculate both the
dispersion and zero-frequency limit of the absolute mag-
nitude and anisotropy of the nonlinear response )( 3 re-
sponsible for optical THG in Si, Ge, and GaAs. We also
use a semi—ab initio band structure!* to calculate xm
and compare the results both with the ETB approach and
with experiment.

In order to identify different contributions to y Y from
many-particle excited states of the system, we present in
some detail the derivation of the theoretical expression
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for ;‘3) in the Appendix. The calculation is carried out
using standard perturbation theory within the Pines-
Bohm random-phase approximation (RPA), and neglect-
ing local-ﬁeld corrections. We use the minimal coupling
(MC), or “p-A,” interaction Hamiltonian, rather than
the dlpole Hamiltonian. Although Y X satisfies gauge in-
variance, !> one must be particularly careful when using
the dipole Hamiltonian in solids, where the interaction
matrix elements {r) become singular.'>'® While this has
been correctly addressed for )((2 (Ref. 15) and )((3’ (Ref.
9), it has led to incorrect expressions for )((3’(0) in the
literature.* Use of the MC interaction Hamiltonian
avoids this difficulty since the momentum matrix ele-
ments are well defined. We identify contributions to x *’
that contain diagonal momentum matrix elements
(p;; ~Vy) as “intraband” contributions which vanish in
the limit of localized electron states. One might expect
these contributions to correspond with the intraband
terms discussed with respect to the Franz-Keldysh effect
at zero frequency,8 9 but the relative contribution of the
intraband terms to )( 3(0) differs for the minimal-
coupling and dipole forms of y®(0). While both
methods yield a positive value for y *’(0), the dipole ex-
pression is dominated by the intraband component,
whereas the minimal-coupling Hamiltonian is dominated
by the interband component. This phenomenon has been
previously noted for )(‘2) 15 We find that the minimal-
coupling expression for ¥ *(0) should, in general, be pos-
itive. This is gratifying, since all measured values for
(3)(0) in cubic-symmetry group-IV materials and II-IV
compounds (Ref. 17) are positive. An argument based on
a simple two-level dlpole expression* for ¥ * which pre-
dicts a negative ¥ *Y(0) is incorrect, because of the im-
proper treatment of the Bloch-state dipole matrix ele-
ments, together with the physical limitations of a two-
level system. In addition to the intraband contributions,
we identify virtual-electron, virtual-hole, and three-state
contributions. While the first two contributions have
analogies in the express1on for ¥ @, the three-state contri-
bution is unique to y * (and hxgher -order nonlinearities)
and exists because of the four virtual transitions in y .
Our results obtained using the ETB band structures for
all materials yield anisotropies that are in good agree-
ment with experiment, not just at frequencies well below
the band gap, but, for silicon, in regions where dispersion
is important. Although the anisotropies (at low frequen-
cy) calculated from the semi-—ab initio bands were typi-
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cally a factor of 2-3 larger than experimental values, in-
cluding local-field corrections would probably not im-
prove our results since local-field corrections were seen to
increase the anisotropy.’ The results from the ETB cal-
culation for the zero-frequency limit of the magnitude of
¥ overestimate the experimental values by factors of 2
(for Si and GaAs) to 5 (for Ge), while the results from the
semi—ab initio tight-binding bands underestimate the ex-
perimental values by factors of approximately 2 (for Si)
and 7 (for Ge and GaAs). This agreement is relatively
good, considering the experimental uncertainty of about
a factor of 2. The poor result for Ge from the ETB bands
arises because the effective mass of the lowest conduction
band at the Brillouin-zone center is overestimated. The
different results obtained from the two band structures
for the magnitude and anisotropy of  **’ reflect the sensi-
tivity of ¥ to the electronic band structure, and so it
would seem unreasonable to expect good results for

(3)(0) by using either an over simplified band structure,
or, in particular, a bonding-molecular-orbital techmque
Although results for y Y (0) exist in the literature® which
are somewhat closer to experiment than ours, they were
obtained by using a limited band-structure theory which
modeled the bands only around a few critical points, and
this method did not succeed as well in predicting the
dispersion in y ¥’ (Ref. 18) as did full band-structure cal-
culations. > The dispersion of |Y ®(w)|, on the other
hand, shows very similar behavior for the ETB and
semi-ab initio tight-binding band structures. However,
since experimental data on the dlspersmn in the magni-
tude of x ® for the materials considered in this paper are
limited to two wavelengths,!”!® and have a large degree
of uncertainty, comparlson between theory and experi-
ment for the dispersion in y ‘¥’ is inconclusive.

In the next section we derive express1ons for the non-
divergent real and 1magmary parts of y ' from a band-
structure point of view and consider the physical inter-
pretation of various contributions to X(s) in terms of the
many-particle excited states of the system. We also con-
sider the gauge invariance of y X and discuss the results
of bonding-molecular-orbital calculations for xy*. In
Sec. III we discuss the electronic energy band structures
and momentum matrix elements. In Sec. IV we consider
the integration of the response function over the Brillouin
zone, and in Sec. V the results are presented and com-
pared with experiment. Finally, in Sec. VI conclusions
are given.

II. NONLINEAR RESPONSE

The nonlinear response function (y ™)

P&y B0)=x'3)(—30;0,0,0)6%0)64(w)6%w) ,

for THG is related to the bulk nonlinear polarization via

(D

where Latin subscripts and superscrlpts indicate Cartesian components, and the summation over indices is implied.
From the Appendix, the expressxon for X“’ describing optical THG within the random-phase approximation and

neglect of local-field corrections is

4
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X —30;0,0,0)= +%
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where

(piphpipil) » (2)
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E =tw, E;=E;—E,, f;=f;—f} etc., where f; is the Fermi occupation factor of the single-particle state i. The pjj,
etc. are Bloch-state momentum matrix elements, and appear because the minimal-coupling interaction Hamiltonian was
used. In Eq. (2), the indices i, j,k,! run over all single-particle states, the only restrictions arising from the Fermi fac-
tors. If one explicitly writes out all of the different terms, separating states into valence- and conduction-band states,
one finds that there are five physically distinct contributions to x ¥ a virtual-electron, three virtual-hole, and a three-
state contribution(s). These contributions are depicted in Fig. 1. The virtual-electron term involves the successive (vir-
tual) excitation of an electron to two conduction bands, and then back to the valence band. Similarly, there is a
single-virtual-hole contribution [Fig. 1(b)] involving the virtual excitation of a conduction-band hole to two successive
valence bands and then back to the conduction band. The other two virtual-hole terms [Figs. 1(c)i and 1(c)ii] involve
the successive excitation of both an electron and a hole. The three-state contribution is depicted in Fig. 1(d) for a one-
particle system. For a many-particle system the three-state contribution is more complicated and we have not found a
corresponding physical picture for the general case. However, we expect!? that, in general, the three-state contribution
will include terms involving the successive excitation of two electrons (rather than an electron and hole, as in the last

two virtual-hole processes), in addition to the one-particle-like contribution shown in Fig. 1(d).
73

The virtual-electron (VE) contribution to y "’ is given by
4 Ci U gy U
o= 1| e f dk PijPjk PxiPii’ PP Pi; Pk
VET U3 | mo | &, sz4n’ |(E;—3E)E, —2ENE;—E) (E;—ENEy+2E)E;+E)
Pii Pi/ Pk Pii Pk PLIPI Pij

(E;+3E)E,;+2ENE;+E) (E;—E)Ey—2E)E;+E) |’ ®
where now all the energy differences are defined as E; =E®—E®, etc., and so i refers to a valence-band (VB) state and
J>k, 1 refer to conduction-band (CB) states, as indicated by superscripts on the momentum matrix elements. This equa-
tion is valid for any crystal class. We consider the simplification of Eq. (3) for cubic-symmetry crystals later. The
virtual-hole terms can be obtained from the virtual-electron term by the prescription outlined in Table I. [Note that the
last two virtual-hole terms have an overall minus sign. This arises from the anticommutation relations (see the Appen-
dix) and occurs because the transitions shown in Fig. 1(c) involve successive excitations of different electrons, and the
total wave function of the system must be antisymmetric.]
The expression for the three-state contribution is

=3 _ 1| e dk PijPjkPxiPY 1,1
X three-state 3 |l mo L BZ 477_3 (E,—3E)(E1k+E) Ei_E E»k_E
ij, k1 J 1 j

CUQy UC . CU
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(E; +3E)E; —E)

1 1
+
E,+E  E,+E

, 4)

which is, again, valid for any crystal class. -
We now consider the effects of symmetry on ¥ . For THG there is only a single frequency present, and so y ‘*’ will
be symmetric in the last three indices. In addition, for cubic materials all of the (x,y,z) directions are equivalent, and so

there are only two nonzero independent elements of ¥ *','” namely 4 =y}, and B =3y}, =3x3%,=3x13%, and we

(3)

TABLE L. Virtual-electron and -hole contributions to ¥ *’ [the virtual-hole contributions to ¥ ®’ can
be obtained from the virtual-electron contribution, given by Eq. (3) in the text, using the substitutions
for the energies and matrix elements shown here, together with the overall sign factor given in the last

column].
Matrix
Process Figure Energies® elements Overall sign®
Virtual-electron 1(a) E,,E,E); PiiPjk PLiPT +
Virtual-hole 1(b) E,,E;,E Pi/Pi’PLIP} +
Lol E;,E\;,Ey P. Pk Pi Pkl -
(0ii Ei,Ej,Ey P Pl PPkl —

*Energies are defined as E;, =EP—E}'B.
*The overall sign of the last two virtual-hole processes is negative. This arises from the electron an-
ticommutation relations as discussed in the text.
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can define a complex anisotropy'® o =(B — 4)/ A that vanishes for isotropic media. We consider various physical lim-
its for the anisotropy later. Finally, time-reversal symmetry leads to

(PyPuPuPilct{} =} T}k ~Rel }i, (5)

so only the real part of the matrix-element product survives.
An important consideration is the apparent divergence of Eq. (2) as w—0. For an intrinsic semiconductor at T'=0

K, we expect ;(3)(0) to be finite. When the divergent pieces of Eq. (2) are identified, the term ~o % is’

42f SolEj)

Xitn~ ak“ dk, 6)
where f,(Ej;) is the Fermi occupation factor corresponding to the energy E;. This term has been discussed elsewhere®
and, for an intrinsic semiconductor at 7 =0 K, it vanishes identically. For T#0 K this term will dominate the
response at sufficiently low frequencies or sufficiently high carrier concentrations. We assume 7T =0 K, and so ignore
the contribution of this term. In addition, there is a contribution to Eq. (2) which varies as ~® 2. However, this term
is substantially more complicated than Eq. (6) and, while we have not found a way to prove that this term vanishes, we
expect that on physical grounds the terms which diverge as w—0 must vanish identically at 7—0 K, and so we only
consider the terms which are explicitly nondivergent as 0 —0. These terms can be separated out using partial fractions,
and the real and 1mag}nary parts of ¥ ®) can be obtained by letting E =#w+in and taking the limit as 7—0, in the
same manner as for y ? and the linear response function. When all of this is done, the contribution of the virtual-
electron process to the i 1mag1nary part of ¥ ©*) becomes

(3) _ T _e_ﬁ ﬂ Ve cc - C
X VE (w)= 3 m BZ 4‘Tl’3 i’j’Zk,IRe{pup]kpk?ph}
36

. S(E,;—3E)

E}(3E,,—2E;)3E,—E;)
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+ ! [ 2B SE;—E)|, (D
ENE—2E;) | E;—3E; (E;+E;)NE+2E;) g ’

where the terms in large square brackets need not reflect the symmetry with respect to j«s! since the indices are
summed over. Terms in Eq. (7) where j =k or kK =I contribute to the intraband response. It is straightforward to show
that the contributions of multiple resonances (where, e.g., Ej; —3E ;) are, in fact, well behaved. The contribution of the
virtual-hole processes can be obtained from Eq. (7) in the same manner as they were from Eq. (3), according to Table I.
The contribution of the three state term to the imaginary part of )(

gﬁ

dk
— Re{piipjiPiipPi}

4-»,!(3) ( )= + A
X three-state\ @ BZ 4
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]. ®

resonances in Y ‘>’ will probably be more common in y *’,

with the additional (although unlikely) possibility of tri-

As in the case of ¥ ?,! only the imaginary part of y *’

need be evaluated explicitly from the band structure,

which greatly simplifies the calculation. -

We now briefly consider the dispersion in y */(w) that
one would expect from a given band structure. Since y *’
is substantially more complicated than ¥?, relating
features in the band structure toy X *(w) is more difficult.
The imaginary part of )( ) contains terms which are reso-
nant with o [~8(E; —E)], 20 [ ~8(E,; —2E)], and 3w
[~8(E; —3E)] and since ¥ ® is more complex than
x %, the relatively uncommon1'2 occurrence of double

ple resonances. Due to its strong (~E ~7) energy depen-
dence, Y *) will be dominated by the 3w resonance with
the E| critical point?® in materials where the lowest con-
duction band at the Brillouin-zone center is nondegen-
erate (such as Ge and GaAs). This enhancement will be
larger in Ge than GaAs, since the direct band gap (E,)
lies much lower relative to the E| or E, optical peaks in
Ge than it does in GaAs.

The anisotropy, however, is a relative quantity and so
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the strong frequency dependence in the magnitude of
both components of y *) is normalized out. As a result,
the w-resonant terms can contribute as much as, or even
more than, the 2w- or 3w-resonant terms to the structure
in o(w). But since o depends in detail on the structure
and symmetry of both the wave functions and energy
bands throughout the Brillouin zone, it is difficult to pre-
dict the dispersion in the anisotropy in a straightforward
manner. -

We now consider the sign of )((3)(0). For tetrahedral
solids modeled with a minimal sp* basis set, the energy
bands become twofold degenerate in the tight-binding
limit. The expression for )(‘3)(0) of a localized single-
particle two-level system with states |0) and |1) and en-
ergy difference E, =E, EO is given, using the dipole in-
teraction Hamlltoman by'"?

*X*(S)(O)z—Eié-‘wa[(Aﬂ)z_l[l]o'z] ’ ©)
4

with

Ap=p—po, pio=(1lpl0),

where p is the dipole moment operator.
with inversion symmetry Ap is zero, and so Y
negative. This equation has been used4 to argue that y
for a solid in the tight-binding limit is negative. In a
solid, however, the matrix elements of u appearing in Eq.
(9) are singular, and one must treat them in the same
manner as in Refs. 15 and 16 before performing the in-
tegration over the Brillouin zone. The term in Eq. (9)
proportional to (Au)? is the analogue (for a localized sys-

For a system

(3)( ) is
33

(a) (b)

] ——I———O—— j CcB
k ) ¢ }CB
|
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FIG. 1. Contributions to x>’ from different single-particle

processes. (a) Virtual electron, (b) and (c) virtual hole, and (d)
three-state contributions.
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tem) of the intraband terms for a solid, and the results of
Refs. 9 and 15 indicate that this term does not vanish in a
solid, even with inversion symmetry. In any case, Eq. (9)
as written is not well defined for a solid.

The expression for y Y * obtained using the MC interac-
tion Hamiltonian is the same for either a localized two-
level single-particle system or a solid (with a minimal sp>
basis set) in the tight-binding limit, and is given by'?

L fen

T30y —
x '(0) 3

|Plo|4

E7
X[(3*+1)+3(3*+1)+3%3+1)] .  (10)

This corresponds to the three-state term, and it is clear
that it is always positive. Now for a solid, when the
tight-binding condition is relaxed, one might expect
x ®(0) to still be dominated by the (positive) three-state
term, since most of the other terms contain conduction-
band-conduction-band (c-c) matrix elements which van-
ish at the Brillouin-zone center for media with inversion
symmetry. This, in fact, was found to be the case (see
Sec. V). Therefore, from Ref. 9 we see that both the MC
and dipole interaction Hamiltonians yield a positive value
for y ®/(0) in a solid; the difference is that the relative
contribution of the intraband terms are not the same for
the two cases. This feature, in fact, has already been no-
ticed'® in connection with ‘2’, where the MC expression
for ¥ 2/(0) actually contained no intraband contributions,
while the dipole expression did. As in that case, the sepa-
ration of interband and intraband terms is not gauge in-
variant.

We now consider what various models predict for the
anisotropy of )(‘3’, and consider a molecular-orbital ap-
proach first. For a tetrahedrally coordinated system of
four bonds, it is straightforward'>2?! to show that for
one-dimensionally polarizable bonds, o =2; for isotropic
bonds, 0=0; and for ellipsoidally polarizable bonds,
0<o <2. One approach® 7 is to treat the response of a
tetrahedral molecule as a first approximation to a
tetrahedrally bonded solid. In the simplest case, one con-
siders only the valence s and p atomic orbitals, and forms
bonding and antibonding orbitals pointing in the direc-
tions of the four nearest-neighbor atoms (%,,). If one
then only considers transmons between orbitals pointing
in the same direction,’ one obtains

(b,lpla,)~t,, {a,lpla,)=0, (11)

so that both the minimal-coupling and multipole expres-
sions for ¥ ¥ yield an anisotropy equal to that for the
system of one-dlmensional bonds (o =2). -
Another common®® approach to calculating y *(0) for
localized systems is to approxlmate all of the energy
denominators in the expression for X(s)( ) with a com-

mon energy gap, and then use closure to obtain® '?
X 55(0) 2~E—3 () —2(@m){gE)) . (12)
g

The first term in this expression is proportional to the
sexadecapole of the ground-state charge distribution, and
so for a tetrahedral system of bonding orbitals Eq. (12)
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will give an anisotropy within the limits 0 <o <2; the
precise value cannot be determined without knowing the
exact functional form of the orbitals. This result has pro-
vided the motivation for a calculation based on an ex-
panded basis set,” and has yielded results closer to experi-
ment than the result for one-dimensional bonds.

Both of these approaches neglect the translational sym-
metry of the solid, while the first approach suffers from
the obvious drawback that, for a system of four degen-
erate ground states and four degenerate excited states,
one should use degenerate perturbation theory. Clearly,
the only appropriate way to calculate the anisotropy is to
evaluate the full expression for ¥ using the minimal-
coupling Hamiltonian and a full electronic band struc-
ture. In the next section we briefly discuss the electronic
band structures used in this calculation.

III. ELECTRONIC ENERGY BAND STRUCTURE

The ETB band structure we adopt in this paper was
previously developed'® to calculate the linear-optical
properties for a wide range of semlconductors, and the
second-order nonlinear-optical constant (y *’) for zinc-
blende-structure semiconductors.! We refer the reader
to Ref. 13 for details of the formalism, and focus only on
the features which differ for this calculation. In particu-
lar, while the results for the dispersion in €(w) were good
for all materials considered in this paper, the ETB bands
for Ge and GaAs underestimated the effective mass of the
lowest_conduction band at the Brillouin-zone center.
Since ¥ ¥ is much more sensitive to the joint density of
states (JDOS) than are the linear-optical properties, par-
ticularly around the band edge, we extend the earlier
ETB calculation to include wave-function overlap. In do-
ing this, we find that the conduction-band effective mass
is considerably improved.

In order to calculate both the orbital-overlap integrals
and the momentum matrix elements, we use the valence s
and p wave functions obtained by Huang and Ching'*
their semi—ab initio tight-binding band-structure calcula-
tion. The orbitals are of the form

arz

S —_
Spu(n=73 Qslcl,lll,ie t
i

(13)

ar2

X — P q
Prn(r)=r 3 Q, Cyy e ’
i

with
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3/4

. 0, =2Va,

3/4
2aq;
QS = | — —_—

1

where LII refer to the location [I refers to a cation (e.g.,
Ga), while II refers to an anion (e.g., As) of the orbital],
the a; are a set of Gaussian exponents, and the Q, and

), are normalization constants; there are corresponding
t

equations for P’(r) and P*r). The use of Gaussian orbit-
als allows for the analytic evaluation of the momentum
matrix elements and overlap integrals between the local-
ized orbitals. The ETB bands were obtained by using the
calculated overlap integrals as fixed parameters, and
proceeding as before.!’ The reader is referred to Ref. 12
for the values of the orbital parameters from the
semi-ab initio tight-binding bands, and for the new ETB
parameters. The energy bands for all materials are
shown in Fig. 2. As can be seen, the effective mass for
the lowest conduction band at the I' point in the ETB
bands for both Ge and GaAs is significantly reduced by
including wave-function overlap.

In addition, we use the full semi-ab initio )_ tight-
binding bands of Huang and Ching'* to calculate ¥ *’ for
all three materials. Details of the band-structure theory
are given in Ref. 14 and references therein, and we simply
show the resulting band structures in Fig. 2. Although
the valence and conduction bands include the effect of
core states, the explicit contribution of the core states to
)((3 " was not included since the highest-lying core states
in these materials lie more than 80 eV below the valence-
band maximum.

The momentum matrix elements for the ETB bands
take the form

pik)=3 Uy W, 3 (b™O0)pla"(AR))e™ R, (14)
m,n AR

where |6™(0)),la™AR)) are bonding and antibonding
orbitals, respectlvely, pointing in one of the four bond
directions (m),!* AR is a fcc lattice site, U,m,W are the
eigenvectors which diagonalize the 4X4 valence- or
conduction-band Hamiltonians, respectively, and there
are corresponding equations for the c-¢’ and v-v’ matrix
elements. The bonding and antibonding orbitals can be
written in terms of the sp* hybrids, !* and the hybrids, in
turn, are linear combinations of the s and p orbitals on a
particular atomic site. In order to form bonding or anti-
bonding orbitals, the hybrid overlap (S) and polarity pa-
rameters (a,) are needed;'® the overlap parameter was

p
calculated directly from the wave functions and the po-

TABLE II. Material parameters.

Si Ge GaAs
€,(0) (experimental) 12.0 16.0 10.9
€,(0) (theory—ETB bands) 12.3 19.7 9.1
€,(0) (theory—semi—ab initio bands) 7.6 11.3 6.9
Hybrid overlap® 0.696 0.672 0.654
Bond polarity® (apl 0 0 0.5
Lattice constants (A) 5.431 5.658 5.654

?Following the definitions of Ref. 13.
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larity parameter for GaAs was taken from Ref. 13. These
parameters are shown in Table II. The momentum ma-
trix elements could be calculated by including either all
nearest-neighbor (NN) interactions in Eq. (14) to conver-
gence (seventh-nearest neighbors), or by truncating the
sum at any of the nearest-neighbor bonds as defined in
Ref. 13. The momentum matrix elements for both the
ETB bands and semi-ab initio tight-binding bands are
shown in Table III. All matrix elements in Table III
were calculated to convergence, but the results for the
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ETB bands where the sum in Eq. (14) was truncated at
the “Y,Z” matrix elements'? differed by less than 5%.
Since ¥ ® depends on momentum matrix elements to
the fourth power, it is of interest to have an independent
means of estimating these matrix elements. From k-p
perturbation theory,?? one can relate the momentum ma-
trix elements at particular k point to the energy-band
effective mass. The relations at the Brillouin-zone center
(T" point) are summarized in Ref. 1, while for homopolar
solids one must also focus on a k point other than the
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FIG. 2. Energy bands for semi—ab initio tight-binding bands for (a) Si, (b) Ge, and (c) GaAs, and ETB bands for (d) Si, (e) Ge, and
(f) GaAs. For Ge and GaAs, the solid lines represent the bands used in our calculations and include wave-function overlap, while, for
comparison, the dashed lines represent the bands of Ref. 13 that do not include wave-function overlap. The empirical band parame-

ters are given in Ref. 12.
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FIG. 2. (Continued).

Brillouin-zone center, since the c-¢’ matrix element is
zero at this point. We therefore also focus on the
conduction-band minimum (k. ;,) in silicon (along the
[100] direction). If we number the energy bands in order
of increasing energy at k. ;,, we see that for Si the CB3
and CB4 states are doubly degenerate, as are the VB3 and
VB4 states, and will therefore only contribute to the
transverse effective mass. In addition, the p}5, p5j, and
p$5 matrix elements are zero by symmetry, and so the
only matrix element which contributes to the longitudi-

nal effective mass is p{{. Both effective masses are then
given by

m | _s 1 ||[psipistpiipialy
m?} y Yom Ecp —Eyg;
[ cC CC+ CC . CC ii
__ LP31P13 P41P14], i)
Ecp3—Ecp;
(15)

TABLE IIl. Momentum matrix elements (shown here are the magnitude of the matrix elements in
units of #i/a,. All matrix elements are evaluated to convergence).

ETB bands Semi-ab initio bands
Si Ge GaAs Si Ge GaAs

k=0*

vo-c’' 0.21 0.27 0.26 0.11 0.16 0.10

v-c 0.30 0.39 0.38 0.58 0.61 0.55

v-c' 0.39 0.39 0.38 0.45 0.48 0.46

c-c' 0 0 0.03 0 0 0.19
k=k‘l"nlﬂb

[{VB1|p|CB1)|°® 0.42 0.13

[{VB3|p|CBI1)|¢ 0.48 0.52

|{CB1|p|CB3)|¢ 0.21 0.047

aMatrix elements at k=0 are defined as follows: for vy-c’, |{T'}|p|T¢s)|; for v-c, | {T¥s|p|T5){; for v-c’,

[{T%|plT¢s ) |; and for c-¢’, | {T¢|pI T4 .

®K min i the position of the conduction-band minimum for silicon. For the ETB bands it is at (0.77,0,0)
and for the semi-ab initio tight-binding bands it is at (0.68,0,0) (in units of 27 /a,). The matrix ele-
ments at k,;, are numbered in order of increasing band energy.
°For k., in the [100] direction, this matrix element is ~X, and therefore only contributes to the longi-

tudinal effective mass.

9For k., in the [100] direction, this matrix element is ~% or Z, and therefore only contributes to the
transverse effective mass. Also, |{ VB3|p|CB1)|=|{VB4|p|CB1)|, and similarly for the c-c’ elements.
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FIG. 3. Imaginary part of dielectric constant [€,(w)] for the semi—ab initio tight-binding bands for (a) Si, (b) Ge and (c) GaAs, and
for the ETB bands for (d) Si, (¢) Ge, and (f) GaAs. For Ge and GaAs with the ETB bands, the heavy solid line is for the bands includ-
ing wave-function overlap, while for comparison the light solid line is the result for the bands from Ref. 13 that do not include wave-
function overlap. The dashed line is experiment [from D.E. Aspnes and (A. A. Studna, Phys. Rev. B 27, 985 (1983)]. The results for

the semi—ab initio tight-binding bands have been scaled to give the correct €,(0); the actual values of €,(0) obtained are given in
Table II.
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for the transverse effective mass, and

1

" =8+

UC 4 CU
[piipii ij
Ecp;—Evp;

+(ij) (16)

me

i
for the longitudinal effective mass. The theoretical and
experimental conduction-band effective masses, at k.,
for Si and at I” for all materials, are shown in Table IV.
The agreement with experiment is quite good, particular-
ly for the semi-ab initio tight-binding bands. The
overestimation of the ETB effective masses for Ge and
GaAs arises because the v-c matrix element (see Table
III) are underestimated by ~20-30%. The c-¢’ matrix
elements at I (for GaAs) are significantly underestimated
by the ETB bands, as previously noted, ! but not so by the
semi—ab initio tight-binding bands. This does not neces-
sarily mean, however that contributions to Y Y ® for GaAs
that include c-c¢’ matrix elements (such as the virtual-
electron contribution) will be significantly underestimated
by the ETB bands, since )( 3 depends on the variation of
the matrix elements throughout the Brillouin zone, not
just at the T point. The slight disagreement between the
conduction-band effective mass for GaAs shown in Table
IV and that observed in Fig. 2 arises both because of the
empirical nature of the bands and from the combined use
of wave-function orbitals from a more fundamental
theory.

Turning to the conduction-band minimum in Si, it is
apparent that the ETB bands actually overestimate pif
(see Tables III and IV), since m;r is underestimated. Al-
though m} for Si is overestimated, we can only say that
either pj; is underestimated (as it is at I") or p{j is overes-
timated. This does indicate, however, that the ETB
bands probably do not underestimate the c-¢’ matrix ele-
ments as much at k_;, in Si as they do for zinc-blende
semiconductors at the BZ center.! However, we point
out that, in Si, m | is small because the interaction of the
lowest conduction band with the upper two valence
bands dominates, and so this method is relatively insensi-
tive to the p{$ and pS§ matrix elements. Finally, we note
the good agreement from the semi-ab initio tight-
binding bands for the conduction-band effective mass in
Si at k;, suggests that the matrix elements in that case
are probably accurate. Therefore, we see that the v-c
momentum matrix elements calculated from the ETB

band structure are underestimated by about 20%. The
¢-¢' momentum matrix elements, on the other hand, are
probably underestimated slightly more than this away
from the Brillouin-zone center in Si, and substantially
more than this for GaAs at the Brillouin-zone center. Fi-
nally, we see that the effective masses calculated with the
semi—ab initio tight-binding bands for all materials agree
quite well with experiment, both at and away from the
Brillouin-zone center, and so the momentum matrix ele-
ments are probably more accurate than those obtained
from the ETB bands.

The imaginary part of the dielectric constant [€)(w)]
for all materials is shown in Fig. 3, while the results for
the static dielectric constant [€,(0)] are given in Table II.
While the ETB bands yielded and €,(0) for Si and GaAs
nearly equal to experiment, and for Ge~20% larger than
experiment, there are compensating factors in these re-
sults. The ETB bands for Si and Ge (Ref. 13) shifted
some of the oscillator strength to lower energy [thus in-
creasing €,(0)]. In Ge, this arose because the contribu-
tion of the E critical point to €,(0) (even for the bands
that include wave-function overlap) was overestimated.
This effect is partially compensated for by the underes-
timation of the v-c momentum matrix elements discussed
above. For GaAs the ETB bands with overlap did not
significantly overestimate the conduction-band effective
mass, and the underestimation of €,(0) is due solely, in
this case, to the underestimation of the v-c matrix ele-
ments. The semi—ab initio tight-binding bands, on the
other hand, consistently underestimate the experimental
values of €,(0) by 30-40 %. From Table III we see that
this is primarily due to underestimating the JDOS at the
critical points, rather than the matrix elements. We next
consider the integration of the nonlinear-response func-
tion over the Brillouin zone.

IV. METHOD OF CALCULATION

A central difficulty in evaluating the nonlinear
response of solids is integrating the response function
over the Brillouin zone. If one is interested only in the
zero-frequency limit, carrying out the integration is not
so difficult since the response function often does not in-
volve resonant energy denominators, and so one can use a
simple sampling technique. =~ However, frequency-

TABLE IV. Conduction-band effective masses (m * /m) (the theoretical result is obtained using the

p matrix elements from Table III).

k=0* Si: k=kp;,"°
Si Ge GaAs mf/m m¥/m
Experiment® 0.04 0.07 0.92 0.19
Theory (ETB) 0.46 0.10 0.17 0.51 0.22
Theory (semi-ab initio) 0.15 0.04 0.09 0.93 0.21

2For the singly degenerate conduction band.
K iy i the conduction-band minimum.
°From Ref. 22.
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dependent response functions usually involve resonant
energy denominators. Our earlier calculation' for )(
used an extension of the linear analytic tetrahedra
method (LATM) to nonlinear resp__onse functions?’ to per-
form the integration. However, y *’ is much more com-
plicated than x®, and we decided to use a samplmg
method. We evaluated the 1magmary part of X 3 first,
and obtained the real part of Y ¥ by usmg the Kramers-
Kronig relations.! Typically, in using a sampling
method, one can either linearize the energy bands over
small integration cells, and then sample the linearized
bands, or one can simply diagonalize the Hamiltonian at
every sampling point. The latter method requires much
more computer time than the former, but is more accu-
rate. Since y *' is very sensitive to details of the energy
bands, we decided to use the latter method. For the
semi—ab initio tight-binding bands with ~60000 sam-
pling points in an irreducible % sector of the first Bril-
louin zone, this required the use of ~2-3 hours of Cray
Research, Inc. X-MP/22 supercomputer central-
processing-unit (CPU) time per calculation. For all cal-
culations, the energy resolution of the bin summation was
0.02 eV. Although the imaginary part of )( ) [Eqgs. (
and (8)] does contain resonant energy denominators, 1t 1s
straightforward to show that for cases where multiple
resonances are satisfied (to within the resolution of the
bin summation) the contribution of all of the resonant
terms is well behaved. One would have a problem in
evaluating the real part of )((3 ), however, since this con-
tains terms resonant in the excitation frequency rather
than Est the band energies. As a check on the calcula-
tion, y *(0) was evaluated both by calculating the imagi-
nary part of )(m and then using the Kramers-Kronig
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transformation, and also by integrating the expression for
)?(3 )(0) directly; the two results typically agreed to better
than 5%.

The 48-fold symmetry of the Brillouin zone was taken
into account by the following. If Py is the operator for
the Rth transformation of the cubic group, then the ac-
tion of this on the following fourth-rank tensors gives

EPR )=16 X (XXXX +§yyy +2222) ,
(17
> Pp(XXYY) =8 X (XXyy +XXZZ +yyxX
R
+YyZz +Z2zXX +ZZyy) ,

so that the contribution of the momentum matrix ele-
ments to the different components of y ¥ becomes

A~ 3 Pr(ppspipx) »
R

(18)
B~ Pr(p,p.p,p,)+ > Pr(pyp,pip,)
R R

+ EPR(pxpypypx) .
R

Note that inversion has been included since, as men-
tioned above, the Brillouin zone always has inversion
symmetry.

V. RESULTS

A. Zero-frequency limit of y ¥’

The different contributions to ¥ */(0) for all three ma-
terials are shown in Table V. In all cases only the three-

TABLE V. Contributions to ¥ ®’(0). [x* is in units of 1X107!! esu. We use the definition of y *’
from Ref. 5, which is a factor of 4 larger than the definition of Maker and Terhune (Ref. 25). The com-

ponents of ¥ *(0) are A4 =x!3}, and B=3y!3),.

Si Ge GaAs
A B A B A B

ETB bands

Virtual-electron —1.4 —-0.9 —4.5 —2.8 —0.8 —0.6

Virtual-hole —1.0 —1.8 —5.0 —6.7 —1.2 —1.8

Three-state 9.2 11.7 242.9 348.0 12.2 19.3

Total interband 6.8 9.0 2334 338.5 10.2 16.9

Intraband —20 —2.1 —274 —31.3 —22 —2.7

Total 4.8 6.9 206 307 8.0 14.2
Semi-ab initio bands

Virtual-electron —0.6 —-1.0 —4.1 —17.0 —1.5 —1.7

Virtual-hole —0.8 —1.6 —9.2 —17.1 —2.1 —2.5

Three-state 5.6 9.1 47.2 116.0 9.2 15.1

Total interband 4.2 6.5 339 92.0 5.6 10.9

Intraband —3.5 —4.9 —27.0 —71.3 —4.9 —8.6

Total 0.8 1.6 6.9 20.7 0.7 2.3
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TABLE VI. Results for xi}},(0) (in units of 1 X10~"" esu).

Theory Experiment

ETB Semi-ab initio AJ? BJ® VA WB4
Si 438 0.8 0.26 —2.5 2.0 2.4+60 %
Ge 206 7 0.67 —35 48 40+50 %
GaAs 8.0 0.7 —5.0 4.8 3.9¢
?From Ref. 4.
°From Ref. 5.
‘From Ref. 8.

9From Ref. 17.
¢From Ref. 26.

state term is positive, and dominates all of the other
terms, including the intraband term. This is evidence
that the expression for y x 20) using the MC Hamiltonian
is positive, both within and outside the tight-binding lim-
it, since all terms except the three-state term vanish in
this limit. From Table VI we see that the results for
x (0) from the ETB bands range from approximately a
factor of 2 (for Si and GaAs) to 5 (for Ge) larger than ex-
periment. For Ge this difference is larger than the exper-
imental uncertainty, and arises because of the overestima-
tion of the conduction-band effective mass (at the I'
point) discussed earlier. By comparison, the conduction-
band effective mass for GaAs was not overestimated, and
so the result for X”’(O is approximately within the ex-
perimental uncertainty. The values of y *’(0) obtained
from the semi-ab initio tight-binding bands, in contrast,
consistently underestimate values by about a factor of 2
for Si and 7 for Ge and GaAs. The situation is similar to
that for the linear-optical properties, where we saw that
the semi—ab initio tight-binding bands yielded values for

€(0) that were ~40% lower than those from the ETB
bands. For XU ), the difference between the two band
structures is amplified further since y ) is much more
sensitive to the details of the electronic band structure
than e(w) is. We note that, while our results for y *(0)
are not quite as good as the results of Ref. 8, their results
were obtained by modeling the energy bands around the
main critical points responsible for structure in the
linear-optical spectrum. Our primary goal in this paper
was to study the dispersion of ¥ *, and in the case of y *’
it was observed that the approach of modeling the energy
bands around critical points did not succeed'® in predict-
ing the dispersion of x‘* as well as full band-structure
calculational methods did."? Our results for y *’(0) are
much closer to experiment than the only other full band-
structure calculation.?*

B. Dispersion in |y |

Figure 4 shows the dispersion of the two components
of |x 3 w)| for Sl, Ge, and GaAs for both band struc-
tures. For Si, | x *Aw)| obtained using both band struc-
tures is dominated by a large peak near fiw=1.0 eV aris-
ing from the 3w resonance with the E, critical point.

The smaller structure at #iw=1.5 eV is due primarily to
the 3w resonance with the E, critical point—the 2w reso-
nances generally are quite small since the three-state term
is dominant and it contains no 2w-resonant contributions.
The peak at ~1.0 eV is larger (relative to the peak at
~1.5 eV) in the ETB results compared to the
semi-ab initio tight-binding results, because of the shift
in oscillator strength discussed above. For Ge, | ¥ )]
obtained from both band structures is dominated by a
large peak near #iw=0.3 eV arising from the 3w reso-
nance with the direct band gap (E, optical peak). There
is a smaller structure at #iw=0.7 eV arising primarily
from the 3w resonance with the E, critical point. For
GaAs, on the other hand, both band structures show con-

TABLE VIL x{3},(A=1.06 um)/x{}|(0=0).

Semi-ab initio

ETB theory theory Experiment®
Si 4 13 35 15
56 23
168 70
Ge 0.2 1.1 15 0.4
25 0.6
75 1.9
GaAs 0.8 6.6 22 5.6
36 9.0
108 27.0

aThe left column is ¥{3}; (in units of 1 X 107! esu) measured us-
ing THG at A=1.06 um from Ref. 19. These values of {3},
were measured relative to LiF, and the relative values are Si,
7.2X10% Ge, 3.1X10% and GaAs, 4.5X10% (We have aver-
aged their results for different surface preparations and
geometries.) The top and middle rows for each material use the
values for ¥ of LiF from Ref. 25 made at A=0.69 um using
THG ()(‘13,’“—0 48X 107 esu) and four-wave-mixing experi-
ments ¥ {3};=0.8X 107! esu). The bottom row uses the result
for LiF from THG measurements at A=1.06 um from Wang
and Baardsen [Phys. Rev. 185, 1079 (1969)], given as
X3,=2.4X10""* esu. Uncertainties for all measurements
have been given as ~+50%. The right column is y ,m()»—l 06
,um)/x,m(}»"lo 6 pum) obtained using the results from this
table and from Table VI.
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tributions to |y *(w)| from the 3w resonance with the E,
(at around 0.5 eV) and E, (at 1.0 eV) optical peaks that
are comparable, primarily because the direct band gap
and E, optical peak are closer together in energy than in
Ge.

The only experimental data which exist for [y *(w)| in
these materials at wavelengths other than near k'— 10.6
pm were measured using optical THG at A=1.06 um
(Ref. 19) relative to ¥ ¥’ LiF at the same wavelength.
Table VII shows the different values of x> at A=1.06

m obtained by using various experimental results for
x¥® in LiF, together with the relative measurements of
Ref. 19. Although a decrease in the ratio of ¥ at
A=1.06 um to that at A=10.6 pm is seen both in the
theory and experiment in going from Si and GaAs to Ge,
a_ more conclusive assessment of the dispersion in
I X B)w)| is not possible because of the variation in the
experimental results for ¥ in LiF, and the uncertainty
in the relative measurement of Ref. 19. In addition, at
A=1.06 um in Si, the theoretical curve for l)(m(cu)l de-
creases rapidly with energy, and so a small shift in the
peak would have a large affect on this ratio.

(3)

C. Anisotropy

The theoretical and experimental results for the low-
frequency limit of o are shown in Table VIII. For all ma-
terials, the results obtained from the ETB bands agree
quite well with experiment, while the results from the
semi—ab initio tight-binding bands are significantly
larger. The closest previous results in the literature are
from Ref. 9, and were obtained by including local-field
corrections. Their calculation showed that local-field
corrections increased the anisotropy at low frequency, in-
dicating that local-field corrections probably would not
improve our results for the semi—ab initio tight-binding
bands. The difference between the ETB and
semi-ab initio tight-binding results again indicates the
sensitivity of ¥ ®' to the band structure.

The dispersion of |o(w)| is shown in Fig. 5. The exper-
imental results for silicon (from Ref. 11) represent the
only measurements of dispersion in y‘*, and it is en-
couraging to see that the main spectral feature (the large
peak near 1.4 eV) is indeed observed in both band-
structure calculations, although shifted to slightly higher

TABLE VIIIL. Anisotropy results [shown is
lo(@=0)|=3x131,(0)/xi1.1(0)—1]].
Si Ge GaAs
Theory (ETB) 0.43 0.49 0.77
Theory (semi-ab initio) 1.09 2.02 2.10
VA? 0.98 1.02 0.95
Experiment 0.44+0.1° 0.56+0.03°¢ 0.59+0.15°¢
0.83+0.06°
*From Ref. 9. Their results are related to ours by

)?‘(%ﬁnﬂf?ﬁm)z
*From Ref. 17.
‘From Ref. 26.
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FIG. 5. Dispersion in the magnitude of the anisotropy

[lo(w)| defined in the text] for (a) Si, (b) Ge, and (c) GaAs. The
solid lines represent the theoretical results using ETB bands, the
dashed lines are the results from the semi-ab initio tight-
binding bands, and the points are experimental data. The ex-
perimental results at A=10.6 um are listed in Table VIII, and
we also show the results for Ge of C. C. Wang and N. W.
Ressler [Phys. Rev. B 2, 1827 (1970)]. The results at other fre-
quencies for Si are from Ref. 11 and for Ge from Ref. 12. The
ETB results for Si are slightly different than those shown in Ref.
11, which were preliminary calculations.
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energies. In addition, the small peak near 1.0 eV present
in the experimental data is also present in the ETB calcu-
lation. The peak around 1.5 eV arises from the dip be-
tween the two peaks in I)( 31(w)| discussed in the
preceding section, while the small bump is due to the 3w
resonance with the E E: critical point. We see, therefore,
that |o(w)| and |¥Aw)| are sensitive to different
features in the band structure. For Ge the dominant
feature in the theoretical curve for |o(w)| from the ETB
bands is a peak near 1.0 eV, from the o resonance with
the direct band gap. Although the experimental data
seem to be consistent with this, three data points are not
sufficient to assess the agreement between theory and ex-
periment. Finally, we mention that no experimental data
exist for o in GaAs (to our knowledge) at wavelengths
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FIG. 6. Dispersion in the relative phase of B/ A
(B/A=|B/Ale*) for (a) Si and (b) Ge. The experimental data
points are from Ref. 11 for silicon and Ref. 12 for germanium.
The solid curves are the theoretical results from the ETB calcu-
lation, while the dashed curves are from the semi-ab initio
tight-binding bands. The magnitude of ¢ is shown, since there
is an experimental ambiguity in sign.
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other than A=10.6 um. Nonetheless, we show the
dispersion in |o(w)| for GaAs in Fig. 5(c), where we see
that, again, features in Ial occur at energles other than
where they occur for |¥ ?(w)|. (Note that in measuring
o in noncentrosymmetric materials, one must account for
the two-step contribution to THG, as has been done for
GaAs.?® We expect the theoretical results from the ETB
calculation for the dispersion in ¢ for GaAs to be as good
as or better than for Ge since the ETB bands were more
successful for GaAs in calculating both the linear-optical
properties and x °(0). Finally, we show the relative
phase of B/ A (=4¢) for Si and Ge in Fig. 6, along with
the experimental results from Refs. 11 and 12. Again,
agreement between theory and experiment is good. The
relative phase of B/ A also shows structure where the
magnitude of the anisotropy does.

It is evident, then, that structure in the anisotropy
tends to occur at different energies from where structure
in the magnitude of y X occurs. This arises primarily be-
cause o(w) is not dominated by 3w resonances, in con-
trast with | XG w)], since it does not contain the strong
frequency_dependence that enhances features lower in en-
ergy for [y ).

VI. CONCLUSIONS

We have performed full band-structure calculations of
the magnitude, dlspersmn, and anisotropy in the non-
linear response Y ‘>’ for optical third-harmonic generatlon
in Si, Ge, and GaAs. We accomplished this using both
an empirical tight-binding and semi-ab initio tight-
binding band-structure technique. The calculation was
performed with the minimal-coupling (MC), or “p- A,”
interaction Hamiltonian, using standard perturbation
theory within the RPA and neglecting local-field correc-
tions. -

The results for y *'(0) from the ETB bands typically
overestimated the experimental results (although for Si
and GaAs were approximately within the experimental
error), while the semi-ab initio results tended to un-
derestimate the experimental results. Our results for
)((3)(0) were better than the only other full band-
structure calculation to date,* but not quite as good as a
limited band-structure calculation® of X” '(0) which
modeled the energy bands around the main critical points
responsible for the linear-optical absorption spectrum.
This indicates that )((3)(0) is very sensitive to the joint
density of states at the critical points in the energy bands.

We found that the sign of X‘”(O) obtained using
the MC Hamiltonian is, in general, positive for all ele-
ments and that ¥ 2(0) _yas dominated by the interband
response. Results for y *%(0) obtained using the dipole
Hamiltonian®® indicating that the positive sign is due to
the contribution of intraband terms reflect the fact that
the relative contribution of intraband and interband
terms are different when X“ " is calculated using the MC
and dipole interaction Hamiltonians, even though both
expressions are equivalent. This phenomenon has previ-
ously been noted!” in connection with y ¥’ in zinc-blende
materials. -

Although the magnitude of y‘* calculated with the
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ETB and semi-ab initio band structures differed
significantly, the structure in the dispersion of y *'(w)
was remarkably similar. Because of the strong energy
dependence of y *’ the spectrum of | Xm )| was dom-
inated by 3w resonances with features in the energy bands
near the band gap. Unfortunately, the paucity of experi-
mental results made comparison with theory for the
dispersion in |y ®(»)| inconclusive.

Our results for the zero-frequency limit of the anisotro-
py in ¥ ® from the ETB calculations agreed well with ex-
periment for all materials, while the corresponding re-
sults from the semi-ab initio bands were overestimated
by roughly a factor of 2-3. This indicates the high degree
of sensitivity of )( ' to the electronic band structure. For
Si there was also good agreement with recent measure-
ments of the dispersion in the anisotropy at frequencies
comparable to the band gap. Finally, our general agree-
ment between theory and experiment for the anisotropy
suggests that the failure of earlier models to successfully
predict this quantity in Si, Ge, and GaAs was due
predominantly to the neglect of, or inadequate approach
to, the band—structure nature of solids. The large sensi-
tivity of X ' to details of the electronic band-structure,
however, prevents us from concluding categorically that
local-field corrections are negligible in determining the
nonlinear-optical properties of bulk semiconductors.
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o)=aot = [ [P, oolde'+

if

1
i

The expectation value of an operator () is given by

2
'

3
[0 J7 v, tvan, (P, ao]lde drde'+ -+ (A4)
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APPENDIX

Although expressions for the nonlinear response func-
tions in solids have been presented before,** the connec-
tion between states of the system and single-particle
states has not always been clear. For this reason, we
present in some detail the derivation of the nonlinear-
optical response in solids, including effects up to third or-
der in the incident fields.

For a closed system subjected to an external perturba-
tion V (t), we have

1
(A1)
H=H+ V(1)

where p is the density-matrix operator for the system,
and # and #, are the total and unperturbed Hamiltoni-

ans, respectively. Writing

=8 (o (n)$(2) ,

g (A2)
é’(t)zelﬂor/ﬁ ,
then Eq. (A1) becomes
R
o= iﬁ[V(t)’ o(t)],
(A3)

7=V (st .

As the zeroth-order solution [in V(z)] we take o(t)=0,
and then iterate to obtain

t'), [V(t"), op]ldt"” dt’

(O) =Tr[p()O()]=Tr[a(1)O(1)] . (AS)
Using the trace identity for three operators ( 4,B,C),
r([ 4, B]IC)=Tr(B[C, 4]), (A6)
Eq. (A4) can be “‘unraveled” to give
(O(1)) =Tr[o,0(1)], (A7)
where,
2
:L ! Vo) V(s ’ _1__ ! v ) T(+! I7( ¢! ”" '
om=—[" [0, Vt")]dr'+ l"ﬁ ] [ [T wowm, vun), varld de
3
1 t L3 " N, T7( +! I7( ¢+ I7( ¢+ 1 " ’
+ —ﬁ—] T2 0 7 ow, van), van), varlde dede (A8)

The operators (O(t), V(t) are for the entire system; in order to proceed we choose to expand these operators in terms of

single-particle operators.

In our calculation we treat the electromagnetic fields classically, and so in a solid we can
write the perturbation in terms of single-particle operators as
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V(t)= 2 Vii(tha;a; , (A9)
where aT,a are fermion creation and annihilation operators, respectively, for electrons in a solid, and i,j run over all
single-particle states. If we further assume that the particles are independent, we have

= 2 ﬁwsa:as , (AIO)
s
and so
V=3 ala; V1), (A11)
ij
with

Vit=e' "'y (1), (A12)

where ©;; =w; — o, and there is a similar equation for O(t). Next, we substitute Egs. (A9)—(A12) into (A8), and make

use of the following relations:
{a,~,a”za,a}+a}ai=5,-j ,
[aa a;, a,:ra,]=afra<a,fa, aka,a,*aj a,«Jra,Skj—a,IajS,», , (A13)
[[a/a;, afa)), aya,1=(a]a,8,, — 118,081~ (a{8,8, —a}a,8,,)8 ,
and so on. From these it follows that
Tr(aoa, a;)=06;f; ,
Uo[a. ,»akazl =fi15i15kj ’
Tr( 00[[a, j,aka,] a a,]) f,18,-,,8jk8,m +f.8i18jm8kn » (A14)
Tr(oo[[[a]a pakallaa a,l, a) a4y D=Fin8:;8481m 810+ £ 1n8in8 k8108 mp + Frkc 8118 jmB1p 8o+ f 81808401y »
where f; is the Fermi factor for state i, and f;; = f; — f;. Therefore, making use of Eqgs. (A13) and (A 14), we obtain
(O(t))=Tr[o,0(1)]
=0 +(O00)) "+ O)) P+ (O1)) > +

-, (A15)
where
(O)V=f0,(1),
fij = =
(@(t))‘”:,—J(Oij(t)f_t V.(thar',
f (A16)
(2) — " 1" j 74 II " '
(o) m)2 wf' [ V)V T ;[ f Ve Wyede” de”
(0)V=—"=0,0 [" f f Vit V(£ V(e )de™ de” dr’
fkl '_ f f f ij(t Vh ll V (tlll lll dtlldtl

f _

ﬁ“); s [ [ [ BT P e de dre
fkj _ o 2N 74 73S 72 PR " ”"
(lﬁ)j f f f_cchi(t )Vk[(t )ij( yde''' dt"’ dt’

and where repeated indices are summed over. Now, if we assume the perturbation contains discrete frequencies, then
we can write

- — —iw_ t
V,»j(t): 2 Vi-jq)e «, (A17)

a

and so [with the aid of (A3)] we obtain
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(O(1) >“’—G“(a)(9,,V;,a> ,
(O(1)) D =GFaP)O, ViR Ve a0 (A18)
( O(t) >(3)_G,ﬁ)[(aﬁ')’ )(Olj VJ(I:I)V V(r) i(wu+w3+w7)t i
where all repeated indices, including a, 3, and ¥, are summed over, and where
fz j
G-(-l) — J ,
i (a) E,—E,
1 Sk ik
e, + ,
Gy B)= E,+E;—E, |E;—E, ' E,—E, (A19)
G 1 1 Sfi S
Gijula,B,y
7 E +EB+E E EB+E7,_E]“- ET_E“ EB_Ekl
+ 1 f kj Sl
Ea+EB-EjI _Ejk Eﬁ—EkI ’
I
with no summation implied. Here, E,=%w,, etc., and P S A
E;=E;—E,. This gives the nonlinear response of the = e Sk4iPu ’
solid at all frequencies as a,3,y are summed over. In o2 (A22)
practice, one is usually interested in that response at only M~ -———-;a,f a;8,; A1) A(t),
a particular frequency, and one simply sums over all per- 2me
mutations of the frequencies a,3,7. Note that the sums and ot
over i,j,k,l in Egs. (A18) run over all single-particle A(t)= AYe o
states. ‘o ' (A23)
If we explicitly consider the optical nonlinear response E(t)=— 1 A(r)=—2 Ala), %!
of a solid, then the total Hamiltonian of the system is ¢ c
H=Hog+ H+H" (A20) =E@e "

where

7{0=71”7 S lpil+ 3 U,

H'=— 2m E[p, A(r;,t)+ A(r;,0)-p; 1+ 2e¢(r,,t)
(A21)
M= 2mc2 2 A(r;,t)- Alr;,t) ,
and where Ul(r;) is the static crystal potential. In the

usual fashion, we make the perturbation calculation as if
¢ and A were incident fields, and then replace them by
the sum of the incident field and the classical field that
would be generated by the expectation value of the
charge-current density. We further neglect local-field
corrections by then replacing those sums by the poten-
tials which describe the macroscopic electromagnetic
fields. Adopting the radiation gauge (¢=0) and making
the dipole approximation [ A(r;,t)— A(¢)], and using

Eq. (A9), we obtain |

iw t

P“’(t)“zx(”(—wa,w )6ge U,

P12)(t)_. 2 X(Z}
b,c,a,B

(3) ¢ __
2 Xabcd(
bc,d,a,B,y

— W, — g W, wg) 65 EPe

P(0)=

—i(wa+wﬁ)t

’

0~ W= ,;0,0p0,)65E56 e

again summing over all repeated Greek and Roman in-
dices.

Finally, we are interested in finding the nonlinear po-
larization current density in the medium, and so we take
(in the dipole approximation)

O)y=73 ji(1)

=5 |,_°
—;m P, cA(t)]

=j(1)

=0Y+0" . (A24)
Using Egs. (A18), we solve for the macroscopic nonlinear
polarization P=pu/V, where V is the normalization
volume of the system. It follows that %! yields no con-
tribution (to any order) to (P), and that @'" only con-
tributes to (P)'". Finally, we write the macroscopic
dipole-moment density as

(A25)

"‘i(“’a+“’ﬂ+“’r"

’
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where
() e |’ (0 b *ng
Xab(_wa;wa)z‘z mo Gij (a)pi‘;pji— mo
i,j a a
(2) ) - ie’ (2)
Xabc(_wa_wﬁ’wa’wﬁ)— - 2 Gijk

ik m 3wawﬁ(wa+wﬁ

e4

(aiﬁ)pi‘}pjt;cplgi 4

(A26)

(3) (_— — —y . =
Xabcd( W, g w‘}"wa’wﬁ’w‘}’) 2

4
ik Mo (0, togto,)

Giula.Bypiphpiipi »

with G'V, G?, etc., as defined in Eqgs. (A19); only the indices explicitly indicated to be summed over. Here, n is the
number of electrons per unit volume, and the f, appearing in the G’s are now to be interpreted as Fermi factors per unit
volume. Note that x’s are not symmetric with respect to ,f3,7, but if all frequencies are summed over in Egs. (A25),

this does not matter.
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