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L and M edges of copper: Theory and experiment
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Characteristic electronic transitions and the associated fine structure in the near-edge region are
investigated with electron-energy-loss spectroscopy for the copper L and M edges. In a single-

particle scattering picture this fine structure represents the unoccupied density of states selected by
the matrix elements. However, electronic processes can often complicate this simple approach. In
order to test the applicability of this model, full multiple-scattering calculations within a real-space
formalism are presented and compared with measurements. An expression is derived and imple-
mented in order to include excitations described by the first Born approximation for the initial and
final states of the primary electron. Calculating the generalized oscillator strengths shows that
different core edges of Cu behave differently with regard to the dipole selection rules. Some edges
favor dipole-allowed transitions at large momentum transfer, while others show dipole-forbidden
transitions even at small momentum transfer.

I. INTRODUCTION

The development of methods based on scattering-state
fine structures is driven mainly by the need for structural
methods which permit the investigation of the geometri-
cal environment of different atomic species of the sample.
Therefore one is tempted to apply an extended x-ray-
absorption fine-structure (EXAFS) analysis to extract
neighbor distances as soon as structures that resemble os-
cillations due to interference of scattering states are ob-
served. However, electronic processes often are comp1i-
cated to the extent that a simple scattering picture breaks
down.

In the following structures originating from scattering
states observed in electron spectroscopy from solid sur-
face are investigated. The aim of this work is to perform
electron-energy-loss experiments and calculations in or-
der to examine how far a scattering picture is applicable.
Computations give the possibility of a direct comparison
between theory and experiment, as well as the ability to
estimate the relative strengths of transition probabilities
to the various channels.

Experimentally the effort is focused on the attainment
of the highest possible signal-to-background ratio. Some-
times this ratio is as low as 10 at threshold. The fine
structures above the edge are smaller again approxirnate-
ly by a factor of 10. Thus, the main problem is to achieve
simultaneously good statistics, high resolution, and
reasonable measuring times.

In an electron-energy-loss experiment primary elec-
trons of a given energy are directed at a sample, and the
backscattered secondary electrons are analyzed in energy
and intensity. In the range of energies from 100 to 3000
eV the analyzed region of the sample comprises a depth
of a few atomic layers. In a single-particle picture the
primary electrons can either be scattered elastically, re-
sulting in a diffraction pattern from a single-crystal sur-
face and/or undergo an inelastic process. Elastic scatter-
ing is basis of low-energy electron diffraction' where elec-

tron energies up to 300 eV are used. This work concen-
trates on inelastic processes which create a core hole.

The time scale plays an important role in the excitation
process. In the sudden approximation the surrounding
electron shells do not feel that an electron has been excit-
ed above the Fermi level EF, and there is no relaxation
during the process, i.e., the overlap between the excited
state and possible decay channels is small. In the so-
called adiabatic approximation the outer electron shells
relax and can partially impart their relaxation energy to
the excited photoelectron. Unlike photons, primary elec-
trons can give an arbitrary part of their energy to a core
electron. In the sudden approximation this means that in
measuring the energy loss of a primary electron and con-
sidering a certain core level, one knows how far above EF
the core electron has been excited. In this case the core
electron makes a transition into a delocalized scattering
state. The spectrum above the edge thus represents an
angular momentum projected empty, density of states
(DOS) following the symmetry of the final state. On the
other hand, depending on the syrnrnetry, the final state
can be completely localized [e.g. , La 4d 4f (Ref. 2) and-

3d-4f (Ref. 3) transitions] so that it does not interact with
the solid at all and final-state multiplets are measured. In
this case the scattering picture must be replaced by a full
atomic-configuration-based approach.

Other complications occur for almost perfect overlap
between the initial core state and a state that could fill the
core hole in an Auger process. In this case excitation
and relaxation happen on the same time scale. The situa-
tion becomes dynamical to the extent that a single-
particle picture is no longer appropriate, and excitation
and relaxation are no longer separable. Other complica-
tions occur when different excitation channels that lead
to decay to the same final state have a large overlap in-
tegral. A Fano-like broadening then appears because
one has to account for interference between these chan-
nels.

Electron-energy-loss spectroscopy (EELS) yields infor-
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mation on the initial and final states and the matrix ele-
ments coupling them. Hence, such experiments need the
support of the theoretical DOS and the transition-matrix
elements that weight the transitions to different angular
momentum channels. For the excitation of core states,
mainly the unoccupied DOS has been investigated;
modulations measured above the core edges are the basis.
of x-ray-absorption near-edge structure (XANES) and
EXAFS used for the structural investigation of the local
environment of atoms in a solid. Owing to the increasing
mean free path of the electrons excited above Ez and the
more isotropic scattering factors in going from the
EXAFS to the XANES regime, interference between the
incoming and outgoing electron waves is due not only to
single backscattering by neighboring atoms of the excited
atom, but also to scattering by several centers, i.e., multi-
ple scattering (MS). For the excitation of the inner shells,
mostly x rays from a synchrotron-radiation source have
been used. EXAFS-like modulations have also been re-
ported in EELS with high-energy electrons (300 keV)
(Ref. 17} in transmission and with low-energy (1—2 keV)
(Ref. 8) electrons in reflection experiments.

The extended fine structures of the Cu 3p edge, within
the simple EXAFS analysis, yield a prominent peak
which, apart from a phase-shift correction, is directly re-
lated to the nearest-neighbor distance. It is exactly this
phase-shift correction which gave rise to considerable de-
bate ' '" because a discrepancy exists between crystallo-
graphic nearest-neighbor distances and those derived
from conventional EXAFS analysis. The same problem
occurs for other M2 3 edges of transition metals. If, in
the single-scattering analysis, one uses calculated p ~cd
ionization phase shifts, the nearest-neighbor distance ob-

0
tained is systematically 0.2 —0.3 A smaller than the crys-
tallographic value. This was suggested to be the result of
inaccurate p ~cd ionization phase shifts, although essen-
tially the same result is obtained if one uses 2p ~ed (Ref.
12) or 3p~ed (Ref. 10} calculated phase shifts. Phase
shifts were also calculated for Cu in the Z + 1 and in the
relaxed, empty-3p approximations, ' but this did not give
a significant improvement. Tran Thoai et a/. ' have pro-
posed that the error arises from the omission of 3p~cs
excitations and that it could be compensated by an
empirical k-dependent ratio for the cd and cs transitions.
In fact, some years ago Lytle et a/. ' proposed that the
non-Gaussian line shapes observed in the Fourier trans-
form of the L23 EXAFS spectrum of high-Z elements
arises from a non-negligible p ~cs contribution. Howev-
er, Rabe et al. ' convincingly demonstrated that the
non-Gaussian shape is the result of an oscillation in the
backscattering amplitude. This supports the assumption
that p ~cs contributions can be neglected in an EXAFS
analysis. In order to further investigate this point Com-
bet Farnoux and Hitchcock" examined a single-particle
calculation of the 3p~cs and 3p~cd atomic ionization
cross sections for some 3d transition elements. These cal-
culations do not support the explanation of Tran Thoai
et al. ' because the cs channel is stronger than cd only in
a very limited energy range. So the question remains as
to the origin of the systematic error in the Mz 3 extended
fine-structure analysis. The problem seems to be associat-

ed with the M23 ionization since De Crescenzi et al.
and Fanfoni et al. ' have shown that the same discrepan-
cy arises in the analysis of the M2 3 EXAFS, obtained
with photon rather than electron impact ionization.

To investigate this problem further and to rule out that
the simplification of the EXAFS analysis may be respon-
sible for it, we have performed electron-energy-loss mea-
surements on the Cu 2p, 3s, and 3p edges, which are com-
pared with multiple-scattering calculations for the excita-
tion spectra. Included in the theoretical analysis is an ex-
plicit evaluation of the matrix element for different angu-
lar momentum final states without invoking the dipole
selection rule. This feature of our analysis turns out to be
important since some levels show dipole-forbidden transi-
tions even in the limit of small-momentum transfer.

The outline of this paper is as follows. In Sec. II the
experimental setup is described. Section III develops the
theoretical approach, with specific attention on the calcu-
lation of the matrix element for the transition probabili-
ties. The results of the measurements and the calcula-
tions are presented in Sec. IV, with conclusions and sum-
mary in Sec. V.

II. EXPERIMENT

The measurements were performed in a ultrahigh-
vacuum (UHV) apparatus with a total pressure in the
10 Pa range. A copper single-crystal surface was
oriented with the x-ray Laue method and electropolished.
In UHV, the surface was cleaned by etching with Ar+
and heating to 900 K until no traces of 0, C, and Ar were
detectable by Auger-electron spectroscopy. Surfaces thus
prepared delivered sharp LEED patterns. Spectra were
recorded with a Riber Mac-2 energy analyzer. In this
analyzer the energy analysis of the electrons, focused by
an input lens, is obtained by combining a two-grid retard-
ing stage with a dispersive energy filter. The energy reso-
lution is constant over the whole energy range and was
chosen between 0.4 and 0.75 eV.

Detection of the secondary electrons was in all cases
achieved with a high-current Channeltron coupled to a
low-noise operational current amplifier with an
ampliflcation of 10 which floats on a positive high volt-
age. The signal was separated from the high voltage by
means of an optocoupler, then fed to a voltage-to-
frequency converter whose output was connected to a
counter. The advantage of the voltage-to-frequency con-
verter is that data are accumulated during the whole
measuring time and not only at one time as it is the case
with an analog-to-digital converter. But the crucial point
is that the voltage-to-frequency converter has a resolution
of 106 per 10 V and not only 13 to 16 bits (binary digits)
as for an analog-to-digital converter. Data collection and
the energy sweep of the analyzer were controlled by a Di-
gital Equipment Corporation PDP-11 microcomputer.
The data acquisition time was several hours for the
electron-energy-loss near-edge measurements.

III. THEORY

Throughout this work the muffin-tin model is used ac-
cording to the Mattheiss prescription' for the potential.
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The atoms of the solid are surrounded by contiguous
spheres. The charge density of the crystal is constructed
by superposing atomic charge densities from self-
consistent calculations, ' ' with only the spherical part
retained within the sphere surrounding each atom. The
Poisson equation is then solved in order to calculate the
Coulomb potential; the exchange potential is calculated
within a Slater Xa prescription. Once this potential is
constructed, the Schrodinger equation can be integrated
within the muSn-tin sphere of the atom at site j for any
positive energy E to calculate the phase shifts 5I(E) and
wave functions Rt(r, E) for angular Inomentum /. Here
R/(r, E) is the radial solution for the single muffin-tin po-
tential at site jmatching on the free solution

RI (r, E)=jI(V E r }cos5|—n&(&E r )sin5~~

outside the muffin-tin, and jI (nl ) is the usual spherical
Bessel (Neumann} function.

To calculate the transition probabilities of the various
excitation channels, we apply the Fermi golden rule of
first-order time-dependent perturbation theory:

W= +~Ms'"" '"'i 5(E +E E —E —),
S

where the subscript "inc" denotes quantities for the ini-
tial state of the primary electron, i for the initial core
state, f for the final state of the primary electron after in-
elastic scattering, and s for a scattering state of the pho-

toelectron. %ithout allowing for exchange, ' the ma-
trix elements are given by

ME'"~" '"' = fdr, Jdr2$;(r, )f;*„,(r2) Vff(r2)g, (r, ),

we show in the Appendix that Eq. (l) can be written in
the form

2 1 i(q —
q, j r2dr . dr'f'(r ) e—I [

X ImG+(r„r', ;E;„,+E, Ef)—
f 2

—i(q —q ) r'
g;(rI ),

where G+(r„r', ;E) is the Green's function at energy E of
the scattering photoelectron:

where V is an unscreened Coulomb interaction:

1V= V(r„r2) =
/r, —

r2/
'

and the charge e has been set to unity.
Taking plane waves for the initial and final states of the

primary electron (Born approximation ),

rl I (E) itl (E)5II.—
G+(r, r';E)=G,+(r, r', E)+k QRI(r, E)YI (r) . . R&(r', E)YI (r') .

sin
&

E sin
&

E (4)

Here, k=&E, Yl (L =Il, m j) is a spherical harmonic, r denotes azimuthal and polar angles of r, and I& is the
refiection coefficient of the Lth partial wave at energy E given in terms of the phase shifts 5,(E} by

2i5((E) 00t&(E)=—,'(e —1). The quantities ~II (E) are matrix elements of the scattering path operator ~ which sums all

paths that begin and end at the site of the excited atom in angular momentum states L and L', respectively, and G,+ is
the atomic Green's function,

G,+(r, r', E}= ik g RI(r—&,E}R&+(r&,E }YI(r) Yl (9'},
L

where RI(r, E) [R& (r, E}]is the regular (irregular) solution of the radial Schrodinger equation for the single muffin-tin

potential of the excited atom.
Substituting q =qf —q;, fixing r, and r', (for r2 and r2 integrations), defining

12 I 1+r~dr2 dr 12 II+r~dr2=dr
and using the angular expansion of G+ around the site of excitation, which is possible because of the localized nature of
the core function, i(r, , one finally obtains

where

32 ~l L (E, ) i tl (.E, )5LL. —
gq~ L

'
~ L,

' sin5&(E, )sin5I. (E, )
(6)

M; I = J dr/, *(r)e'q'gl (r},
with g;(r)=R& (r, E, )YI (r) and PL(r)=R~(r, E, )YL (r). The transition probability is represented by a term due to the

atom and another due to the solid. The latter allows for interference between outgoing and incoming angular momen-
tum states.

We should remark at this point that the general form of (6) is appropriate in more general settings whenever the mag-
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nitude of the matrix element is appreciable only within a particular muffin-tin sphere. For example, a recent applica-
tion to bremsstrahlung isochromat spectroscopy (BIS) (Ref. 27) uses equations and techniques formally identical to
those described here.

To calculate the matrix element M, I we invoke

oo

e' '=4m g P i'( —1) J'l(qr)YI (r)YI (q)
1=0m = —I

to obtain
00 I

M;L =4' g i'f dr Rl'(r)J'&(qr)RI(r) g (
—1) 'YL(q) fdQ YI (r)YI (r)Y& (r) .

1=0 0 m= —I

The quantity W is a transition probability per unit
time. What must be compared with experiment is the
number of transitions per unit time per unit energy for
the experimental conditions, i.e., the differential cross
section. In an experiment, a primary beam of electrons
has a wave vector k;, and the final state of the primary
electrons is given by k&. These two vectors define

q=k; —k~, (8)

the momentum transfer. In our experiment we are in-
tegrating over all angles. In almost every case the pri-
mary electrons undergo elastic backscattering (either be-
fore or after inelastic scattering) to come out of the solid,
so we consider one inelastic event and one or more elastic
events. This means that we have incident primary elec-
trons from every direction with respect to the site of the
inelastic event and that the directions of k, and kI are
not fixed. For this reason, we have to integrate over all
possible incident directions or, because scattering de-
pends only on the momentum transfer (8), over all possi-
ble directions of q. We have seen above [Eq. (6)] that

qml~ =kl —k (9)

the minimal momentum transfer for a given energy loss,
gives the most important contribution.

From (8) we have

and

q =k, +kI —2k, kIcosO,I (10)

Bo W

BRIBE
(12)

with 0& the solid angle of k&, j, the incident particle
current density, and dUI the differential phase-space e1e-

ment around kI. Neglecting the prefactors we obtain

kIdQI~ W dAI .
f l

(13)

Using (11) and the fact that dQI=sin8, Id/, dO,I, where

P, is the angle around k, , this becomes

q dq =k, k&sinO;&d0;f

where 0,I is the angle between k,- and k&. Expressed in
terms of W, the differential cross section is given by

dqa- f dP, W dq~ f dP, Wqdq . (14)

Note that W= W(q) depends on the orientation of q
with respect to the sample and that for a given direction
of k, and kI (i.e. , in an angle-resolved experiment) the
direction and the absolute value of q varies with the
change of energy loss AE =EI—E;. However for a nar-
row energy range (in the near-edge region) q may be con-
sidered as constant.

From (14) and (6) we see that the differential cross sec-
tion goes as q

' so that its value is much larger for small

q. Consequently q;„, the minimal momentum transfer
for a given energy loss, gives the most important contri-
bution. Therefore the quantity to compare with experi-
ment is

fdQ f WqdQ, = f WqdQ
dq BE

(15)

IV. RESULTS

To investigate the excitation process, we first calculate
the quantity

q
(16)

which is proportional to the projected generalized oscilla-
tor strength (GOS), so-called because of its similarity
with the optical oscillator strength in the zero-q limit. In
(16) E=E, EI is the en—ergy loss and q=q, —qI is the
momentum transfer. As a function of q and E, (16) is also
known as the "Bethe surface. "

Figure 1 shows the GOS for the ionization of a Cu 3p
core level. The momentum transfer q is fixed in the z

where d Q is the solid angle of q.
The quantities that are necessary for the calculation

are r, 5I(E), R&(r, E), and M, L. Phase shifts and con-
tinuum wave functions are produced with a muffin-tin

program that solves the Schrodinger equation. Phase
shifts and continuum wave functions for each energy are
then used as input to a modified version of IcxANEs (Ref.
28) to calculate the l-projected local DOS and the ~~ ma-
trix for every energy. The multiple-scattering calcula-
tions were performed on a Cray Research Inc. X-MP/28
supercomputer.



11 764 AEBI, ERBUDAK, VANINI, VVEDENSKY, AND KOSTORZ 41

Cu 3p GOS

E(

125 0

direction. The total GOS is the sum over the GOS for
I =0, l, 2, and 3 Snal states. The figures labeled s,p, d,f
show the behavior of the I-projected GOS as a function of
energy and momentum transfer. For comparison of the
absolute magnitude a plot is made for q =10 a.u. , i.e.,
the dipole case [q(a.u.)=&2E(hartree)=0. 529 q(A '),
ac=Bohr radius =0.529 A, l hartree=27. 2 eV]. It
shows that dipole-allowed transitions are strongest for
q;„but dipole-forbidden transitions can be of the same
strength for larger q values. For transitions to d symme-
try a characteristic minimum is present. This is due to
the extinction of the radial integral when the nodes of the
Bessel function with q and those of the 6nal-state wave
function with E move through the overlap area of the
core wave function. For small q and E the 3p-to-s transi-
tion is almost as strong as the 3p-to-d transition, but then
it decreases rapidly with q and E. Transitions to p sym-
metry have their maximum for q values around 2—4 a.u.

for increasing energy up to 12.5 hartree. The same
occurs for the 3p-to-f transitions, which is very strong in
the specific q and E range. For q =1.5 a.u. and q =3
a.u. , we see that the GOS is dominated by transitions to p
and f symmetries, respectively.

In Fig. 2 the Cu 3p3s spectrum is plotted (upper
curve). Primary electrons of 2060 eV were used. A cubic
spline is already subtracted for eliminating the back-
ground of secondary electrons. The 3p edge rises at
1986.5 eV, corresponding to an energy loss of 73.5 eV. A
weak shoulder in the rise is attributed to the 3p, &2-3p3/p
splitting of 1.5 eV. The 3s edge occurs at 1937.9 eV, i.e.,
at an energy loss of 120.1 eV. The lower curve in Fig. 2 is
the computed 3p excitation with the computed 3s excita-
tion multiplied by a factor of 5 ~ The calculation was per-
formed with a cluster appropriate for bulk Cu with a lat-
tice constant of 3.615 A. A bulk instead of a surface clus-
ter is used because of a better agreement of the 2p edge
(see below). Convergence in angular momentum and
cluster size was achieved by considering atoms up to a
distance of 7.2 A from the excited atom and angular
momentum phase shifts up to l =3. An energy indepen-
dent imaginary part of the potential of 1 eV was taken
into account for lifetime broadening. The cross section
was computed for q;„=0.23 a.u. , integrated over dQ .
An integration over q from q;„ to 6 a.u. had almost no
effect on the structures in the calculation. First of all one
notes the steep increase of the background on the high-
energy side of the 3p edge. Of course this steepness de-
pends strongly on the background subtraction, but the re-
sults are reminiscent of a Fano-type broadening and
asymmetry as reported in Refs. 31 and 32. Furthermore,
the intensity ratio between the 3s and 3p excitation edge
is far too strong compared with the calculated ratio.

Comparing structures of the computed curve with the
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FIG. l. Survey of the 3p GOS: plots labeled s,p, d,f show
contributions to different final-state symmetries summed up to
the total GOS. For comparison of the absolute magnitudes, a
two-dimensional graph shows the contribution for the dipole
case as a function of energy. For q =1.5 and q =3 a.u. contri-
butions with p and f final-state symmetries are strongest.

FIG. 2. The 3p3s-loss spectrum (upper curve) after subtrac-
tion of a cubic spline. The primary energy was 2060 eV. The
lower curve shows the calculated 3p cross section with the 3s
contribution times 5, shifted by 45 eV. A tentative assignment
of corresponding features in the experimental and theoretical
curves is represented by the dashed lines.
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measurement we see that common features exist, but only
in a narrow energy range near the 3p threshold. If the
structures at higher energies are of the same origin, then
this suggests an energy-dependent effect. In order to em-
phasize this fact, corresponding features in the experi-
mental and theoretical curves are indicated and connect-
ed by dashed lines. Such an energy-dependent effect is
certainly related to the finding that in the EXAFS
analysis of the Cu 3p edge the value for the nearest-
neighbor distance is not completely independent on the k
range transformed. Different energy scales for calcula-
tions and experiment were already described in BIS mea-
surements. There the authors report that the discrepan-
cy between BIS and DOS does not vary linearly with ki-
netic energy. They propose for the theoretical descrip-
tion, to use an energy-dependent rather than an energy-
independent potential, although the energy-dependent
potentials calculated within the free-electron-gas model

Cu 3s GOS

total

05

12

do not fully describe this behavior. Another unknown
influence are fine structures due to the 3d edge. A calcu-
lation of the 3d GOS shows that it is stronger than the 3p
GOS by a factor of 10. Furthermore, if the 3p loss is too
weak, owing to dynamical processes which do not allow a
separation of excitation and relaxation, the situation is
definitely uncertain.

Turning to the 3s edge, Fig. 3 shows the GOS for the
excitation of the 3s level. In general the magnitude is
smaller by a factor of 10 than the 3p excitation owing to
the different symmetry of the initial state. Again dipole-
allowed transitions are strongest for small q values and
dipole-forbidden ones are strong for high-q values. The
plots for q =1.5 and 3 a.u. allow us to compare the mag-
nitude of the different transitions. Figure 4 shows the 3s
edge on an enhanced scale (upper curve}. It was mea-
sured under the same conditions as the preceding 3p
spectrum. Comparison with theory is rendered more
difficult by the uncertainty of the influence of the 3d and
3p edges. The lower curve is the calculated cross section
integrated from q,„=0.36 to 6 a.u. and over dQ~.
Common features are in very good agreement. This is
surprising because the calculation does not take into ac-
count the other edges. Either structures from other edges
(3p, 3d) are Hat in this energy range or structures ob-
served in the extended energy region originate from the
3s edge. This point should be investigated further. Try-
ing to consider the influence of the 3p edge makes the
agreement poor.

In performing the MS calculation of the cross section
of the 3p and 3s edge of Cu we see that fine structures
from interfering scattering paths are present but that the
energy scales of theory and experiment do not fit together
owing to the fast decay process of the 3p hole. In fact,
the excitation of the 3p edge calls for a dynamical treat-
ment considering coherently the fast 3p 3d 3d super-
Coster-Kronig transition via which the 3p hole decays.
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FIG. 3. A survey of the 3s GOS: plots labeled s,p, d,f show
contributions to different final-state symmetries summed up to
the total GOS. For comparison of the absolute magnitudes, a
two-dimensional graph shows the contribution for the dipole
case as a function of energy. For q =1.5 and q =3 a.u. contri-
butions with s, d, and f final-state symmetries become stronger
with increasing q and energies larger than 50 eV.
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FIG. 4. 1'he 3s-loss spectrum (upper curve) after subtraction
of a linear function. The lower curve displays the cross section
for q,„=0.36 a.u.
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Furthermore the measured 3s-to-3p excitation cross-
section ratio is found to be much stronger than the calcu-
lated one. This again points to electronic processes that
are not fully understood. But in any case the validity of
applying a simple EXAFS analysis above the 3p edge
without considering the 3d and 3s excitation contribu-
tions is doubtful without investigating the strength of the
different contributions. It would be a fortunate coin-
cidence that both contributions are in phase and reduce
the attenuation of the structures.

Figure 5 shows the GOS for the ionization of the 2p
level. As in the case of 3p and 3s the curves labeled
s,p, d,f represent the 1-projected GOS. For three
different fixed q values the GOS is plotted as a function of
energy. It is remarkable that even at large q values the
overall dominance of transitions into d-type final-state
symmetry remains. At q = 3 a.u. , p- and f-type final-state
symmetries increase to values larger than the dipole-

Cu 2p GOS

05

allowed s-type final state, but are still much smaller than
transitions to d symmetry. The difference between the
behavior of the 3p and 2p GOS occurs because of the
different core wave functions. The 2p orbital is located
closer to the nucleus so that the overlap with continuum
wave functions other than those with d symmetry is small
for the energies observed.

The fact that transitions to d-type continuum states are
so strong, even at a high momentum transfer, would ex-
plain the perfect agreement between an experiment using
high-energy electrons in an electron microscope (see Ref.
35) and that with electrons of a primary energy of 2915
eV in reflection mode from the point of view of dipole
selection rules that are fulfilled even at high momentum
transfer (Fig. 6). This figure shows the experiment (upper
curve) and the calculated cross section (lower curve).
The model cluster was a bulklike cluster as described be-
fore. Excitation spectra calculated with the (100) surface,
the excitation site in the surface layer, does not reproduce
the first little structure after the leading edge at 1979 eV.
In traveling to a deeper layer this structure is reproduced
to increasingly better degree. This shows in a convincing
way that the features produced by the electrons with a ki-
netic energy of about 2000 eV do not mainly originate
from the surface layer. The explanation for the good
agreement between the transmission experiment and that
in reflection mode is thus based on two arguments. First,
the dipole selection rule is fulfilled for both experiments
and secondly, the presented experiment in reflection
mode is sensitive to bulk properties.

The extended fine structures above the 2p edges are
shown in Fig. 7. The upper curve is the negative second
derivative reflection energy-loss spectrum from Ref. 36
recorded with a primary energy of 2400 eV. It is in good
agreement with the photoabsorption experiment of Ref.
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FIG. 5. Survey of the Zp GOS: plots labeled s,p, d,f show
contributions to different final-state symmetries summed up to
the total GOS. For comparison of the absolute magnitudes, a
two-dimensional graph shows the contribution for the dipole
case as a function of energy. For q =1.5 and q =3 a.u. contri-
butions with d final-state symmetry stay strongest.
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FIG. 6. Upper curve: The energy distribution of backscat-
tered electrons of a primary energy of 2915 eV in the region of
the characteristic energy loss of the Cu 2p&y2 and 2p3/p levels.
Lower curve: calculated cross section.



41 I.AND M EDGES OF COPPER: THEORY AND EXPERIMENT 11 767

La

concerning the energy values and the relative intensities
of the modulations.

So far only excitation processes have been observed,
but it is worth noting that relaxations also show an in-
teresting behavior. A detailed discussion of the 2s-, 2p-,
3s-, and 3p-VV Auger relaxation is given in Ref. 4O and
references therein.
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experiment XAS
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I I
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ENERGY (eVj

FIG. 7. Comparison between reflection energy loss in the
negative second derivative mode with a primary energy of 2400
eV (Ref. 36) (upper curve), theory (middle curve), and photoab-
sorption (x-ray-absorption spectroscopy) (Ref. 37).

lh
~ ~
C

37 (lower curve) and the calculated cross section for a
bulklike cluster (middle curve). The agreement between
the results of the two experiments can be explained by the
same arguments as before. For the calculation, the same
spectra were added with a ratio of 2:1 for 2p3/2 and

2p»2, respectively, shifted according to their binding en-
ergies. The contributions from 2p3/2 and 2p, /2 turn out
to be more or less in phase, so that extinction effects are
attenuated. Comparison between experiment and theory
shows good agreement apart from the shaded peak (see
also Ref. 38). We have used the original IcxANEs rou-
tine to calculate the 1s-excitation spectrum of Cu in an
extended region. The results are shown in Fig. 8 along
with the x-ray-absorption data. Except for a minor
difference between the experimental and theoretical
curves around 9090 eV, there is an overall agreement

V. CONCLUSION

Fine structures observed in secondary-electron and
energy-loss spectra from a copper surface have been
presented. Calculations were performed, computing the
excitation within Fermi's golden rule and considering full
multiple scattering for the secondary electron.

Comparison of the calculated generalized oscillator
strength and of the cross sections with the electron-
energy-loss spectra shows that the different core levels
behave very differently: There are levels which favor
dipole-allowed transitions even at large momentum
transfer and in turn others allow for dipole-forbidden
transitions already at relatively small q value. An in-

tegration over the absolute value of the momentum
transfer for the computation of the cross section is there-
fore necessary in order to achieve agreement between ex-
periment and computation.

In the region of the shallow core levels attention has to
be paid to the relative inhuence of edges that are closely
spaced on the energy scale. In addition, electronic effects
are disturbing the scattering picture, for instance, in Cu
3p. Therefore, for investigations of the local environ-
ment, it is important to test the suitability of different
edges of a given species. In copper the 3s edge follows
well and the 2p edges follow very well the model of delo-
calized scattering states excited by a primary electron.
For the 2p edge, however, a bulk cluster model explains
the experiment better than a (100)-surface cluster. This
shows that not only the surface layer contributes ab-
sorber atom sites, but to a considerably larger extent
deeper-lying layers intervene.

Owing to the property of the method to test the local
environment of the absorber, it averages over all possible
absorber site environments. Hence, for the study of an
adsorbate at the surface it may be better to investigate
the environment of the adsorbate. Difficulties can occur
if the concentration is low andlor the scattering is weak.
But the method should be applicable for the study of ad-
sorption of species at a unique site, which is to be deter-
mined. A larger concentration of a weak scatterer (e.g., l

monolayer of oxygen) or else a stronger scatterer (heavier
adsorbate) would make the experiment more sensitive.
For every material suitable edges have to be chosen, and
it is not possible to give a general prescription.
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APPENDIX

To calculate the transition probability we begin with
expression (I) in the main text:

W= +~Ms'"' '"'i 5(E +E E —E)—.
S

Introducing the notation

Mz'"~' '"' =&i, inc~ V)f, s)

for the matrix element, and

& r, , rzl f, s ) =tr',-(r, )gf(rz),

& s,f l~'z, r'~ ) =P,*(rI )ff(r'z}

for the final states, the transition rate Wean be written as

W= g &t', inc~ V f s) &s f ~V~i nci )5(E,„,+E; Ef —E, )—

& i, inc~ V g ~ f s ) &s,f V~in ci )5(E;„,+E; Ef E—,)—
S

&i, inc~ V~rz, r, ) g &r„rz~f, s ) &s,f ~rz, rI)5(E;„,+E, Ef E—, ) &—rI, rz~ V~i cn, i ),
S

where an integration over r&, rz, r', , and r2 is implied. Using the well-known expansion of the Green s function in terms
of a complete set of states

P, (r }g;(r')
G+(r, r';E}=lim g&-0 E —E, +is

S

g, (r)g,"(r')
=P g ' ' i~+—P, (r)g,'(r') 5(E E, ), —

S S S

where P denotes the principal part, we have

g&r„rz~f s)&s f ~rz, r', )5(E;„,+E, Ef E, )=—gf(rz—) g g, (r, )g,"(r', )5(E;„,+E, Ef E, )ff'—(rz)—

1
Qf(rz) ——ImG+(r~, r', ;E;„,+E; Ef ) Qf(r', )—

where G+(r„r', ;E) is the Green's function at energy E of the scattering photoelectron, Wbecomes

2W= —— dr, J drzg, *(r, )g„,(rz) Vg f(r z)I mG+(r~, r ;IE;„,+E, Ef)tlf'(r—z)VQ;„,(rz)g, (rI) .

If the initial and final states of the primary electron are taken as plane waves,

we finally obtain

W= —— dr, drz g,*(r, ) e ' ImG (r, , r', ;E,„,+E, Ef)e—2 t g](qq)r2+ t l(q —
q, )r2

1 2

1
g;(r', ) .

1 2
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