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Phase transitions in random-anisotropy magnets
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Recursion relations for m-component random-anisotropy magnets on hierarchical lattices are
calculated to third order in 1/p, where p is the number of parallel links at each level of the lat-
tice. Setting m 1 gives the Ising spin glass, for which we find the usual ferromagnetic, spin-

glass, and ferromagnet-spin-glass fixed points. The results for p 4 suggest that in three dimen-

sions the ferromagnetic critical point is unstable for m 2, resulting in either a first-order transi-
tion or an infinite-susceptibility phase. For m 3 ferromagnetism may disappear altogether, at
least in the strong anisotropy limit. The spin-glass critical exponents are functions of p, but in-

dependent of m.

I. INTRODUCI lON

The random-anisotropy magnet'2 (RAM) and the
Ising-spin-glass34 (ISG) models have been discussed for
over fifteen years. Both types of models can be studied in
the infinite-range limit, ~ s and for the Bethe lattice, ' giv-
ing two kinds of mean-field theories. To describe more
realistic lattices, we have high-temperature series, s 9 com-
puter simulations, ' "and renormalization-group'2'3 cal-
culations. Nevertheless, a consensus on the behavior of
these models for real lattices has been lacking. Some au-
thors' concluded that the mean-field theory results have
very little relation to the behavior on Bravais lattices with
short-range interactions.

In this work we will treat the ISG and RAM models in
a unified framework. Their behavior will be calculated for
a particular class of hierarchical lattices, '5'6 which are
somewhat more realistic than the infinite-range or Bethe-
lattice models. In this way we will be able to calculate
corrections to the mean-field theory in a systematic and
straightforward manner. We will find that the mean-field
theories do give useful information, but that some qualita-
tively new phenomena appear. Specifically, we will find
that the ferromagnetic transition may change its charac-
ter, or even disappear altogether, under conditions which
should be realizable in experimental systems.

II. HIERARCHICAL LA'I I ICES

transformations. ' The dedecoration transformation acts
as the inverse of the process by which the lattice was con-
structed. Consequently, the critical behavior can be inves-

tigated via a set of recursion relations. Itzykson and
Drouffe's claim that the fractal dimension, which is equal
to I+log2(p), should be used to compare this type of lat-
tice to a Bravais lattice. These hierarchical lattices, how-

ever, do not contain any nonplanar subgraphs; that is one
of the reasons why they are tractable. No Bravais lattice
in more than two dimensions possesses this property.
Therefore one should be wary of this comparison. The
fractal dimension does not provide a complete description
of the properties of a lattice.

Despite this caveat, the hierarchical lattices have a
property which makes them clearly superior for our pur-
poses to the Bethe lattices. That is, they contain a sub-
stantial density of closed loops. Therefore, competing in-
teractions ("frustration" ), which are the key to under-
standing the ISG and RAM models, are incorporated in a
natural way. The only way of putting frustration into a
Bethe lattice is by a careful imposition of boundary condi-
tions.

A class of hierarchical lattices which incorporate frus-
tration without randomness was studied some time a~o by
McKay, Berker, and Kirkpatrick, 2 and others. 2' It
seems unlikely that the detailed (and fascinating) struc-
tures found by those authors will survive the addition of
randomness to the model.

The (p 2) hierarchical lattice was originally defined
by Berker and Ostlund'5 to provide a toy model for which
exact renormalization-group recursion relations could be
calculated. It has since been generalized in many ways.
For the calculations described here, the process of con-
structing the lattice is as follows. At each stage the bond
between sites A and 8 is transformed into p parallel links,
each of which consists of two bonds, with one site in the
center. We imagine that this process is repeated over and
over.

For a Hamiltonian which has a discrete spin variable on
each site, it is straightforward to calculate the partition
function for this lattice, by the iteration of dedecoration

III. RAM HAMILTONIAN

The RAM model was introduced by Harris, Plischke,
and Zuckermann ' (HPZ), who used the Hamiltonian

Httpz JQS S& Dgl(n" S )' —I] —HgS, (1)
&ij) i i

where &ij & indicates a sum over nearest neighbors, and the
n; are uncorrelated random unit vectors which give the
direction of the easy axis at each site (assuming D & 0).
While HPZ assumed that S; and n; were three-component
vectors, it is natural to consider the generalization to trt-

component vectors. We will assume that S; is of unit
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length, for any m.
It is convenient to go to the strong anisotropy limit,

D/J oo, since each spin is then forced to lie parallel to
its local anisotropy axis. We will also allow for some ran-
domness in the exchange strength J, for two reasons.
First, some fluctuations in J will be present in any real
amorphous material of the type we are attempting to
modeL And, in any case, randomness in Jwill be generat-
ed by the random anisotropy under a renormalization-
group transformation. Similarly, we allow for random-
ness in the strength of the external field. The Hamiltoni-
an then has the form

with

H~ H'cos(8~ )+BHq,

P(bH)- 2x
m

—i/2
m ~

exp
2 dH

variables with a Gaussian probability distribution
—&/2

2x m J
P(bJ) aJ exp

m 2 AJ

We describe the external field in an analogous fashion

(7)

(8)

Hap, M
—g[J(n; n, )+BJ'j]S;S)

&ij &

—g(Hn +BH;)S;. (2)

Each S; is now an Ising variable, which takes on only the
values +1. Equation (2) has the convenient property
that for m 1 it becomes the ISG model. This makes it
easy to treat the ISG and the m-component RAM togeth-
er, in a natural way.

Note that 8 0 is, by definition, the direction along which
the (uniform) external field is applied.

The renormalization-group transformation is completed
by rescaling all of the coupling constants by a factor of
1/p. Due to the special nature of the hierarchical lattice,
the reduced partition function has precisely the same
structure as the original one. Thus we have generated a
set of recursion relations for the new effective coupling
constants, J, hJ, H, and hH, in terms of the old ones. To
fourth order, the recursion relations are

IV. RECURSION RELATIONS

The thermodynamic behavior of Eq. (2) is determined,
as usual, by the partition function,

Z Tr exp( —HRAM),s-+i (3)

where the factor of I/T has been absorbed into the cou-
pling constants. In principle, the partial trace over the
spins which have only two bonds can be performed exact-
ly. If spin S; is coupled to spin Sz by a bond Jz;, and to
Sa by Ja;, then, when we trace over S;, the spins S~ and
Sa will have an effective coupling J~a;, which is

Jgg; 2 [in[cosh(Jg;+ Jii()]

J ~J 1
— J —2h +—52 8

m m+2 m

hJ ——hJ+ hJ+2J hJ
n 2 4 3 64 4

m m 3m

12 J252+ m 1 J4
m m

H ~HJ 1—
m

1 2 1 2J ——hJ+m+2 m m2

dH d J Jdk+d 8 + 2bJ
y 2 4 2 2 2 17 3

m m m 3m

(10a)

(10b)

(loc)

—in[cosh(J~; —Jq;)]] . (4) (10d)
The new effective bond Jgii between spins S~ and Sa is
obtained by summing over all of the parallel connections
which join sites A and 8:

JAB 2 ~ABi ~

When p is large we can invoke the central limit theorem,
which describes the probability distribution for Jzs in
terms of its first and second moments. These moments de-
pend on n~ na. Similarly, performing the trace over S;
will generate an effective external field at the A and 8
sites.

It is suScient for our purposes to keep only the
leading-order terms in nq na cos(8q —8q). This ap-
proximation will be adequate as long as the magnetization
is small. It will break down for strong external fields or
temperatures much less than T„conditions which will not
be discussed in this work. So we can write J~g as

Jgg J cos(8g —8g)+bjgg,

where the bJ for different bonds are independent random

All terms nonlinear in the external field variables have
been dropped. One should remember that we have ig-
nored all of the higher moments of the probability distri-
butions, which can only be formally justified when p is
large. We expect, however, that in the usual fashion, the
behavior of the recursion relations near their fixed points
is "universal. " So our results for the critical behavior
should be qualitatively correct even when p is 4, which is a
case of particular interest, since it has a fractal dimension
of three. '

The critical behavior is described by the flows of the re-
cursion relations near their fixed points. Setting the exter-
nal fields to zero, Eqs. (10a) and (10b) have «u«xed
points. Each of the fixed points has four linear stability ei-
genvalues. The Liapunov exponents are the logarithms of
these eigenvalues. It is convenient to define g 1/p. Then
the fixed points and their associated eigenvalues can be
solved for as power series in g. From Eqs. (10), which go
to fourth order in the coupling constants, we can locate
the fixed points to order g, and the eigenvalues to order
g . The results are displayed in Table I.
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TABLE 1. Properties of the fixed points of the renormalization-group recursion relations, Eqs. (10).
J and hj are the coordinates of the fixed point, and the A,'s are the linear stability eigenvalues. g 1/p.

J 0
0
0

Paramagnetic 6xed point

0
0
0

2m'J mg+ gm+2

4m 2

A,J 2 gm+2

Ferromagnetic critical point

(m —1)m'g'

2mg+ 2(m —1)mg

m
XH 1+ g'

m+2
mg+ (m —1)mg

JQ 0
A,J 0
AH 0

Spin-glass critical point

m(g+4g' +—", g')
2-4g+ '3' g
1+2g+ 3 g

Je +2 i 2(m'+2m —4)g-'
m+2

FM-SG multicritical point

mug+2(2 m)g—' —(m'+11m ——", )g']

4m 2

2 — gm+2

m(m+4)
0 g m+2

2 —2(m+2)g —2(m' —Sm —'3' )g'

I —(m —2)g —(m2+3m ——,
' )gi

V. DISCUSSION

It is useful to break up the discussion of the results into
the three cases m 1, 2, and 3. The results for m & 3 are
qualitatively similar to the m 3 case. Before proceeding
with the details, it should be noted that the results to
lowest order in g for any m are identical to the Bethe-
lattice results of Harris, Caflisch, and Banavar, if we
identify g 1/o in their work.

This is the Ising spin glass, so it is no surprise that our
results are qualitatively similar to those of Chen and Lu-
bensky. ' We find a ferromagnetic critical point, a spin-

glass critical point, and a ferromagnet-spin-glass mul-

ticritical point, in addition to the trivial paramagnetic
fixed point. The similarity is, in part, caused by the van-

ishing of the coefficient of the J term in Eq. (10b) when

m 1. This term was ignored by Chen and Lubensky,
even for m & 1. Since the J term vanishes, the value of
hJ at the ferromagnetic critical point is zero. %'e may
note that the eigenvalue A,&, at this critical point reaches 1

when g 2. This is not signi6cant here, since it occurs
when p 2. If p 2, then the fractal dimension of the lat-
tice is also two, so that T, is actually zero. The power
series in g should not be used when r, 0.

For m 2, the picture becomes more complex. The fer-
romagnetic critical point acquires a nonzero value of &J.
Now A,z, exceeds one at the ferromagnetic critical point
when g 4, i.e., p 4, and a fractal dimension of three.
The obvious interpretation of this is that the phase transi-
tion into the ferromagnetic state will be first order in three
dimensions for m 2, since the fixed point is unstable.

We must be cautious about this conclusion. In the first

place, as already noted, a hierarchical lattice with a frac-
tal dimension of three differs in some very significant
respects from a three-dimensional Bravais lattice. In the
second place, while an unstable fixed point usually indi-

cates a first-order transition for a translationally invariant

system, this is less well understood for random systems.
And in the third place, even if the transition really is first

order, this may not be experimentally observable. is

The divergence which is seen in the high-temperature
susceptibility series for m 2 on three-dimensional Bra-
vais lattices seems to resemble a spinodal point more than
a normal critical point. Whether this should be con-
sidered evidence for a first-order transition is unclear. An
alternative explanation is that, rather than a first-order
transition, we have an intermediate phase, over a finite

range of temperature, in which the magnetic susceptibility
is infinite, but the magnetization is zero, as originally sug-
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gested by Aharony and Pytte. 2 This is similar to what is
believed to occur in two dimensions ' for the m 2 case.
A similar phenomenon was suggested for different reasons
by Derrida, Eckmann, and Erzan.

The spin-glass critical point for m 2 remains qualita-
tively similar to that of the m 1 case. The only change
from the rn 1 case is that T,s is smaller by a factor of
Jm, just as happens on the Bethe lattice. This simplicity
is due to the fact that J 0 at the spin-glass critical
point, for any m.

m 3

The results for m 3 are, for the most part, similar to
the m 2 results, but with one additional interesting
feature. For p 4, the ferromagnet-spin-glass multicriti-
cal point apparently has a negative value of hj Thi.s is
not physically accessible, since hj is defined to be the
second moment of a real probability distribution.

The ferromagnetic critical point is even more unstable
than for m 2 and the same value of p. Given the behav-
ior of the multicritical point, it seems likely that, in this
case, we have no ferromagnetic state at all. This con-
clusion is supported by the high-temperature series re-
sults, and a computer-annealing study. All of these cal-
culations, however, have been done in the limit D/J
It may be that a ferromagnetic phase survives for small D

when m 3, although this is widely believed not to hap-
pen. 28

VI. SUMMARY

Renormalization-group recursion relations have been
obtained for m-component magnets with strong random
anisotropy on a class of hierarchical lattices. The fixed
points and their stability eigenvalues have been calculated
as a power series in I/p. The results for p 4, which
yields a fractal dimension of three, are in good agreement
with results obtained for three-dimensional Bravais lat-
tices by other methods. For m& 3 and p 4, the
ferromagnet-spin-glass multicritical point lies in the un-
physical region, which probably means that there is no
ferromagnetic phase, at least for strong anisotropy. For
m 2 and p 4, the ferromagnetic critical point is unsta-
ble, which indicates that in this case we may have either a
first-order transition or else an intermediate phase with an
infinite susceptibility, but no magnetization.

Note added in proof. Hierarchical lattices have also
been used to study the Heisenberg spin glass. See Bana-
var and Bray in Ref. 29.
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