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A continuum model is proposed to explain defect-mediated heterogeneous martensitic transfor-
mations. As an example, the square-rectangular proper ferroelastic phase transition is considered.
The role of a defect is considered to provide an inhomogeneous stress field acting on the pure sys-
tem. This stress field modifies the free-energy density and has the strongest effect around (at) the de-
fect. Certain external stresses of the correct symmetry can increase the transformation temperature,
and the portion of the system around the defect, and only this portion, will therefore have a higher
transition temperature. Thus, these regions can be thermally triggered first to become nuclei of
martensite upon cooling. The temperature dependence of the equilibrium size of martensite in the
matrix of the high-temperature phase is modeled and calculated for a coherent interface under free-
boundary conditions, in which a simple functional form is assumed to simulate the stress field pro-
duced by a slab inclusion and/or defect. The results qualitatively agree with experimental observa-

tions.

I. INTRODUCTION

A significant class of structural transformations is re-
ferred to as martensitic.! They are lattice displacive at
the unit-cell level, but are distinguished from other
displacive transformations by their development of
(mesoscopic) structure at the micron level, such as twin
bands in the product phase. Of particular interest is that
subclass in which the product is ‘“coherent” with the
parent; the structure is reversible and there can be ‘“shape
memory.”

The mesoscopic structure develops because martensitic
transformations are discontinuous in the lattice parame-
ters, so that as the product phase grows the stress at the
parent-product interface can be relieved by twinning,
thus developing the banded pattern. Before this pattern
is finally reached, there is the question of how the trans-
formation is initiated and proceeds—referred to as nu-
cleation and growth. These two processes involve both
time ¢ and temperature 7.

The classical nucleation theory deals with the evolu-
tion of new phases with respect to time. It was developed
for the problem of liquid condensation from vapor
phase,?~7 where the complete phase transition can occur
at a critical temperature. The heterogeneity of the trans-
formation is the distribution of time delays of the transi-
tion process in different portions of the system. Once a
critical temperature is reached, so that the nucleation
starts, the entire system will eventually evolve to the
low-temperature phase. There is no need for further ad-
justment of system temperature. The nucleation rate
with time can be calculated based on the theory of meta-
stable states. %8710

For a heterogeneous martensitic transformation, how-
ever, the nucleation and growth are not as simple, and it
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is found that the macroscopic development of the low-
temperature phase involves both time and temperature.
Experimentally, there are found to be two distinct classes
of martensitic transformation: athermal and iso-
thermal.'' In the former class, as the temperature is
lowered, at some start temperature isolated small regions
of the martensitic product begin to appear in the parent
phase. The transformation at any temperature appears to
be instantaneous on practical time scales, and the amount
of transformed material depends only on temperature,
i.e., increasing with each step of lowering temperature.
In the development of athermal martensite activation ki-
netics are secondary. The transition process will not be
completed until system temperature is lowered further to
M —a martensite finish temperature.

In the case of isothermal martensitic transition the sit-
uation is different. Martensite may start locally at a cer-
tain temperature, and then the size of martensitic regions
increases continuously with time. There is no clear
definition of martensite finish temperature, which depend
only on how long one can wait. Theoretically speaking,
the isothermal martensitic transition process could go to
completion at one temperature; thus, further lowering of
temperature can only augment the growth process. In
any case, for isothermal martensite, transition kinetics is
the central issue; the aging or ripening process is deter-
mined thereby. Considering the distinct properties of
these two classes of martensite, it is apparent that the
simple conceptual model of classical nucleation theory is
not adequate to deal with all martensitic transformations.
It may provide some framework for the isothermal-type
transition, but for the athermal-type transition a new ap-
proach must be developed in order to address the thermal
evolution. For heterogeneous athermal martensitic tran-
sitions, the initial martensitic regions appear at the mi-
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croscopic scale (usually around defects'>~ %) and the ki-
netic processes are completed so fast that the low-
temperature phase seems to be “thermally nucleated.”
The same is also true for the growth process: The devel-
opment of martensite is represented by an equilibrium
configuration that minimizes the total free energy of the
system. An equilibrium size of the martensite is associat-
ed with each temperature,'> and as temperature is
lowered this size increases, which can be described as
“thermal growth process.” In general, martensite ap-
pears in isolated regions by the defects'>!* and the even-
tual complete transformation involves overlap and in-
teraction of the product domains developed from these
regions.

Because of both experimental and theoretical develop-
ments over the past few years, we have chosen to examine
a theoretical model of nucleation and growth at a defect,
in the sense that it applies to athermal martensite. There
is well documented experimental data now showing the
appearance and disappearance of a martensitic phase at a
defect, with cycling of temperature down and up.!?”!°
At the same time nonlinear, nonlocal elasticity
theories'®!” have been developed over the past few years
that we show can provide an effective basis for describing
the local transformation to product due to the defect im-
posed stresses, as well as the thermal dependence of the
transformed region.

In this paper, we apply a Ginzburg-Landau-type phe-
nomenological continuum theory to the square-
rectangular proper ferroelastic heterogeneous transition
in 2D. To proceed we make two assumptions based on
experimental facts. (i) It is the stress field produced by
the defect but not the defect (“core) itself which is re-
sponsible for the heterogeneous nucleation. (ii) The inter-
face of high- and low-temperature phases is coherent.
Assumption (i) is based on the fact that a priori no partic-
ular defects are more favored than others to be nu-
cleation centers. Experiments show these nucleation
centers could be almost any kind of defects and are gen-
erally sample dependent. Assumption (ii) is to ensure the
applicability of elastic continuum theory in dealing with
the thermal growth process. It implies that the kinetic
nucleation process of initial formation of the local micro-
and/or mesoscopic martensite is coherent. In principle,
the parent-product interface could also be semicoherent
or incoherent; then the current theory has to be augment-
ed in order to describe those systems.

The paper is arranged as follows: In Sec. II we intro-
duce the theoretical model; Sec. III shows the effect of
homogeneous stress on the transition temperature, and
the local formation of martensite around the defect is dis-
cussed in Sec. IV. Then, the thermal growth of such lo-
calized regions of martensite in the austenite matrix is
calculated in Sec. V. Lastly, Sec. VI contains our sum-
mary and conclusions.

II. THEORETICAL MODEL

The 2D model for the 4mm-2mm proper ferroelastic
phase transition, without external stresses, was developed
by Jacobs,!® and Barsch and Krumhansl,!” to study the
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interface boundaries between the energetically degenerate
variants. The appropriate symmetry coordinates were
defined to be

ey =(ny+m,)/V2, (M
e;=(n;—Mn)/V2, )
e3=1ny . (3)
Here m;;=4(u; ;+u;;+u; u;;) are the components of

the elastic strain tensor in Voigt notation, and u; is the
displacement field; e, is a dilational strain which does not
change the symmetry of the system, and e; represents a
shear strain which is not essential in the square-
rectangular transformation. Only e,, the deviatoric
strain, is important for this case. Bearing this in mind,
we can now write the total free energy for the system in
the following form:

F={ [ [fluup0dv Gjk=12), @

where o0 ; are the applied external stress components, and
the indices after comma represent partial differentiations
with respect to the corresponding space variables. Fur-
ther,

f(ui,j,ui,jk’aij)zfo_*-fg 5

is the energy density composed of (i) f, the local strain
energy density under external stress and which can be

written, in terms of the symmetry coordinates defined in
Egs. (1)-(3), as

A A A B C
f0=—2—1e%+72e§+Tse§+Ge1e%+—4£eg+——62—eg
3
— 3 0., (6)
a=1

and (ii) f,, which represents the strain gradient energy
and is given in terms of the symmetry coordinates as!’

fe=1d (el +ei, ) +1dy(e] +e]),)
+%d3(9§,1 +e§,2)+d4(e1,,e2,1 —e31€2,7)
tdsle;e3,te;e3;)
+d6(82’le3’2_‘82,2e3,1) . (7)
Here, all the coefficients in Egs. (5) and (6) are assumed to

be temperature independent except 4,.
The Lagrange density is

Lt u; 5,0 50,0 5) = 5pottith; — f (u; jyu; 3,045) (8)

where p, is the mass density. The equation of motion can

be written as'®!’
.. af af .,
=9.—L __3. = .
pii; =09, au,, 09,0 3u, 1 , (,j,k=1,2) 9)
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II1. EFFECT OF HOMOGENEOUS STRESS

Before we solve the full equation of motion, viz. Eq.
(9), let us look at some special cases. The simplest case
would be when the system is homogeneous, i.e.,

o,=const , (10)
f,=0. (11)
The equilibrium conditions 9f,/de,=0, a=1,3 lead
from Eq. (6) to
_ o,—Ge% (12a)
ey = A1 ’ a
=7 (12b)
93 A3 .

Substituting (12a) and (12b) into (6) gives us an effective
elastic ¢® model in terms of e,

2 2
fo=fo+1i __1+2
0 P4y A
A’ B, C,
=—i—e%+—4——e‘§+Teg~—02e2 , (13)
where
Al 26, (142)
27 2 Al ) a
. 2G?
B,=B,— (14b)
4,

Since A4, >0 and B, <O for a first-order transition, B} is
also negative.

When o,=0, A5 = A, and we have the following solu-
tions for the deviatoric strain e, from 9/’ /de, =0.

(i) A,>B%/4C,: e,=0, only the square phase is
stable.

(i) 0< 4, <B% /4C,: e, =0, the square phase is local-
ly stable; e, =xe3, the rectangular phase is also locally
stable, where

—By+(BF—445C,)'* '
2C,

ey =

(iii) 4,<0: e,==ej, only the rectangular phase is
stable.

There is only one thermodynamically stable state at
any given temperature, and therefore either the square or
rectangular phase is metastable in region (ii). Theoreti-
cally speaking, a first-order phase transition can happen
when fguare = f rectanguiar- The strain e, and the transfor-
mation temperature are then determined by

3B}
4C2 ’

el=el=— (15)

and
_ 3BP
27 16C,

(16)
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Near the transition temperature, A4, is generally written
in the form

A,=p(T—T,),
where S is positive and independent of temperature. The
first-order transition temperature T is then given by
3BY

=T +——. 17
T\=T.+ o2 (17)

In order to study the case of constant o ,70, we rescale
the strain and free-energy density as follows:

e, =ege (18)
9B’
feﬁ“zfé/ _64C22 =jr€—e'+1ef—oe. (19
2
Here
T—T.
T:ﬁ , (20)
1 c
and
16 c, 4c, 172
3 By | —3B)

are the effective temperature and stress, respectively.
The equilibrium condition becomes

re—4e’+3e’=0 . (22)

The three temperature regions discussed above are
shifted by the applied stress field. However, using the
same framework one can derive the first-order transition
temperature 7, according to

Sl €,7)=Ffegle, ), (23)

05—

fets

0.0 —

FIG. 1. Plot of the effective free-energy density under
different homogeneous external stress o for a given temperature
7=1.3781, which is the transition temperature for o=0.2.
Here € and €” represent the strain values for the distorted high-
temperature and low-temperature phases, respectively.
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where € and € are the corresponding strain values for
the distorted square and rectangular phases, respectively,
which are determined from Eq. (22).

Figure 1 shows the effective free energy density for
0=0.2 at 7,=1.3781, and for comparison, 0 =0, 0.3,
and 0.4 at the same temperature. It is clear that the
external stress fields pushes the transformation to a
higher temperature (r;=1 for o =0) in this model. A
quantitative calculation of 7, versus o is shown in Fig. 2,
where region I is the distorted square phase and region II
is the distorted rectangular phase, respectively. Two
points need to be noted. The first is that there is a limit-
ing stress of o =0 .. For o <o, the transition from re-
gion I to region II is first order; as o increases, 7, in-
creases, and at the same time the discontinuity of the or-
der parameter at the transition becomes smaller. When
0 2o, the first-order transition will be smeared out and
there will be no well defined 7,. This is easy to under-
stand from Egs. (22) and (23); at 0 =0, the three roots
become degenerate, i.e.,

e€=¢e“=¢€". (24)

Here € represents the strain value of energy maximum
(see Fig. 1). For o0 >0, only one real root exists for Eq.
(22) in any temperature region.

The second is that the effect of o is symmetric in our
2D model, viz., if o <0, we can use the negative solutions
of Eq. (22) —¢€’, —€", —€” representing the other variant
of square-rectangular transformation. Therefore, only
the magnitude |o| is important, and 7; will always be in-
creased with applied stress. The influence of external
stress on the transition temperature of a ferroelastic sys-
tem in 3D has been studied by Pietrass'® and Szabo.!’
The symmetry relation 7,(0)=7(—0c) does not hold in
the cases they studied.
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FIG. 2. Relation of the first-order transition temperature 7,
and the applied homogeneous external stress o, in dimensionless
units.
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IV. LOCAL FORMATION OF MARTENSITE
AROUND DEFECTS

When defects are present in the system, they produce
inhomogeneous stress fields in the surrounding matrix.
We assume that the matrix of the pure system can only
feel the stress field produced by the defect, but does not
depend sensitively on the details of the defect ‘“core.”
Thus, we can remove these elastic singularities (core of
defect) by effectively extending the stress field that the
pure system feels back into the core region of defect in
such a fashion that it maintains the stress field outside the
core unchanged. In this way, we are allowed to utilize
continuum theory for a system containing defects. This
method is, in a sense, analogous to the continuum
description of defects.?’ Since we are interested only in
the system outside the core of defects, changes inside the
core will not affect the underlying physics as long as the
pure system feels the same environment. With this in
mind, we treat the system with defects as a pure system
under localized inhomogenous external stress. These in-
homogeneous stress fields modify the free-energy density
in space, and hence cause a spatial variation of transition
temperature, according to the analysis in the last section.

To make the matter pedagogically clearer we look at
the effect of the deviatoric stress o,(r) only. For this case
we can again use the effective energy density Eq. (19).
Because o now is inhomogeneous, the free-energy density
will vary accordingly. To see this, one can refer to Fig. 1
in which curves associated with each o represent free-
energy densities at different locations in space.

Imagine cooling a system down from the high-
temperature phase. At a given temperature 7> 1, while
the majority of the system (far away from a defect) is still
in the high-temperature phase (represented by the ¢ =0
curve in Fig. 1), some portion of the system close to the

.
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FIG. 3. Temperature dependence of the effective free-energy
density under a given homogeneous external stress o =0.3 in di-
mensionless units. 7,=1.556 is the temperature at which the
free energies of high- and low-temperature phases are equal.
7,=1.301 is the temperature when the metastability vanishes
for the high-temperature phase under the stress o =0.3.
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defect may be energetically favored to be in the low-
temperature phase (represented by o > 0.2 curves in Fig.
1). Therefore, at some critical temperature 7, some lo-
calized martensites will be thermally activated to form
around defects in order to reduce the total energy of the
system. For a given stress magnitude, two free-energy
minima appear in some temperature range. A first-order
phase transition can occur via thermal fluctuations at a
temperature 7, equal to or below 7,, depending on the
magnitude of fluctuations, as well as the transition barrier
height. Without activation by thermal fluctuations the
transition will not happen until the metastability van-
ishes, i.e., 7=7* as shown in Fig. 3. In general, hetero-
geneous local transformations mediated by the stress field
of defects are thermally activated and the so obtained iso-
lated product phase regions could form coherently, sem-
icoherently, or incoherently with the surrounding matrix,
which would be determined by the initial nucleation
mechanism. Here, these isolated product phase regions
are very small when formed at their local critical temper-
ature, and therefore the time evolution is not a crucial is-
sue; so we will only focus on the thermal process in what
follows.

V. THERMAL GROWTH OF MARTENSITE
WITH A COHERENT INTERFACE

When the temperature coming from above reaches 7,
the local transition temperature, some isolated coherent
product phase of a microscopic size may form through
fluctuation-mediated local transition. If temperature is
cooled further, these product regions will grow. The
equilibrium size at each temperature is determined by the
minimization of total energy of the system (including the
defect region).

As we have already discussed, the inhomogeneous
stress field produced by defects causes the local transfor-
mation temperature to vary in space. If the system tem-
perature is changed slowly we would expect a steady
equilibrium growth pattern of the low-temperature phase
in the high-temperature matrix. In this section we will il-
lustrate the development of martensite around a defect by
using the simplest example; it can at least qualitatively
explain the experimental results of Saburi and Nenno.'*
Here we will only look at the growth of the locally
transformed product phase through a coherent interface;
no new defects are created at the interface of high- and
low-temperature phases during the whole process. It is
assumed that the original stress field (determined by de-
fect distributions) will not be altered by the appearance of
the low-temperature phase.

Since the stress field is inhomogeneous, we have to
solve Eq. (9) in order to obtain the equlibrium
configurations of the system. For the static solutions, the
left side of Eq. (9) is zero, and one is left to consider two
coupled time-independent differential equations for the
displacement field u(X,Y). A quasi-one-dimensional
solution is possible when the stress field o,(X,Y) varies
only in the direction of the interface normal, which corre-
sponds to the physical situation of a slab defect inclusion
in the high-temperature matrix.
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For the martensitic transformation of 4mm-2mm, the
lattice motion is a pure (11) /{11) shear. There are two
possible low-temperature variants which are energetically
degenerate. With the application of o,(X,Y) the degen-
eracy will be lifted and the rectangular axis will have a
preferred orientation, for example, if

~ c A 1
0,=0,(0-R)>0, with n=7€(l,l) ; (25)

the displacement field u will have the form
R
V2

Here @ is the interface normal direction. For conveni-
ence we introduce a new space variable X' along fi:

u=fmv(Ad-R), with M= (1,1), (26)

If the geometrical nonlinearity is ignored the strain
components in the symmetry coordinate can be derived
17
as

eo=_1 _d .
2 V2dx'

e, =0; e;=0. (28)

Thus, only one independent equation is obtained from
Eq. (9), viz,,

of _

de,

d

ax’

=0. (29)

For a single inclusion, its effect diminishes far away from
the defect, i.e., for X' =1 oo the system will be homogene-
ous and in the high-temperature phase (e, =0 for
T >T,). Therefore, we can integrate Eq. (29) once to
give an inhomogeneous second-order nonlinear differ-
ential equation for e,:
d’e, 3 s
dy——;=A4,e,tBye; +Che; —0,(X') . (30)
dx
Again, we can rescale Eq. (30) to dimensionless form
by using the substitutions given by Egs. (18), (20), and
(21),

2
i;éi—=‘re——4e3-i-365—a(§) , (31)
where
16C,d
g=67'x, B=— (32)
3

6 has the dimension of length.

The functional form of o will be determined by the na-
ture of the defect involved. Considerable efforts have
been made in the calculation of the defect generated
stress fields based on linear elasticity theory.?! ™25 These
results showed o < 1/|r|", n =1-3, far away from the de-
fects. However, it is not clear when close to a specific de-
fect what functional form best represents the stress field it
produces, especially for a nonlinear system. It may not
be a simple function, and in general, may not be a con-
tinuous function of infinite order since even the linear
elasticity result 1/r" diverges at the origin. Thus, for
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FIG. 4. Strain profiles for different temperatures under the
stress field o=0,/[1+(£/&))*] with 0,=0.3, £=5. Here
7, =1.4524 is the local martensite formation temperature. For
7> 7, there is only pretransformed distortion of the high-
temperature phase as shown by the curve 7=1.5.

present exploratory purposes we choose a well-behaved
model stress function which can be thought of to
represent the stress field produced by a slab defect,

o(f)=—0 (33)
1+(€/€o)

where o, is the maximum stress magnitude, and 2§ is
the characteristic range of the model stress field. For any
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real situation the analysis can be carried out in the same
fashion once the functional form of o (&) is given. We can
then solve Egs. (31) and (33) numerically. Noticing that €
is a symmetric function with respect to & for the given
stress field, one can solve the problem in one half-space.

We now describe results for a choice of parameters
00=0.3, §,=5, which correspond to, in the case of
Ing 19Ty 51, Oymax~ 1.8 bar and the characteristic range
of the inclusion ~25 A by using the data of Ref. 17. Fig-
ure 4 shows the rescaled strain € profiles with respect to
dimensionless variable £ for a few temperatures (e~0,
distorted square phase; e~ 1, distorted rectangular
phase). One can see clearly the growth of martensite
equilibrium size via a coherent interface when tempera-
ture is lowered. The displacement field u can be calculat-
ed easily from Egs. (26) and (28), and the physical picture
represented by the solutions is illustrated in Fig. 5. The
width of the rectangular phase L is defined as the dis-
tance between the two points where the strain e, falls to
half of its maximum value. The shaded area represents
the part where the elastic discontinuity has been removed
and replaced by crystal with no defects but with external
stress present. One must remember that our “operation”
is virtual, the stress field (defect) is always there. The
form of the stress field being used will affect the thermal
growth rate dL /dT (note T is temperature here). For the
stress field given by Eq. (33), the martensite slowly grows
with decreasing temperature at the beginning after it ap-
pears at 7=1,, but |dL /dT| increases drastically as the
bulk transformation temperature is approached.

Figure 6 displays the thermal growth of martensite un-
der the stress field given in Eq. (33), where / =L /8 is the
width of low-temperature phase in dimensionless units.
At a certain temperature 7, > 1, the martensite will form
around defects with a finite size. Because the effect of a

xl

FIG. 5. Illustration of the growth pattern of martensite represented by the strain profile at two temperatures 7, and 75, where
7s > 74> 7> 7,. The shaded area represents the slab inclusion of defects.
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FIG. 6. Equilibrium size of martensite vs temperature in di-
mensionless units, for the given inhomogeneous external stress.

defect dies off quickly away from it, the amount of mar-
tensite increases with decreasing temperature relatively
slowly at the beginning, or one might say that the
transformed regions are quite ‘“localized.” There is a
temperature range in which the growth of martensite can
be clearly followed, as observed by Saburi and Nenno.'*
Unfortunately, the corresponding temperatures in their
electron microscopy could not be determined, and that
prevents the direct comparison of our theoretical results
with their observations. Special attention needs to be
given to the value 7, which is the highest possible tem-
perature for local martensitic transition to occur in an in-
homogeneous system. It is neither r, nor t,, which were
derived for the homogeneous system. The nonlocal (gra-
dient) interaction for the inhomogeneous system provides
a ‘“‘dragging” force on each part of the system from its
neighboring parts. This dragging makes the localized
martensitic formation more difficult for the coherent nu-
cleation to proceed, and therefore 7 is lower than 7, (tak-
ing 0,/ as the homogeneous stress field), 7, may also
be lower than 7, for large magnitude inhomogeneous
stress, depending on how strong is the nonlocal coupling
(gradient). The strain profile represents the minimum of
total free energy; local martensite can be produced only
when their production can reduce the total system free
energy.

In this model we define the martensite finish tempera-
ture 7, as the temperature at which /, the width of the
martensite, goes to infinity. Far away from the defect,
0,~0, the high-temperature phase could be still metasta-
ble for 7=1. However, with the help of the nonlocal
dragging force, the already developed low-temperature
phase portion will “pull” the bulk over the energy barrier
to fall into the lower energy well through the coherent in-
terface; thus it will reduce the total energy of the system.
This dragging force may be much more important than
that of the effect of thermal fluctuations to influence the
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bulk transformation. This effect is more pronounced if
the model stress field has a longer range, and as a com-
parison we provide another set of numerical results where
the stress o () is taken to have the following form:

£
£

o(€)=oqexp (34)

Equation (34) has a shorter range compared to Eq. (33).
The rescaled strain profiles calculated for several temper-
atures with 0,=0.3 and £,=2 are given in Fig. 7. It is
found that the martensite develops later and more slowly
with decreasing temperature compared to the situation of
under the stress field given by Eq. (33).

For a system containing a single defect, the transfor-
mation finish temperature coincides with the bulk transi-
tion temperature, i.e., 7, =1 in the thermodynamical lim-
it (21 for a finite system with defect). With very large
stress fields, our results also showed divergence of the in-
terface solution of 7,> 1 even for an infinite system with
single defect. In that case the divergence may not
represent the completion of the transformation, but in-
stead it may suggest a breakdown of the coherency be-
tween high- and low-temperature phases, i.e., the irrever-
sible creation of interfacial defects. This agrees with the
fact that our theory is meaningful only when the max-
imum external stress is within the elastic limit of the sys-
tem (no plastic deformation). In real situations the sys-
tem will have many defects present, and the system is
also finite, so it is possible that the transformation finish
temperature will be higher than for an ideal crystal.
However, one must remember that the system becomes
much more complicated since the induced stress can no
longer be ignored. The effective stress o,(r) will not only

FIG. 7. Profiles of the rescaled deviatoric strain € for
different temperature with the assumed inhomogeneous applied
stress field o =oexp( —£2/£€3), with 0,=0.3, £,=2. The local
martensite start temperature is 7, = 1.2636.
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depend on position and direction but also on tempera-
ture. In principle the problem can still be solved self-
consistently following the preceding procedure although
that has not been done so far.

The results of this section are in interesting analogy
with a situation in superconductivity. Twin boundaries
have been observed to raise the superconducting transi-
tion temperature in some metals by as much as a factor of
2.%6 In fact, a static mechanism proposed was the local
enhancement of T, by the (defect) twin boundary,?’~2°
which causes a proximity effect in the bulk. This was
treated by a static heterogeneous Ginzburg-Landau mod-
el. The amount of transformed material depended on
temperature above the bulk transition temperature.

VI. SUMMARY AND CONCLUSION

A continuum model has been constructed to describe
the heterogeneous athermal martensitic transformation
and the steady-state configuration of mixed high- and
low-temperature phases for different temperatures in 2D.
It is first proven that the transition temperature can be
raised by the proper application of a homogeneous exter-
nal stress field to the system. Therefore, an inhomogene-
ous stress field will cause a spatial variation of the transi-
tion temperature, if each small volume element is viewed
as quasihomogeneous. The effects of a defect are con-
sidered primarily to create inhomogeneous stress fields
which die off away from the defect. The elastic discon-
tinuity at a defect core is removed by simulating the
stress field in the system by a proper function o,(r),
which should coincide with the stress field produced by
the defect outside the core region. The fact that hetero-
geneous martensite transformation nearly always starts
from defects is easily explained by our model theory. The
quantitative difficulty is the determination of the proper
form of o,(r) which would require some accurate elastic
measurements. Once o,(r) is known, the steady size of
martensite can be calculated for any given temperature.
We have demonstrated in this paper [for two choices of
the function o,(r)] how a slab martensite grows with tem-
perature for a coherent interface under free boundary
conditions. Within the present model coherent growth
and retraction are possible when the temperature is cy-
cled. Our results can reasonably explain the experimen-
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tal observations of Ref. 14 even with an assumed form of
o,(r).

The converse is also true, i.e., if the growth pattern
around defects is known for any given temperature, we
can also infer the proper form of o,(r) close to a defect.
Hopefully the sample temperature in an electron micros-
copy experiment will be measured in the near future,
which will, together with our model, increase the level of
understanding of the nucleation and growth process in
martensitic transformations. In order to test our theory
one can do the electron microscopy under an inhomo-
geneous stress field, and then watch the growth pattern
with temperature as well as with the applied stress mag-
nitude.

It must be pointed out that we have only considered
the case for which the low-temperature phase forms into
a single domain. In reality twins or twin bands may ap-
pear due to the induced elastic stress field even for a sin-
gle defect, especially when the system has fixed boundary
conditions. There is a finite coherency length at any tem-
perature representing the maximum size of a single-
domain martensite, which depends on the material prop-
erties, induced stress field, and the defect distribution.

There are some limitations for the present model, such
as the truncation error in the free-energy expansion and
the neglect of the geometrical nonlinearly in the calcula-
tion of the interface between the high- and low-
temperature phases. Nevertheless, the approach provides
a very simple conceptual way of dealing with the defect-
mediated heterogeneous martensitic transformations in
an athermal martensite, without having to know the mi-
croscopic details of the defect. Another novel feature in
this paper is that we have derived interface strain solu-
tions between energetically nondegenerate states which
can exist only in the presence of inhomogeneous stress
fields.
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