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The problem of disordered interacting electrons is considered. We study a model for a generic
disordered Fermi liquid without cooper pairs and in the absence of any spin-flip mechanisms. We
prove to within logarithmic accuracy that there is a stable renormalization-group fixed point to all
orders in a loop expansion. We prove that the conductivity exponent at this fixed point is identical-
ly equal to zero, while the spin-diffusion constant scales to zero with an exponent y =4+0(d —2).
By an explicit two-loop calculation we then show that this fixed point is suppressed by logarithmic
terms, but a sizeable scaling region persists. The main conclusion is that the metal-insulator transi-
tion is preceded on the metallic side by a near instability in the spin system. There is a scaling re-
gion leading from a spin-diffusion phase to a region of very slow spin transport. Throughout this
scaling region the charge transport is unaffected. Experiments are discussed in the light of these re-
sults, and further experiments to test the theory are proposed.

I. INTRODUCTION

In recent years the description of disordered interact-
ing electronic systems has become a very active field of
research. The ultimate goal of this work is to understand
both the thermodynamic and transport properties of a
disordered Fermi liquid and, in particular, to understand
the metal-insulator transition (MIT) such a system
presumably undergoes as the strength of the disordered is
increased.

The problem of noninteracting disordered electrons is
now fairly well understood. A very important step to-
wards our understanding of the pure localization transi-
tion (no electron-electron interactions) was Wegner’s
mapping of that problem onto an effective field theory,
which takes the form of a matrix nonlinear o model.?
This model yields a lower critical dimension of two for
the localization transition, and in d =2+ ¢ dimensions
the MIT can be described in terms of an € expansion.

It is clearly desirable to use the same field-theoretic
techniques to study the combined effects of disorder and
electron-electron interactions. The first contribution in
this direction was by Finkelshtein,®> who mapped the
problem onto a nonlinear o0 model, corresponding to the
noninteracting electrons, and perturbing terms which de-
scribe the interactions. Different versions of this model
have been studied using renormalization-group (RG)
methods.>~° The resulting RG flow equations have also
been derived from renormalized many-body perturbation
theory.® Two qualitatively different classes of behavior of
the RG flow have been found. If there are magnetic im-
purities or external magnetic fields, then the RG flow
equations predict an interaction driven MIT in d =2+¢€
dimensions.*® For these cases, the phase transition is a
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conventional continuous transition and the conductivity
exponent extrapolated to three dimensions is unity.

In this paper we consider the general case (no magnetic
impurities) where the situation is not so clear. If a RG
fixed point exists, it is unconventional in that it occurs at
zero disorder and an infinite interaction amplitude such
that the product of these two quantities is finite.” Within
this fixed-point (FP) scenario, one-loop RG calculations
imply the following. (i) The above FP is a possibility. (ii)
As the FP or phase transition is approached, both the
specific heat and the magnetic susceptibility diverge (but
with different exponents) while the spin-diffusion
coefficient vanishes. (iii) The charge-diffusion coefficient
exponent is zero, implying either a discontinuous conduc-
tivity or a noncritical conductivity at the phase transi-
tion. The latter interpretation implies a separate phase
transition before the MIT which involves the spin degrees
of freedom. Presumably, for this case, the MIT would
occur at larger disorder.

In order for the above scenario to be a viable one, two
fundamental questions must be addressed. First, does
this unconventional FP exist to all orders? If it does not
exist at, say, two-loop order then it cannot be restored at
higher order because, as stated above, one of the parame-
ters is flowing to infinity under RG iterations. Second, if
the FP exists, does the conductivity exponent remain
zero to all orders and if it does, what is the correct inter-
pretation of this?

In this paper we answer both of these questions. We
first give a formal proof that to within logarithmic accu-
racy, the unconventional FP proposed in Ref. 7 exists to
all orders in a loop or disorder expansion. We then prove
that near this assumed FP, the conductivity exponent s is
zero to all orders. Technically, results to “all orders” are
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possible because the theory simplifies considerably in the
limit where the (triplet) interaction amplitude scales to
infinity and the disorder scales to zero. By an explicit
two-loop calculation, we then show that logarithmic
terms actually suppress the FP. We then interpret what
these results imply physically and experimentally. Our
main conclusion is that as the MIT is approached from
the metallic side a sizable (at least in d =2+€ dimen-
sions) scaling region exists. In this scaling region spin
transport slows down dramatically and the magnetic sus-
ceptibility and specific heat become large. The equality
s =0 implies that charge transport does not change ap-
preciably in this scaling region. The regime between this
scaling region and the presumed MIT at larger disorder
cannot be studied with the techniques used in this paper.
The mathematical description of the MIT for the present
model thus remains an open problem.

The plan of this paper is as follows. In Sec. II we dis-
cuss the basic model, give the Gaussian propagators for
the field theory, and give a comprehensive review of the
one-loop results. In Sec. III we first formally prove to all
orders in a loop expansion that apart from possible loga-
rithmic terms, the RG flow equations have a FP. We
then prove that at this FP the conductivity exponent s is
zero to all orders in a loop expansion. In Sec. IV we
show by explicit calculation that logarithmic terms do
appear at two-loop order and suppress the FP discussed
in Sec. III. We then derive the effective exponents
describing the scaling region in the vicinity of the
suppressed FP. In Sec. V we conclude this paper by dis-
cussing our results. We will discuss the experimental sit-
uation and make some specific experimental predictions
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that follow from the theory presented here.

Throughout this paper we will assume that the model
under consideration is renormalizable with five renormal-
ization constants. Arguments for this to be the case have
been presented in Ref. 8. Brief accounts of the work
presented here have been given elsewhere.® 1

II. THE MODEL AND ONE-LOOP RESULTS

In this section we explain the basic field theory and
derive its Gaussian propagators. We review previous re-
sults,>*%3 and extend them by giving the complete one-
loop results, which we will need later.

A. The model

For an arbitrary Fermi system the partition function
can be written as'!

Z=[DyDypexp(s), (2.1a)
where the functional integration measure is with respect
to anticommuting Grassman fields ¥ and v, and S is the
action,
B —i » B

S=|"dr|dx¢'(x,7)0¢(x,7)— | drH'(7) . .

fo 7 [ dx@(x, 709 ¥(x,7) fo TH'(T) (2.1b)
Here H'(r) is the Hamiltonian in imaginary-time repre-
sentation, B=T "! is the inverse temperature, i(=1,2)
denotes spin labels, and summation over repeated spin in-
dices is implied. Our basic model is an electron fluid
moving in a static random potential, V (x),

H'(T)=fdx ﬁv@i(x,r)-vw"(x,r)%-[V(x)—u]zz"(x,f)tpi(x,f) +%fdxdyu(x—y)lzi(x,T)Jj(y,r)qb’(y,r)tbi(x,f) .

Here m is the particle mass, p is the chemical potential,
and u(x—y) is the electron-electron interaction potential.
We assume that V' (x) is 8 correlated, and obeys a Gauss-
ian distribution with second moment,

(V(x)V(y))= S(x—y), (2.2b)

27TNFT

where the angular brackets denote the disorder average,
Np is the bare density of states per spin at the Fermi lev-
el, and 7 is the bare elastic mean-free time.

All physical (thermodynamic and transport) quantities
can be obtained from Eq. (2.1) by adding appropriate
source terms to the action. The quenched disorder aver-
ages are conveniently performed by means of the replica
trick."> One introduces N replicas of the system,

N
2 s

a=1

ZN=thZD1/;exp , (2.3a)

(2.2a)

with

2

si=3 [dxdoix) ip,,+EV;+y-—V(x) VBi(x)

T

- 3 fdxdyu(x—y)rfﬁf(x)@ﬁ’zj(y)

Ny

XY - (0) . 23D
Here p,=#T(2n +1), n=0,%x1,..., is a fermionic
Matsubara frequency and the Fourier decomposition,

Yv*ix,7)=(1/VB) 'S explip, 1¢>(x) (2.3¢)

has been used. After calculations, the limit N —0 is con-
sidered.

Finkelshtein has shown how the field theory for (Z%)
can be mapped onto a nonlinear-o-model-like field
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theory.® The basic idea is to assume that all of the
relevant physics can be expressed in terms of long-
wavelength and low-frequency fluctuations of the number
density, the spin density, and the single-particle spectral
density. Technically this is achieved by repeatedly mak-
ing long-wavelength approximations and by introducing
composite variables that are related to the above fluctua-
tions.

In this paper we do not study the most general Hamil-
tonian, Eq. (2.2a), but rather introduce two simplifying
features. First, we consider the case where the
“electron-electron” interaction u is of short range. For
the problem studied here this is at least consistent, since
our result, a noncritical conductivity, implies that the
Coulomb interaction is always screened. Secondly, we
neglect the so-called Cooper channel and the associated
interference effects which are responsible for localization
in the noninteracting case if time reversal symmetry is
not violated. There are indications* that Cooper pairs
may be irrelevant for the MIT in interacting electronic
systems. However, the symmetry properties of the in-
teraction term which breaks the symmetry of the under-
lying nonlinear o model® have never been investigated for
the Cooper channel, and we believe that this point war-
rants further investigation.

The effective Hamiltonian, H[Q], for the composite
variable-field theory is

HIQl=5c [dx VO —2H [ dx Tr[0Q(x)]

T
=K, =K [ dx[Q(x)-Q(x)];
+7TK, [ dx[Q(x)-Q(x)], , (2.4)

where to lowest order in the disorder, G =4 /7o, with o
the bare (i.e., self-consistent Born) conductivity. H is a
frequency-coupling parameter whose bare value is
H=7nNr/2, and K, and K, are triplet and singlet in-
teraction coupling constants, respectively. The field
Q is an infinite matrix with complex elements Q25U
Here a,f=1,2,...,N are replica indices, n,m
=—o,..., t+ o are Matsubara frequency indices, and
i,j=1,2 are spin indices. Q%iU=§ 84800, with
, =27Tn is a bosonic frequency matrix, and Tr denotes
a trace over all discrete degrees of freedom. The two
“products” in Eq. (2.4) differ in their spin structure and
are defined as

[e-21,= 2 228"1+"3v"2+”4 ’?1(1”‘2[ '?;Aij , (2.52)
nynynyn, a ij
[QQ]2= z 225n1+n3,n2+n4Qr?;1y;;j ::ﬁii . (25b)

nynynyn, a ij

M12’34(p)=813824[p2+GH(w,,1 T @y, )]+81—2,3—48a1a28a|a362”T[Kt8i1i3 — (K, —K)8i,i,] .
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The matrix Q is subject to the constraints,
0=07", Q’=1, TrQ=0. (2.6)

These constraints classify Eq. (2.4) as a matrix nonlinear
o model with unitary symmetry, and three perturbing
terms. The first one, with coupling constant H, breaks
the unitary symmetry and provides an infrared regulari-
zation for the model. The other two perturbing terms are
due to the electron-electron interactions and they also do
not respect the unitary symmetry. The constraints im-
plied by Eq. (2.6) are taken into account by parametrizing
the matrix Q by

m=20 m <0 l
(1—gq )12 q n=0"’ @7
€= q" —(1—q+¢)"?|| n<o0

where the g are matrices with complex elements ¢25%;
n=0,1,..., m=—1,—2,..., . This parametriza-
tion® 13 is the matrix analogon to the elimination of the o
field in the usual vector model.? It has a number of tech-
nical advantages over other possible parametrizations,
most notably it leads to a very transparent loop expan-
sion.

As usual, the explicit elimination of the constraints,
Eq. (2.6) by Eq. (2.7) changes the integration measure,
which produces additional terms in the effective Hamil-
tonian if the theory is formulated in terms of the g. How-
ever, we choose to use standard field theoretic renormal-
ization procedures.? We integrate over all frequencies
and use dimensional regularization for the wave-number
integrals. With this procedure, the measure terms van-
ish.

B. The Gaussian theory
To obtain the Gaussian theory we expand Eq. (2.4) in
powers of g using Eq. (2.7),

H[QI=H®+HY+H®+ ... | (2.8)

where H'® is of order gX. We first concentrate on the
Gaussian part of the effective Hamiltonian:

1
H‘z’[q]=6fp S qu(P)M,4(plgdsi(—p) . (2.9a)

1,2,3,4

Here fp=fdp/(21r)d and 1=(n,,a,,i;), etc. The ma-
trix M in Eq. (2.9a) is,

(2.9b)

The inverse of the matrix M determines the Gaussian propagator. Due to the special structure of the nondiagonal part
of M, the inversion is easily done. We notice that the inverse of the operator

a 5 . 6

niny,nyn, ny TRy, R nyE LRy,

+bd

nl _HZ,H3_II4 ’

(2.10a)
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has the structure
P! =a, ', 8, ,8,,+b, _, 0 ,

nyn,y,nayn, ny—ny, TR nyTn,n, ng—n, ny—ny,nyT R,

and we obtain,

(g12(p1)g35(p2)) P =(2m)%(p, +P2)8, —ny 0y —n,8a,0,80,0,G

ax

X

8n1n35i1i38i2i4Dnl—n2(pl )

where ( - -- )® denotes that the average is taken with
H'? only. Here we have introduced the diffusion propa-
gator

D,(p)=(p*+GHw,)™ !, (2.12a)
and the singlet and triplet propagators

D'(p)=[p*+G(H+K,, )w,17". (2.12b)
In Eq. (2.11) the differences AD‘'=D'—D and

AD*'=D*— D" appear.

C. Results at one-loop order

The RG solution of the model considered here
proceeds by first introducing a number of propagators, or
equivalently, vertex functions. A loop, or disorder, ex-
pansion of each propagator is then generated and the ul-
traviolet (UV) divergencies of the field theory are found.
Renormalization constants are then introduced to make
the theory UV finite. These constants can also be used to
derive the RG flow equations.

We consider the following propagators:

PV=(Q=i(x)) , (2.13a)
PG =(q," (P 1)gy" " (P1)* ) s, » (2.13b)

={q(p)g2%p,)*) , (2.13c)
PP=(q%(p,)q%p,)*) , (2.13d)

and the corresponding vertex functions I''" and I'?,
Here the averages are to be taken with the full Hamil-
tonian, and

gB(p)=(1/V2n ) z 398 (p

I=1 i

(2.13¢)

(nl‘—n
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(2.10b)
5 5 AD! ()t MM o
2) 113 iyiy ng—n, P n,—n, YA ’
2.11)
[
3Pp)=(1/v2n) 3 3 (—1)gli_(p). (2.13f)

I=1 i

For a one-loop calculation of these propagators, it is
sufficient to retain terms up to H'¥ in Eq. (2.8). The
physical meaning of P'" is that of the one- partlcle densi-
ty of states (DOS) at the Fermi level. P§’ is the basic
diffusion propagator, and P!* and P!? are the charge-
density (i.e., singlet) and the spin-density (i.e., triplet)
propagators, respectively. From Egs. (2.12) we see that
the bare values of the charge-diffusion constant D, and
the spin-diffusion constant D, are given by

D=1/G(H +K,) (2.14a)

and

D!”=1/G(H +K,) . (2.14b)

Similar relations hold for the corresponding renormalized
quantities, cf. Egs. (2.23).

To one-loop order IV, or (P")~!, can be obtained by
using Eq. (2.7) to O (g?) in Eq. (2.13a),

r=1+1 3 (g gy x)(q+>Z13’i"<x)>+0(GZ).
ayiyny
(2.152)
With Eq. (2.11), and taking the limit N —0, we obtain

G

r“—1+: _2 f(n_n [3D}_, (p)+D;_, (p)

—4D,_, (p)]+0(G?)

=1+—4—G€‘(LS+3L,)+0(€06,(_;2) , (2.15b)
where we have used dimensional regularization
(e=d —2). Here, and later, the O(€°G) term will be

O

FIG. 1. One-loop diagrams for the two-point vertex func-

tions "2,
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given when we quote the renormalized vertex functions. rP(k,m)=k*/G +Hw,, +ATP(k,m) , (2.17a)
In Eq. (2.15b),
_ with
G=5,G/2m)°, (2.16a) ,
I§(k,m)=(k*+GHo,, f[l (p)+3I4(p)]
L, ,=In(1+K,,/H), (2.16b)
' ' -—Gwmf[KI (p)+3K,I4(p)]
where S; is the surface area of a d-dimensional unit 2) 2)
sphere. =8I~ +38I')", (2.17b)
To one-loop order, there are two topologically distinct ~ p(2)(g m)=k2/G +(H +K.)o. +AT2(k,m) 2.17¢)
diagrams that contribute to the I''?’ and they are shown s sm s
in Fig. 1. Tedious but straightforward calculations give with
J
AT, (k,m)=(k?+GHo,,) [ [I}(p)+3I}(p)]—Go, (K, +3K,) [ J,(p)
P P
—Gw,,,f[xz )+3K,I5(p)]—Go,,K, sz(p)
~81‘2’+35F‘2)+4£w (K, +3K)+5 G S onK (L A3L,) 2.17d)
and
r2(k,m)=k?/G +(H +K,)w,, + AT\ P(k,m) , (2.17¢)
with
Ar‘,”(k,m)=(k2+GHmm)f [I‘l(p)+3I’1(p)]+Gwm(K,—KS)f J,(p)
P P
—Gw,,,f[Kj;(p)+31<jg<p>]—awm1<,fJ3(p)
p —_
) 2, G _ G 2 E
~ 8T+ 38T+ =0, (K, —K )= -0, (K} /H)+ =0, K (L +3L,) . 2.176)
I
The integrands in Eqgs. (2.17b), (2.17d), and (2.17f) are = have combined terms in such a way that these “super-

given explicitly in the appendix. Their evaluation to
leading terms in 1/€ yields the results quoted earlier,
with

-
o _ (k2/G)G H
= 1———L
ars,t 26 Ks,[ S, ¢
G K
+a)m(;—f . 2;’1' (2.17g)

Note that the factor G /G in the first term of Eq. (2.17g)
serves only to absorb the factor S, /(2a)¢ arising from
the momentum integration.

The typical logarithmic structure in all of these func-
tions arises from performing the summation over fre-
quencies. One way to do the integrals is to perform the
wave-number integration first, and then to express the
sums over the Matsubara indices in terms of Riemann §
functions. The pole structure of the latter gives rise to
divergencies for e—0. Alternatively, one can transform
the Matsubara frequency sums to real frequency integrals
using standard methods. The pole in € then arises from
the subsequent integration over wave numbers. Notice
that both diagrams in Fig. 1 contribute terms which indi-
vidually are linearly divergent in d =2. In Egs. (2.17) we

divergencies” cancel.

We next absorb the ultraviolet divergencies (here the
singularities as €—0) encountered in the theory, Egs.
(2.15)~(2.17), into renormalization constants. The ques-
tion of whether or not this model is renormalizable in
general has been discussed elsewhere.® We define a re-
normalized disorder coupling constant g, a renormalized
frequency coupling constant A, and renormalized interac-
tion constants K, k, by

G=xk"‘Zyg, (2.18a)
H=Zyh , (2.18b)
K, ,=Z Kk, , (2.18¢)

where k is an arbitrary momentum scale. The renormal-
ization statement is

r'Mp,m;g,hk,k,,k)=Z¥T'"p,m;G,H,K,,K,) ,
(2.19)

where I'%{" is the renormalized vertex function and Z is
the field renormalization constant. The four functions
'Y and T'Y), are sufficient to determine the five renor-
malization constants. Using minimal subtraction and
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Egs. (2.15)—(2.19) we find

z =1—Eg;(ls+3l,)+0(g2) , (2.20a)
—1+ & -
Z, =1+ 2 ([1=(1+h /KL,
+3[1—(1+h/k), ]} +0(g?), (2.20b)
=14+ -8 2
Zy=1+ Lk +3k)+0(8) (2.20c)
z,=1--Ea+3k,/k)+0" (2.20d)
and
k
Z =1+ + &£ 1=k, /k)+0(gY) (2.20e)

€h 4e

where I, =In(1+k, /h).

The one-loop RG flow equations follow from Egs.
(2.18) and (2.20) in the usual way. With b ~k~! the RG
length scale factor, we obtain

2
dg _ _6g+52—[4—3(1+h 7k,

db
—(1+h/k)1+0(g%) , (2.21a)
dh g 2
—_— = 2.21b
bdb 4_[ks~}-3k,]+0(g ), ( )
b4 [h +k,1=0 (2.210)
db s ’
and
dk, k2 ki g
=g—+g—— 2k, + 2. .
bdb g7, +g4 4 o(g?) (2.21d)
For future use we define ¥, =k, /h, which obeys
dy, _gvi &7 ko | gk,
= - |5+ 2). .
bdb 2 + 2 1 7 47 O(g”). (2.2le)

Let us now emphasize a few points.

(1) Equation (2.21c) implies that to one-loop order the
sum h +k; is not renormalized. This result is expected to
be exact. The basic idea is that because 4 +k; multiplies
the frequency factor in the hydrodynamic poles for densi-
ty diffusion it can be related to the density compressibili-
ty X,, or the thermodynamic DOS. This quantity is ex-
pected to be insensitive to diffusion corrections.’ We
note that if x, was singular, then charge and mass trans-
port would be qualitatively different according to an Ein-
stein relation. Physically, and in agreement with the
one-loop results, this seems unlikely.

(2) Equations (2.21b) and (2.21c) imply that both A and
|k,| increase under RG iterations such that k. /h — —1.
In this limit Egs. (2.21), for the short-range electron-
electron interaction model, reduce® to the one-loop equa-
tions for the case of electrons interacting via a Coulomb
potential.

(3) Examining Eqgs. (2.21) one sees that there is a non-
trivial fixed point at g—0, ¥,— o such that y =gy, is
finite.” In this limit k, /A =—1 and the RG flow equa-
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tions are
b—% ——eg+0(g"), (2.22a)
b9 — 2k -+, (2.22b)
b—dj—b‘=%y, +0(g?, (2.22¢)
and
bj—b=—ey+!4—2+0(g3>. (2.22d)

Equations (2.22) do have a nontrivial FP at g*=0,
Yr=o,and y*=g*y} =4e. Linearization of Eq. (2.22d)
around this FP leads to a RG relevant eigenvalue that
gives the inverse correlation length exponent
v=1/e+0(1).

The above FP has several interesting aspects. For ex-
ample, g is a dangerous irrelevant variable as far as the
diffusion coefficients are concerned because they diverge
as g—0. Let us consider the renormalized charge- and
spin-diffusion coefficients. They read [cf. Egs. (2.14)] as

D.~b"¢/g(h +k,) (2.23a)
and

D, ~b"¢/g(h +k,)=b"¢/h(g+y). (2.23b)

In the renormalized spin-diffusion coefficient, Eq. (2.23b),
the divergences of 1/g and ¥, cancel, and the divergence
of h as well as the factor of b € drive D, towards zero.
For the charge-diffusion coefficient D, or conductivity o,
the situation is less clear. Because the time scale in the
singlet channel & +k; is not renormalized, D, at zero fre-
quency and zero temperature satisfies the scaling law

D, (8y,g)=b ¢D.(b'*8y,b %) . (2.24a)

Here 6=e+O(€?) is the scaling dimension of g, 8y is the
deviation of y from its FP value, and the b ~ € factor arises
because D, has the dimensions of a length squared ( ~b?)
divided by a time scale (~b9). In giving Eq. (2.24a) we
have consistently (with the existence of a FP) assumed
that D, depends on y, only through the combination y.

Choosing b~ (8y)~ " and using D,(g—0)~g !, we ob-
tain
D.~o~(8y), (2.24b)
s=v(e—0). (2.24¢)

Equations (2.24) also follow directly from Eq. (2.23a).
Note that if the thermodynamical DOS were critical,
then D, and o would have different exponents, but the
conductivity exponent would still be given by Eq. (2.24c).
This follows from an Einstein relation which states that o
and D, are identical apart from a thermodynamic DOS.
Equation (2.24c) is a generalization of Wegner’s scaling
law for noninteracting electrons.'* In the absence of in-
teractions, g has a nonzero FP value and s =ve. Here,
the one-loop calculation, Eq. (2.22a), yields 8=¢€+ O (€?)
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so that s =0 (€). The one-loop result thus suggests the
possibility that s =0. As already mentioned a priori, a
zero exponent can imply either a discontinuous conduc-
tivity or a noncritical conductivity.

Taking an alternative viewpoint, we note that near the
proposed FP, all one-loop renormalizations of the singlet
channel vanish. This is consistent with a noncritical con-
ductivity and with the idea that the mass diffusion is

r'Y'~1+0(g?,
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decoupled and not affected by the anomalies that seem to
be happening in the diffusion channel T'{?’ and spin-
diffusion (magnetic) channel T'\?. These anomalies will
be discussed later.

Finally, we use Egs. (2.17)-(2.20) to determine the re-
normalized vertices, 'y’ and T'?), ¢, to O (€%) near the

fixed point discussed earlier. We obtain (here we put
k=1),

(2.25a)
I‘g}{(p,m)zé[(pz/G)G-l—ghwm]—hwm%gy,{ —3+In[ghw,(1+7,)]} +0(e) , (2.25b)
2 (p,m)= é[(pz/G)(-? +g(h +k,)w,, ]+ (two-loop-order terms) , (2.25¢)
r (p,m)ﬁé[(pz/G)G_-Fg(h +k)o,,1— ko, %[— 1+7%/48+ L(In2)*+In(ghw,,)— L(In2)[]+0(e) .  (2.25d)

Two things should be noted. First, near the FP, I''!) and
I'?) have no renormalizations and are essentially decou-
pled from the physics associated with the RG equations
(2.21). Note that the complete absence of one-loop-order
terms in Eq. (2.25¢) is due to nontrivial cancellation of
various terms in Eq. (2.17d). This cancellation to all or-
ders in € is an indication that & +k; is indeed, as assumed
earlier, not renormalized at any order of the loop expan-
sion. Second, the vertex functions '’y and T"%; have re-
normalized “logarithmic” contributions with different
frequency or time scales. This suggests a violation of
strong dynamical scaling, !> which in turn suggests that
the proposed FP is problematic. We will return to this
point later.

III. FORMAL PROOF OF THE EXISTENCE
OF A FIXED POINT AND OF 5 =0

In this section we first prove that except for possible
logarithmic problems, the FP discussed in Sec. II exists
to all orders in a disorder or loop expansion. Near this
assumed FP, we then prove that the conductivity ex-
ponent s, is zero to all orders in a loop expansion.

A. Existence of a fixed point

At higher than one-loop order, the existence of the FP
discussed in Sec. II is not obvious. If for y,— « a term

of order g" grows like y# with p >n —1 in Eq. (2.22a), or
p >nin Eq. (2.22b), or p >n +1 in Eq. (2.22¢), then the
FP scenario breaks down. In fact, it is easy to find di-
agrammatic contributions that appear not to be con-
sistent with the FP scenario. For example, the diagram
in Fig. 2 would seem to lead to a scenario violating term
of order gy} in Eq. (2.22a) because it involves four ¢°
“interacting” vertices that according to Egs. (2.4), (2.5),
and (2.7) can each be of O(K,). Note that here and else-
where, K, must appear in the combination
K,/H[~O(y,)] for dimensional reasons. Moreover,
here, and below, we do not distinguish between K, or H
and the respective renormalized quantities, k, or h, be-
cause ultimately the latter appear in the theory.

To prove that the FP scenario is a possibility, we start

FIG. 2. A two-loop contribution to I''?’ which according to
naive power counting is of order K.
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with the expansion indicated by Eq. (2.8). A diagram-  ways carry an interaction amplitude or coupling con-
matic perturbation theory for the model thus contains  stant. The vertices with an even number of g fields may
vertices with an arbitrary number of g fields or “free  or may not carry an interaction amplitude. Inspection of
lines.” The vertices with an odd number of g fields al-  Eq. (2.8) shows that all odd vertices contain a factor

Voaa™ 2 2 8n,—nymy—n [Ki 1. 8; s + 1K, ~K)8; i 85 W, * (3.1

nyng iyiy

where n3,n, and i3,i, appear only in the above term. tion. With all frequency factors taken into account, a
Voaa (and, in particular, ¥;) plays a central role in the  product of » identical triplet propagators leads to a factor
theory because at I-loop order in the perturbation theory  of either K,”” ~" or K,”" upon integration.
there exists a diagram with 2/ V; vertices and this dfa- This final point deserves further discussion. There are
gram has the maximum number (at fixed /) of K, factors  two cases to consider and they both involve propagator
(using naive counting). The term shown in Eq. (3.1) is  renormalizations in skeleton diagrams. In the first case
the only element appearing in the vertices which is diago-  the original (bare) triplet propagator does not arise from
nal in replica space. It plays an important role in the di-  the factor given by Eq. (3.1), but instead arises from an
agrammatic analysis. We denote it by a broken line, and  even vertex. This diagram and its propagator renormal-
all other ¢’s by solid lines. Each odd vertex of order izations are shown in Fig. 3. Now, in general, there is a
2n +1 then has 2n solid lines emanating from it, and one  factor (frequency)”' from the prefactor of D' in Eg.
broken line. Because replica labels must match under  (2.11). The largest (as K, — o) term in each of the bub-
Gaussian contractions [cf. Eq. (2.11)], we can say that  bles in Fig. 3(b) is from a renormalization of K, (frequen-
contractions of broken lines with solid lines yield broken  cy) in D’. Therefore, if there are n identical propagators
lines. then there are n —2 factors of frequency. Integration
We will now explore some general properties of the di-  over frequency then gives a factor K,”"~'. In the
agrams appearing in the loop expansion. Let us consider  second case the original triplet propagator does arise
an arbitrary diagram contributing to a two-point vertex from the factor given by Eq. (3.1). In this case, the fre-
function. Suppose the diagram contains n vertices with a  quency sums [n;,n, in Eq. (3.1)] provide an additional

total number (before contraction) of m free lines. Ele- frequency factor in the numerator. Integration over fre-
mentary combinatorics shows that the number of loopsin  quency for this case gives a factor K, ".
the diagram is We now consider the soft and triplet two-point vertex

functions T'}?’ and T'\*) in the limit of large K,. As ex-
plained earlier, their dependence on K, is of central im-
portance for the existence or otherwise of the FP at
Y,— . We now prove the following.

Theorem. For K,— <, no l-loop contribution to I'
diverges more strongly than K? with p <1.

Proof. Let there be n vertices with m free lines. Let n

I=(m—2n)/2. (3.2)

(2)
We are interested in the behavior of the diagram for 0

K,—> o (or y,—>x). Except for some special cases,
which we discuss below, it goes like K7, where p is the . - .
number of interaction amplitude carrying vertices minus of th.e v;rtlces b>e 3odd+:znd Me ;Vn h— né) of t3h ; vertmt:' be
the number of reductions due to (i) singlet rather than ev>en, then m =3n, < M- it a4 ,( 2) we have
triplet amplitudes or (ii) triplet propagators which behave IZn,+no/2. Now p =n —n,, where n, is the number of

like K, ! for large K,. We will use the following. singlet amplitudes and triplet propagators reducing p.
Lemma. Internal broken lines with different [0 has no external broken lines. Assume first that there
frequency-momentum reduce the order in K, of the dia- are no broken lines carrying the same frequency momen-

gram by one each. n broken lines with the same
frequency-momentum always occur in such a way that
they reduce the order by either n —1 or n.

Proof. Contraction of the g field in Eq. (3.1) with an ar- /7Y () fefs = —ee 4 *_O__( b)
bitrary other q field produces a Gaussian propagator con- _‘_\_A T
sisting of two terms with different spin structure [cf. Eq.
(2.11)]. One leads to a singlet amplitude K, by means of 4 _,Q__ 4o
the term in square brackets in Eq. (3.1). The other has a
contribution proportional to K,, but its frequency struc- FIG. 3. (a) A relevant diagram that is not generated by in-

ture yields a triplet propagator. Independent triplet teracting vertices. (b) Renormalization of the triplet propagator
propagators lead to a factor K,” ! upon frequency integra- (dashed line) in (a).
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tum. Then n,>n,/2 according to the lemma. There-
fore, p<n —ny/2=n,+ny/2=<1. Next assume there are
r identical broken lines. If they all arise from Eq. (3.1)
then n, = n,/2 according to the lemma and again p <1
If they do not all arise from Eq. (3.1) then two of the bro-
ken lines must be attached to the same (even) vertex.
Consequently, the broken lines are not maximally con-
tracted and their number is n, 2ny,/2+1. The lemma
yields n, 2 n, —1>ny/2, so again p <I. If there are both
a number of independent triplet propagators and a num-
ber of identical triplet propagators in a particular dia-
gram, then a combination of the aforementioned argu-
ments again leads to p <1I.

Theorem. For K,— « no I-loop contribution to I'\?’
diverges more strongly than K7 with p </ +1.

Proof. The proof is identical to that for the above
theorem except that I'\*) has two external broken lines.
For this case n,2(ny—2)/2=ny/2—1. Therefore,
p<n—(ny/2)+1=n,+(ny/2)+1=1+1.

An analogous argument proves that no /-loop contribu-
tion to T''V diverges more strongly than K7 with
p <1 —1. Going through the renormalization procedure,
given in Sec. II, at /-loop order we see that these condi-
tions allow for a RG fixed point where g—0, y,—
such that y =gy, is finite. The result for I''" implies that
the density of states is uncritical at this FP.

Following these formal proofs, let us emphasize a few
points and caveats.

(1) In giving the above estimates we have assumed that
all factors of K, are generated by the interacting non-
linearities in Eq. (2.8) and that the nonlinearities that are
present in the absence of interactions are irrelevant in the
g —0, ¥,— oo limit; this is not correct. These nonlineari-
ties are proportional to either a momentum squared or a
frequency. When these factors multiply a triplet propa-
gator and when dimensional regularization is used, a fac-
tor K, in the numerator can result. Effectively, the
relevant momentum region scales like K!'/? and the
momentum-squared factor gives a K,. These contribu-
tions, however, do not invalidate the above theorems.
Namely, all of the noninteracting vertices in Eq. (2.8) are
even vertices. At /-loop order there can at most be / of
these vertices in a diagram for I''?), Therefore, these con-
tributions are at most of order K.

(2) The arguments given in the “proofs” assume that
the K,— c limit can be taken before summation over
internal frequencies and integrals over internal wave
numbers are performed. In general, this is not correct.
We know that the integrals are logarithmically divergent
in two dimensions and that they diverge as € ! in
d =2+ € dimensions when dimensional regularization is
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used. Simple examples show that these ‘“logarithmic”
divergencies imply that depending on how the limit
K, — o is taken, either a 1/€ or a Iny, can be obtained.

(3) Logarithmic problems of a different kind might be
expected from an inspection of the renormalized triplet
vertex, Eq. (2.25d). The latter contains a term propor-
tional to I, =In[(h +k,)/h] which is of maximum possi-
ble order in k,. Upon insertion in lower-order graphs,
this term might produce leading terms (as k,— o) pro-
portional to /; at two-loop and higher order. Such contri-
butions would violate the conditions for the FP, since
near the FP, h — o« while & +k; remains constant, and
hence, I, — — o [cf. Egs. (2.21c) and (2.22b)].

We conclude that our proof of the existence of a FP is
uncertain due to possible logarithmic problems. It is
clear, however, that even if these terms exist, they will be-
come important only extremely close to the proposed FP.
It will therefore be very useful to know the critical behav-
ior, even if it should finally turn out that the logarithmic
terms do pose a problem. Before we come back to the
logarithms, we therefore consider the conductivity ex-
ponent.

B. The conductivity exponent

Here we prove to all orders that near the assumed FP
the conductivity exponent s is identically equal to zero.
Technically, we show that the exponent 6, defined by
Eqgs. (2.24), is equal to €. Elsewhere we showed this to
two-loop order by explicit calculation.’ Here we give the
general “proof.”

We are interested only in the leading terms in the
g—0, y,— o limit. It follows from the proof of the
theorems in Sec. III A that we can truncate the effective
Hamiltonian at order g*. To see this note that in the
proof we used m > 3n,+4n, because the leading odd ver-
tex is ~¢° and the leading even vertex is ~¢*. Diagrams
with higher-order vertices satisfy m = 3n,+4n,+26 with
8 a positive integer. These diagrams lead to terms of or-
der K? with p<I—5 for T\?) and p </ +1—§ for ['\?.
They are therefore irrelevant. To order g* the effective
Hamiltonian is written as

H=H®+H®+H® +H* . 3.3)

Here H{" is the quartic term that exists in the field
theory in the absence of interaction effects and H}* is the
quartic term due to the interactions. The interaction
nonlinearities play a special role and from Egs. (2.4),
(2.5), (2.7), and (3.3) they are given explicitly by

H¥=—7T 3 [dx8, _, » -» K8 ;8 +HK,~K)S; 8 ]
(a,n,i)
A Ay, 0 aaz,ii a,aq,ici Ay, ici a i i ala,i[
e A U A A M L U (3.42)

and



41 APPROACHING THE METAL-INSULATOR TRANSITION 11091
mT 1061 a,a a,a a a
=T 5 [dxd, Ly oo Kb 8 4K K8, 8, Tlarie ™ (grier )t = (g s g’ )
{a,n,i}
X[gq ajay,izi 6( aaz, ’4‘6) — ayapigly \p @3apighy (3.4b)

"3 6 "4 6 nen3

The exponent 0 determines the disorder renormaliza-
tion and it can be determined by calculating any of the
two-point propagators given by Egs. (2.13). We choose to
consider the off-diagonal (in replica space) propagator,

PR (k,m) =g, *(k)g, “*k)* Y (1-8,,), (3.52)
where ( ---)H denotes an average with weight
exp[ —H], where only connected diagrams are con-
sidered. In the Gaussian approximation (denoted by an
index G), Eq. (3.5a) is given by

P (k,m)=V[k*/G+Ho,] ", (3.5b)

where V is the system volume. The renormalization of G
in Eq. (3.5b) by the non-Gaussian terms in Eq. (3.3) deter-
mines 6. We next argue that near the proposed FP, all
renormalizations of G either vanish or cancel. Therefore,
g has its bare dimension €, which implies 6= € exactly.

In Sec. IIT A it was shown that in the perturbation
theory for P{?, the diagonal (in replica space) g fields in
the last term in (3.4a) must be maximally contracted to-
gether to yield a nonvanishing contribution to the renor-

J

Lo 0 298 I Q0,00
X[qn:n: 15(pl)q 1n2 25(p2)

nyns

ajas,izi a,a
336(p3) 1246

X[gnyn, Dnyn,

(ps)*
with

K,]a)nz

o,

8n2~nl,n3—n (27T) 6(p1+p2+p3+p4)[K 8

nengy

malization of G at the FP. This implies we can expand in
powers of H'®) (only even powers appear),

PE)Z)(k,m)z<q;la2(k)q:1a2(k)t i 1 ( (3))2n>H(2)+H‘4)’
=(2n)

(4

(3.6a)

and contract the diagonal q fields in (H*’)*" even though
the Hamiltonian H'?+H™ is not Gaussian. There are
(2n —1)'=(2n —1)!1/2" ~!(n —1)! independent such con-
tractions in (H*)*", and, as a result, Eq. (3.6a) can be
written as

HO+H® +H()

(k)*), bell

aa a,a
2 172
k)g,,

PP (k,m)={gq. (3.6b)

Here H}%} is an effective quartic term due to the interac-

tions. It consists of H{* and a term generated by reex-
ponentiating the partlally contracted factors (H3)?"

Eq. (3.6a) [if the last term in Eq. (3.4a) is contracted, then
the remaining part of (H®)? is of order g*]. Neglecting
irrelevant singlet contributions, Hy* Le,f can be written in
momentum space as

8 +LK,—K,)8; 8,

132 1 ‘1 ’l’ 1314

]A(Pl+P2:|ﬂz—n1|)

azal lsll

A(pl+p2,|n2—n1|)=l'—

The triplet propagator in Eq. (3.7b) arises from the con-
traction of the diagonal q fields in Eq. (3.4a).

The nonlinearity in the effective Hamiltonian for P{* is
now Hy, =H +H }t’ff Using

Klirn Alp;+pyln,—n,])=

we formally conclude that Hy; is of order (K,)°. This
implies that G is not renormalized near the g —0, y, —
FP and that the renormalized disorder is simply
g =b " ¢G. This formally proves 6=¢€ and s =0.

The argument given above assumes that in Eq. (3.7b)

[(p1+p2)2/G+(K,+H)|wn2—

— gy (py) g, (py)]
— g (py) gt (py)] (3.72)
. (3.7b)
@[]
—

the limit K,— o can be taken before summations over
internal frequencies and integrals over internal wave
numbers are performed. As already mentioned in Sec.
II1 A, in some situations this is problematic. For exam-
ple, the aforementioned arguments seem to imply that the
frequency-coupling constant H in Eq. (3.5b) is not renor-
malized near the g—0, y,— « FP. The explicit one-
loop calculations given in Sec. IT and elsewhere show that
such a conclusion is not correct. Equation (2.17b) shows
that in the perturbation theory for P (k,m) (or T'(?),
finite-frequency sums occur with an upper limit of w,,

For these terms the general arguments are in error since
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XXX e <

FIG. 4. (a) The quartic vertex which would be present even
in the absence of electron-electron interactions is represented by
a solid circle. (b) Interacting four-point vertex in the effective
theory and equivalent vertices in the original theory. Open cir-
cles denote interacting vertices in the original theory.

K,— « does not commute with doing the integrals. In
the calculation of the G renormalization [related to the
k? term in Eq. (3.5b) rather than the w,, term] this “ac
cident” does not occur since power counting shows that
these finite-frequency sums necessarily result in terms
that are either UV finite or are irrelevant in the long-
wavelength and small-frequency limit.

There are a number of other accidents which prevent
the naive interpretation that H{% is of order (K,)° in
general. These points are most easily discussed after we
have explicitly done the two-loop calculation for the H
and K, renormalizations. Our eventual conclusion is that
none of these diagrammatic accidents invalidate our s =0
result, and we will present the arguments for this in Sec.
Iv.

IV. BREAKDOWN OF THE FIXED-POINT SCENARIO

In Sec. IV A we explicitly calculate the two-loop renor-
malizations of H and K,. We show that logarithmic
terms suppress the FP discussed in Secs. II and III. We
then show that a large scaling region exists (at least near
d =2) even though the FP is suppressed. We then give
the effective exponents describing the scaling region.

A. Two-loop calculation of the H and K, renormalization

We first calculate the H renormalization. It is obtained
by considering the propagator P§®’ at k =0. The calcula-

3K} 27T =&
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. 60\

PN
- A e
-@ (b)

FIG. 5. (a) Two-loop skeleton diagram in the effective theory.
Also shown are the diagrams in the original theory. (b) Two-
loop skeletons which do not contribute near the proposed FP.

tion is simplified considerably if the non-Gaussian or
nonlinear terms in Eq. (3.3) are effectively,

Hy =Hg" +H{% . 4.1

Equation (4.1) is valid as long as all relevant contribu-
tions arise from maximally contracted diagonal g fields in
Eq. (3.4a). An exceptional diagram (cf. Fig. 3) where this
is not the case will be discussed later.

The theory defined by Eq. (4.1) is simply a quartic field
theory. We denote the vertex H{" by a solid point as
shown in Fig. 4(a), and the vertex H}%;; by an open square
as shown in Fig. 4(b). In Fig. 4(b) we also show the con-
nection with the original field theory where a small open
circle indicates an ‘“‘interacting” three- or four-point ver-
tex.

In Fig. 5 we show the two-loop skeleton diagram that
contributes to P{?. In Fig. 5(a), we also show the corre-
sponding diagrams in the original theory. We find that
the skeletons in Fig. 5(b) do not contribute relevant renor-
malizations to ['?). Denoting the contributions of the di-

agrams in Fig. 5(a) to I'(?’ by ['{Ys,), we obtain

(2) —

I\0,(521)_ 4 o, 21 21(“’ nl)fplpz[l—GKtmnlDr:l(pl)]2Dm—nl(pl)Dnz(pZ)Dn2+nl(pl+p2) . (423)

m=lin=

Dimensional regularization gives

2
2) 3 |K | =, 0
I'6.(s5a) m e | H G [1+eL,+eln(GHw,,)—3€/2]1+ 0 (€") (4.2b)
€
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with L, from Eq. (2.16b). As mentioned earlier, we see
here that the limit K, — c cannot be taken inside the in-
tegrals because the n; sum in Eq. (4.2a) is bound by m. It
is in this way that skeleton diagrams contribute terms of
order (K, )? even though Hy; is formally of order (K, )°.

Note the characteristic logarithmic term in Eq. (4.2b)
(and following). In Sec. IV B we will show that terms like
this eventually suppress the FP discussed in Sec. IIL
Physically these terms arise because the time or frequen-
cy scale associated with spin diffusion (D) is different
from the time scale for D. Technically, they arise be-
cause finite-frequency sums do not allow the interchange
of the K, — o limit and frequency summation.

All remaining contributions to P{?’(k,m) are propaga-
tor renormalizations in the one-loop diagrams shown in

J

3GK, (2rT)

Tk =0,m)= S (0, —

- fD(p)—

m n=1

Here the first term comes from the noninteracting nonlinearity H '

and H{*

3GK, 27T
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(a) (b) (c)

FIG. 6. One-loop diagrams for T'{?.

Fig. 6. Note that the triplet propagator in Fig. 6(c) has
already been renormalized by the last diagram in Fig.
5(a). To perform the remaining propagator renormaliza-
tion, we denote the one-loop contribution to I'? by T'¢},
and find its leading (for K, — ) contribution from Eq.
(2.170b):

m-nDL_(p)—1]. (4.3a)

'in Eq. (3.3), while the second term is due to H'®

. To renormalize the propagators in Eq. (4.3a), we use I‘m itself and the corresponding one-loop contribution

to I''?). The latter we denote by F(,,zl’, and near the proposed FP we find from Eq. (2.17)

r3e,m=0,G*K2nrT [
Pln=1

The renormalization of the second term in Eq. (4.3a) does
not contribute to leading order. For renormalizing the
first term, it is important to realize that the factor of X is
not a vertex, but rather was generated from a triplet
propagator by the mechanism discussed in point (1) in
Sec. III A. Therefore, this factor of K, must be renormal-
ized. Moreover, its renormalization is momentum and
frequency dependent, and must be considered under the
integrals. Denoting these two-loop contributions to I'{*’
by (6) we obtain

Il =T (5,1 O0() . (4.4)

This somewhat surprising result can be confirmed by con-
sidering the integrals themselves. Since we are only in-
terested in UV-divergent contributions to I'{?, we can
neglect the second term in square brackets in Eq. (4.3b)
as well as the frequency dependence of the first term. If
we use the remaining expression for I'\}(k,0) in Eq.
(4.3a), the integrals can be rearranged to give an expres-
sion identical with Eq. (4.2a) (apart from terms which
vanish near the FP). Combining Egs. (4.2b), (4.4), and
(2.17b), the final result for T'}?’ to two-loop order near the
proposed FP is

D,,(p)D,,+m<k+p)—H + 3 2

m—1 W,
D;(p)D, ;,,(k+p) (4.3b)
n=1 n n
k? 3(_; t
ry(k,m)=—+Ho, —H —
o (k,m) G o, vl
2
+Ho 3 5’— G[1+eL,+eln(GHw,,)
m8€2 H t m

—3e/2]1+0(%G?) .
(4.5)

Note that the diagrams associated with the renormal-
ization of the triplet propagator in Fig. 6(a) are given in
Fig. 3 and they are not in the theory defined by Eq. (4.1).
This is the exceptional case mentioned earlier in this sub-
section. Following the proof of the first theorem in Sec.
IIT A, it is clear that this diagrammatic ‘“‘accident” can
only happen with insertion diagrams. For skeleton dia-
grams, power counting works and the proofs in Sec. IIT A
hold. Therefore, we can safely use Eq. (4) to generate all
skeleton diagrams and then use lower-order results to
evaluate all insertion diagrams.

The K, renormalization can be computed by consider-
ing P*. In fact, using arguments very similar to those
that led to Eq. (3.6b), the K, renormalization can be relat-
ed to a four-point function to be calculated with the same
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effective Hamiltonian as in Egs. (3.6b) and (4.1). to see

this, we follow Sec. III B and we write
PP (k,m)= (g 24(k)g4k)* )

— [ x aa ~aa & (H(S))zn H12)+H(4)
—<qm(k)qm K)* 3 W) ,

n=0

(4.6)

A=—KG%,sT 3 [ (=17 :,i”"(pl)q,,+,',,,,,](p1+k)‘q::1;j2i'(p'1

’

fayiyjin} PPy

and

=KXG%,2¢T 3 [ (—1)"g

{a,iy,j.n} PP}

To make a connection with the results of Sec. II we
evaluate Eqgs. (4.8) in the Gaussian approximation which
corresponds to the one-loop theory for I'\?. To leading
order as K,— «, A;+ A, gives Eq. (4.3b). Diagrammati-
cally, we show this one-loop contribution in Fig. 7(a).

At two-loop order we again have two-types of contri-
butions: (i) propagator renormalizations in the one-loop
result and (ii) new skeleton diagrams. The propagator re-
normalization class can be computed by using Eq. (4.3a)

QOC)

(a)
(c)

FIG. 7. (a) One-loop diagram for I"{?. (b) Two-loop skeleton
diagram for I'{*. (c) One-particle reducible diagram arising
from the skeleton diagram in the effective-field theory.

i
nnl (pl)qn+mn
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Now, the difference with Eq. (3.6a) is that the diagonal ¢
fields in (H'®)?" can be contracted with the external or
end-point q fields. Again, using simple combinatorial ar-
guments, the leading (as K,— o) order result for
[2(k,m) is

r'2(k,m)=(k2/G)+(H +K,)o, +A,+4,, 47
where
aay, joiy ):‘1;1"1 k)')H +Hy
(4.8a)
acy,j; a)ili; adyiyjy o\ WHPHH
(p1+k)*g,. " (p1)*g,. .1, (k—pi)). N
(4.8b)
[
in Eq. (4.3b). Denoting this contribution by F‘,?z)a, we ob-
tain
2
I, (kym)=—K, G %0, - | 2t
t2a (2 862 H

1+ %[L, —Ln2+21n(GHw,,)]

+ 519+ (72/12) =2 In2 + (In2)?]

(4.9a)

Note that A; and A, in Egs. (4.7) and (4.8) have a prefac-
tor of w,,. This implies that none of the internal frequen-
cy sums in Eq. (4.8) can be finite sums bounded by the
external frequency w,,. Therefore, the mechanism by
which skeleton diagrams contributed to I'(? [cf. the re-
mark following Eq. (4.2b)] is not effective here. However,
there is another mechanism. If the second term in Eq.
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(3.7b) is at the external wave number and frequency (here
k,®,,), then it should be interpreted as a one-particle re-
ducible diagram and it does not contribute to I'{*". For
this case the two terms in Eq. (3.7b) do not cancel as
K,— «. In terms of diagrams, this is shown in Figs. 7(b)
and 7(c). K,— o is equivalent to replacing a dashed line

2

t

— .,
r'3,(k,m)=K,G*—-

{1+ €[In(GHw,,)— 1L In2]+€[ — 1+ /48+ L(In2)?]} .
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by a point. In this case the diagrams in Fig. 7(b) are of
equal magnitude but of opposite signs and they cancel
each other. However, Fig. 7(c) [which is contained in
Fig. 7(b)] does not contribute to I'{?) because it is a reduc-
ible diagram. Denoting the remaining contribution to
I'{* by '), we obtain

(4.10)

Combining Egs. (4.9), (4.10), and (2.17), the final result for I'?>) to two-loop order near the proposed FP is

k? G |K
F(,Z)(k,m)=—G—+(H+K,)wm —K,wm? Ft
5G2 | K,
TRenSea '

The two-loop term of O (1/€*) was determined before'®
as a check of renormalizability.

We conclude this subsection by reviewing the four
mechanisms by which the conclusion that Hy is of or-
der (K,)° can be avoided. We argue that none of these
mechanisms invalidate the proof of s =0 in Sec. III B.

(i) Finite-frequency sums with an upper limit of exter-
nal frequency. This mechanism is argued to be irrelevant
for the s =0 proof following Eq. (3.7).

(ii) The second term in Eq. (3.7b) can be at the external
wave number and frequency. In this case [as explained
following Eq. (4.9)] it should be interpreted as a one-
particle reducible diagram and, consequently, the two
terms in Eq. (3.7b) do not cancel. It is clear that this can-
not happen in the disorder renormalization in P{?’ be-
cause in this case all reducible diagrams involve only the
propagator D.

(iii) The breakdown of Eq. (4.1) discussed following
Egs. (4.1) and (4.5). These diagrams are insertions. For
the disorder renormalization there are no relevant
skeleton diagrams because (i) and (ii) are not operative.
Therefore, insertions are irrelevant for g.

(iv) Insertion diagrams with finite-frequency sums with
an upper limit on internal frequency. Again, insertions
are irrelevant for the disorder renormalization since no
skeleton diagrams exist.

B. Two-loop RG flow equations and scaling

We now use the renormalization procedure described
in Sec. II B to determine the RG flow equations to two-
loop order. From Egs. (2.24b) and (2.24d) together with
Egs. (4.5) and (4.11) we find the renormalization con-
stants to leading order for K'— co:

{1+e[— 3L, —iLIn2+In(GHw,,)—++7*/48+ LIn2+ 1H(In2)’]} +0 (%G ?) .

(4.11)
I
Zy=1+ -y +—-p2A1+€)+0(g?) (4.122)
H 4€y 862 8 5 .

1 5
Z,=1+;y+@y2[l+e(1—301,——2%)]+0(g2). (4.12b)
This yields the following flow equations:

dh_ 3 3,2 3
b-‘;b———hfy +hiy“+0(g°), (4.13a)
dy’ —a 1 3,2 15,2 3
b——Jb——yﬂy +y, 3yl -y, By*+0(g?), (4.13b)
dy _ 1y21 3,37 _ 1543 4
E—_ey+7y +3°L—Ly’+0(g" . (4.13¢)

Comparing with the criteria given in Sec. III A, we see
that Eq. (4.13a) is consistent with the FP scenario, but
Egs. (4.13b) and (4.13c) are not. The reason is the loga-
rithmic term at two-loop order, the mathematical origin
of which has been extensively discussed in Sec. IVA. We
note that the power-counting arguments used in Sec. III
are insensitive to these terms, so that they can only be
found by an explicit calculation. We also note that the
terms proportional to /., which appear in T'\?), cf. Egs.
(2.25d) and (4.11), are absent from the flow equations due
to nontrivial cancellations.

For a discussion of Egs. (4.13), let us first ignore the
two-loop terms. Then Eq. (4.13c) shows a trivial fixed
point at y =0, and a nontrivial one at y =y *=4e+0(€?).
The flow in the g —y, plane is shown schematically in
Fig. 8(a). For subcritical values of y°=y(b%) <y*, the
RG flow approaches the axis g =0 representing the clean
Fermi liquid. For y°=y*, the flow approaches the stable
FP at g =0, y,= «. For larger values of y°, y, reaches
infinity at a finite-length scale. We note that this does not
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FIG. 8. (a) Schematic flow diagram for the FP scenario. The
circle denotes a Fermi liquid FP. The crossed circle denotes the
nontrivial FP y*=4¢ with y as defined before Eq. (2.22a). (b)
Schematic plot of y as a function of / =1nb for three different in-
itial values y° corresponding to the three trajectories in (a).

signalize a deficiency of the theory, but is simply due to
the fact that in this regime Eq. (4.13¢) is not an adequate
representation of the RG S function. The same
phenomenon is found in the noninteracting localization
problem, where an approximate expression for the B
function on the insulating side is known.!” In Fig. 8(b)
we schematically show y as a function of the scale / =Inb.
For y°<y*, y decreases on a scale /~1/¢, and ap-
proaches zero for /— . For y°>y*, y diverges at a
finite scale / ~1/¢. Ignoring the two-loop terms, we thus
have a consistent interpretation of our results in terms of
a transition where the spin-diffusion constant vanishes.
The correlation length exponent is found by linearizing
Eq. (2.22d) about the FP y * =4e¢. This yields

v=—i—+0(60) . (4.142)

We denote the dimensionless distance from the FP by
t=|y —y*|, and at zero temperature we choose b =t ",
Then h diverges as h ~t* (this defines the exponent «),

with

k=34+0(e) . (4.14b)

The exponent « determines the divergence of the
specific-heat coefficient y =limy_, ,C /T, where C is the
specific heat. y is given'® by y~y(2/7Np)h~t ™",
where y, is the free-electron result. Furthermore, the
static spin susceptibility is given by'’
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Xs ~XA2/7Ng)h +k,)=2/m)h(1+y /g)~t 7 .
Here X? is the Pauli susceptibility, and

y=k+v0=4+0(e) . (4.14c)

We also determine the behavior of the spin-diffusion
coefficient in the scaling region. The time scale in the
triplet channel is determined by the scaling behavior of
k,, cf. Eq. (2.25d). As in Eq. (2.23), we must remember
that g is dangerously irrelevant. The dynamical spin-
diffusion coefficient obeys the scaling law

D,(g,t,0)=b"<"7/"D_(gh % tb" /", wb?**/*) . (4.15a)

In the static limit, and using D,(g —0)~1/g, we find

D,(t)~t7, (4.15b)
where ¥ has been given in Eq. (4.14c). Alternatively, Eq.
(4.15b) follows directly from Eq. (2.23b). We note that
due to the identity 6=¢, the exponents describing the
vanishing of D, and the divergence of x,, are the same.
At the FP we find

Dy(0)~o?/®* . (4.15¢)
We note that the last result is of somewhat formal nature.
In view of the different time scales we encountered, the
physical meaning of the dynamical exponent is not quite
clear.

In contrast to these nonzero exponents which charac-
terize the spin system, the exponents for the conductivity
and the DOS both vanish, as has been shown in Sec. III.
We reemphasize that at this point we cannot tell whether
a vanishing exponent means noncritical or discontinuous
behavior.

In order to determine the scaling behavior at nonzero
temperatures, we need a relation between T and b. Let us
denote the scaling dimension of T by [T]. Dimensional
analysis of the term proportional to H in Eq. (2.4) shows
[T]1=2+«/v, where k is given by Eq. (4.14b).?° The tem-
perature dependence at the FP of the quantities discussed
earlier can therefore be obtained by the replacement

t——>T1/(2V+K) . (4.16)

Let us now take the two-loop terms in Egs. (4.13) into
account. This changes the picture qualitatively. For
g —0, I, grows beyond limits, and the FP is destroyed.
Furthermore, even for y°<y* the trajectories do not ap-
proach the trivial Fermi-liquid fixed points anymore, but
rather y, diverges at a finite (f) length scale /,~1/€"2.
The trajectories in the 1/y, —g plane are shown schemat-
ically in Fig. 9(a). The behavior of y(I/) is shown
schematically in Fig. 9(b). Note that for y®<y*, y first
decreases on a scale / ~1/€ before it turns around and
diverges at the larger scale [, ~1/ e,

It is evident from this discussion that at least for small
€ the different length scales are well separated, and the
flow follows the trajectories of the FP scenario a long way
before it is driven away by the logarithmic terms at a
length scale /,. The corresponding finite-temperature
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FIG. 9. (a) Schematic flow diagram for the suppressed non-
trivial FP. (b) Corresponding plot of y (/).

scale, where deviations from scaling will become mani-
fest, is

Ty=Toexp[—ce *2+0(e" /)], (4.17)

where c is a numerical factor of O (1) and T, is a temper-
ature corresponding to the microscopic length scale b,.
At least close to d =2, we are thus guaranteed the ex-
istence of a scaling regime, where the system shows inci-
pient spin localization. In this regime the observables
like D, y, and x, scale with the exponents given above.
We have thus identified the exponents of the FP scenario
as “effective exponents” which describe the system in a
scaling region close to the suppressed spin localization
FP. At asymptotically large length scales, [ >! s Or
asymptotically low temperatures, T < T/, scaling ceases
to be valid. Rather than undergoing a phase transition,
the system crosses over to some other behavior. The na-
ture of this asymptotic regime cannot be explored with
our present technique.

We close this section with two remarks. (i) Ind =3 it
is a priori unclear if the time scales are still separated and
if there is any scaling region. However, there is some ex-
perimental evidence for a near instability in the spin
transport of the kind discussed above even in three-
dimensional systems. We will discuss this in Sec. V. (ii)
Our result that the FP is suppressed lifts the ambiguity in
the interpretation of the vanishing exponents for the con-
ductivity and the DOS. Since there is no phase transi-
tion, a discontinuity can be ruled out. The only remain-
ing interpretation is that the conductivity and the DOS
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are noncritical throughout the scaling region around the
near instability in the spin system.

V. DISCUSSION

A. Interpretation of results

Let us summarize our results. The one-loop
analysis® ~%1%19 of the model considered here suggests the
possibility of a phase transition. While initially the corre-
sponding FP was thought to describe a MIT,’ it has been
suggested that it could instead be related to an instability
in the spin system.2! Our results show explicitly that the
former interpretation is incorrect. We have used power
counting to show that necessary conditions for the ex-
istence of this FP are fulfilled to all orders in a loop ex-
pansion. Indeed this proves the existence of the FP apart
from possible logarithmic terms which cannot be dis-
tinguished from constants by means of power counting.
We have then shown by an explicit two-loop calculation
that logarithmic terms do appear, starting at two-loop or-
der, which suppress the FP. We note that the main argu-
ment for a MIT in Ref. 7 was the fact that the quasiparti-
cles were found to be localized. The suppression of the
FP eliminates the basis for this interpretation. Since
there is no phase transition, no degrees of freedom are ac-
tually localized. We therefore believe that the only possi-
ble interpretation of our result s =0 is that of an uncriti-
cal conductivity. The physical picture which emerges is
as follows. With increasing disorder at zero temperature,
spin diffusion in the Fermi liquid slows down. As the
(bare) disorder approaches a critical value, which is pro-
portional to the inverse (bare) interaction strength, the
system enters a critical region which shows all signs of an
incipient spin-localization transition. The spin-diffusion
constant scales towards zero, and the magnetic suscepti-
bility and the specific-heat coefficient scale towards
infinity. The corresponding exponents have been calcu-
lated in Sec. IV B. Throughout this scaling region, the
charge-diffusion constant or the electrical conductivity
and the density of states at the Fermi level are decoupled
from the spin dynamics and show no critical behavior.
With further increasing disorder, scaling ceases to be val-
id before the spin system reaches an actual instability.
Instead of entering a spin-insulator phase, the system
crosses over to some as yet unexplored regime character-
ized by slow-spin transport.

In physical terms we interpret our results as follows.
The correlations in the repulsively interacting Fermi sys-
tem tend to localize the electronic degrees of freedom.
This is why the critical disorder is proportional to the in-
verse interaction strength. This localization tendency is
most pronounced for the spin, whose diffusion coefficient
decreases monotonically. The resulting slow-spin fluctua-
tions in turn have a tendency to increase the charge-
diffusion coefficient.?? For the latter, localizing and delo-
calizing tendencies keep a balance, so that the charge
transport is not critically affected by the slowing down of
the spin dynamics. If we ignore the suppression of the
spin-localization transition for a moment, this means that
the system enters a metallic phase which is a spin insula-
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tor. This means that the strong correlations have created
an environment with local preferred spin directions.
Charge and, therefore, mass are still mobile, and the elec-
trons adjust their spin to the local environment as they
move around. One might call this system an itinerant
random magnet. In reality, the spins do not quite under-
go a phase transition. However, the correlation length
becomes exponentially large, and so one still expects
domains of preferred spin directions which fluctuate only
very slowly. This picture is consistent with earlier impli-
cit suggestions,? and bears a remarkable resemblance to
the concept of spontaneous formation of local magnetic
moments discussed recently by Milovanovich et al.?*
The model under consideration, Eq. (2.2a) with a short-
range interaction potential, is a generalization of a Hub-
bard model with disorder. One would therefore expect
that at least some properties even of the effective model,
Eq. (2.4), are very similar to those of a Hubbard model.
We note, however, that in Ref. 24 off-diagonal disorder
seems to play an important role. In addition, in the
present model the Cooper channel has been omitted,
whose inclusion could introduce a stronger tendency to-
wards localization. The relation, if any, between these
two approaches is therefore not quite clear. With further
increasing disorder, one expects the system to undergo a
MIT. We expect the detailed properties of this transition
to be severely influenced by the slow-spin dynamics. It is
therefore not clear that this transition will fall into one of
the known universality classes.*® In order to study the
MIT, one has to consider the coupling between charge
and spin degrees of freedom (since k, does not actually
diverge, this coupling is nonzero). It is conceivable to do
this by keeping next-leading terms in the expansion for
large k,, the leading terms of which we have used in this
paper. However, our present RG technique does not per-
mit us to study the far side of the (suppressed) FP. A
description of the region of slow-spin transport, and
eventually of the MIT, will therefore require a technically
different approach.

Before we discuss the experimental situation, we men-
tion those points which might preclude a direct compar-
ison between our theory and experiment. (i) All of our
conclusions are strictly valid only in d =2+¢€ dimen-
sions. Little is known about the convergence properties
of the € expansion (presumably they are poor), and any
application to d =3 is somewhat speculative. (ii) We
have used a short-ranged model interaction. (iii) We have
neglected the Cooper channel. These two approxima-
tions have been discussed in Sec. IT A.

B. Discussion of experiments

Most experiments performed so far have concentrated
on the MIT.? In this context the value of the conduc-
tivity exponent s has given rise to much discussion.
While in most classes of materials s =1 is observed, un-
compensated multivalley semiconductors show s <1.
The most well-known case is Si:P with s=0.5.2° Such
small values of s pose a formidable theoretical problem.
Wegner scaling,'* s =ve, together with the rigorous

bound”” v>2/d, implies s>2 in d =3 There is one
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known mechanism to avoid Wegner scaling for the con-
ductivity. It is related to a dangerously irrelevant vari-
able’ and has been discussed in this paper [cf. Eq.
(2.24c)]. It was a promising suggestion?® that uncompen-
sated semiconductors might be in a universality class
with 6#0. However, in the light of the present results
this seems very unlikely. Since the system avoids the FP
with 60, it is hard to imagine that the scenario could be
successfully repeated at larger disorder. The experimen-
tal findings on this point are thus at odds with very well
established theoretical results. It is of course possible
that some exotic property of the regime of slow-spin
transport will lead to yet another mechanism for violat-
ing Wegner scaling, but at this point this is pure specula-
tion.

Let us finally discuss some recent experiments which
provide some information about spin transport in the me-
tallic phase and thus relate more directly to our calcula-
tion. Ikehata and Kobayashi?® measured the magnetic
susceptibility y in Si:P. They find a sharp increase of y at
low temperatures, even deep inside the metallic phase.
Indeed the anomaly seems to be more pronounced 50%
away from the MIT than very close to it, and no qualita-
tive change of the behavior was observed while crossing
the MIT. These results are consistent with a near insta-
bility in the spin system well in the metallic phase. Alloul
and Dellouve® studied *'P NMR spectra in Si:P, and
concluded that there is a fraction of spins which are lo-
calized even in the metallic phase. This fraction mono-
tonically increased through the MIT. In interpreting this
experiment one should keep in mind that it may be very
hard to experimentally distinguish between our regime of
slow-spin transport and an actual spin insulator. Finally,
Paalanen et al.’! measured the specific heat of Si:P, and
compared the results with earlier data®? of the spin sus-
ceptibility for the same samples. They find that both x,
and y, as well as the Wilson ratio w =(x,/x°)/(v /y,),
increase at low temperature even in the metallic phase. w
eventually saturates at very low temperatures. Thereby
the saturation temperature seems to increase with de-
creasing donor density.

It has been argued®>3*2* that these experimental re-
sults cannot be understood on the basis of a theory which
concentrates on diffusive modes, but rather provide evi-
dence for the importance of electronic states deep below
the Fermi surface. We are not convinced that this is
necessarily the case. As we have discussed in Sec. V A,
diffusion physics is capable of spontaneously generating a
spin state which has much in common with local mo-
ments. We also stress that NMR is a local probe, so it is
not surprising to find a finite fraction of spins which ap-
pear to be localized. If there was a local probe of charge
transport, one would see a finite fraction of electrons
which appear to be localized on either side of the MIT.
The number of ‘localized’ electrons would depend on the
length scale one is looking at.

Let us go back to the measurement of the Wilson ratio,
and discuss in detail what we would expect to see based
on our theoretical results. Combining Egs. (4.14b) and
(4.14c¢), we get at zero temperature

Wt (5.1)
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where 6=¢ we know exactly from Sec. III B. For v we
can use again the bound?’ v>2/d. Therefore we find
that in three dimensions at zero temperature, w increases
with an exponent which exceeds 2 as we cross the scaling
region coming from the spin metallic side. Scaling will
stop, and w will show some different behavior once a sep-
aration

t;~by~exp[conste *2+0(e*?)]

from the suppressed FP has been reached. For fixed
t << 1, w will increase with decreasing temperature as

w~T™*, (5.2a)
Ov €/2
= = , (5.2b)
B c  1+3¢2+0()

according to Eq. (4.16). At ¢ =0, scaling will cease to be
valid below a temperature Tf~t}"’+“. At t =0 with de-
creasing temperature, w will cross over from the behavior
shown in Eq. (5.2) to the constant value given in Eq. (5.1)
above the suppressed transition and to some unknown be-

havior below it. The crossover temperature obeys
—0/(d +«/v) —vO
T, ~t ", or

Tcr~t2v+x=t(2/£)[l+0(e)] . (5.3)

This behavior is summarized schematically in Fig. 10. In
an experiment like the one in Ref. 31, one scans this dia-
gram for a given donor concentration along a vertical line
as indicated in Fig. 10. We thus expect w to increase
with exponent u, and then to saturate at a temperature
T,,. The results of Ref. 31 are consistent with this expec-
tatxon with an exponent p=~1. The value of T, in Ref.
31 seems to increase with decreasing donor concentra-
tion. This is consistent with our interpretation if we as-
sume that all three samples studied were on the “spin-
insulating” side of the suppressed spin-localization transi-
tion. Since the highest donor concentration was only
25% above the MIT, this is entirely possible. It is also
consistent with our scenario that no qualitative change in
the behavior of w was observed in going from the metallic
to the insulating phase.

We find this qualitative agreement very encouraging,
and suggest the following experiment to further test the
theory. Systematic measurements of w in the metallic
phase should yield a “critical” donor concentration n*.
For n >n*, the saturation temperature T, should de-
crease with decreasing n; for n <n* it should increase.
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FIG. 10. Schematic plot of the scaling region predicted for
the Wilson ratio. In the shaded region scaling breaks down.
The behavior in the region denoted by “?” is unknown. The
vertical lines show the path followed in an experiment when the
temperature is lowered at fixed impurity concentration.

Both w(T) and T, (t =|n/n*—1|) should scale with ex-
ponents given by Egs. (5.2) and (5.3), respectively. Since
0 is known exactly, this will be sufficient to determine v
and k. Furthermore, the saturation value w(7T <<T,)
for n > n* should scale according to Eq. (5.1). Since v is
known already, this will be a stringent test for our scaling
scenario.
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APPENDIX
Here we list the frequency sums in terms of which the one-loop result was expressed in Egs. (2.17b), (2.17d), and
(2.176):
I (p)—~— "s' ADpHp)+L 3 AD(p) , (A1)
1=1 =m
e=-1"5" | L _1|[aDF(p)—Gw K, Dp(pID,, _(k—p)]
2 am = |'m 1 1R D) m—1 p
1
+— 2 [AD}(p)+Gw K, D (p)D; 4 ,,(p+k)] . (A2)

I=1
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Ty :— z 1—L D,y (p)+ LDy (p) (A3)
p) Z m I+m\P m \p
m—1 ©
I3p=-1 'S L+ 3 |[[ADj4p)+GwK, D (p)Dy s (p+K)] , (A4)
dm | Sy m 5, '
G, "ol =&
BE)= K, | 3 ot 3 | THADIRID: (b K)+3AD{(PID 4 (p+K)]
=1 =m
G m—1 1 © s .
+7 M ;-&- > |[K,Di(p)D,,,,(p+k)+3K,D/(p)D, ,,(p+k)], (A5)
=1 I—m
m—1 12 oo 0
J;(p)=— 2 —+ 2 —ADIl(p GK' 2 D](p)D1+m(p+k)
=1 I=1
+Sk, '"z_l 3r2L 4L |+ 3 2= | | DipIDs 4 m(p+K)
4 I=1 m m? I=m
G m—1 © m—1 ©
+_KS 2 E Dl p)D1+m(p+k)+—K 2 z D[+m(p+k) (A6)
2 =1 m =m =1 m I=m
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