
PHYSICAL REVIEW B VOLUME 41, NUMBER 15 15 MAY 1990-II

Persistent photoconductivity and two-band effects in GaAs/Al„Ga, „As heterojunctions

R. Fletcher and E. Zaremba
Department of Physics, Queen's University at Kingston, Kingston, Ontario, Canada KTL3N6

M. D'Iorio
Division ofPhysics, Rational Research Council of Canada, Ottawa, Canada K1A OR6

C. T. Foxon and J. J. Harris
Philips Research Laboratories, Redhi ll, Surrey, RH1 5', England

(Received 26 September 1989; revised manuscript received 12 January 1990)

We have measured the mobility and individual subband electron densities of GaAs/Al Ga& „As
heterojunctions (with x=0.33) exhibiting two subband occupancy as a function of total two-
dimensional electron-gas density. The density is varied by means of persistent photoconductivity
using either red or infrared radiation. The latter is filtered to prevent electron-hole-pair excitations
in the GaAs. Different behavior is observed in the two cases which can be attributed to differing ex-

citation mechanisms. Infrared radiation leads to ionization of DX centers in the Al, Ga&, As while

red radiation preferentially leads to the excitation of electron-hole pairs in the GaAs. This latter
process continues until the acceptor depletion layer is exhausted, at which point DX excitations take
over. Detailed calculations (with no adjustable parameters) of the electronic structure provide a
good account of the observed electron areal densities in the two subbands as a function of total den-

sity for both types of illumination. The mobility is calculated with use of an estimate of the
ionized-impurity charge distribution based on a model in which the Si donors in the Al, Ga& „As
have both a shallow and a deep level. The general trends of the theoretical results are in good
agreement with those of the experimental data, but the calculated mobility tends to be too low in

absolute magnitude. The calculations indicate that complete ionization of all donors in the

A1„Gal As at saturation is incompatible with the observed density dependence of the mobility.
The theoretical results also show that the relative magnitudes of the transport and quantum life-

times for electrons in the two subbands depend sensitively on the illumination conditions. For ex-

ample, the second-subband transport lifetime can be roughly a factor of 2 greater (red) or smaller
(ir) than that of the first subband.

I. INTRODUCTION

The main purpose of this work is to extend previous
studies on persistent photoconductivity (PPC) in semi-
conductor heterojunctions and, in particular, to study the
effects of using photon energies v in the two regimes
hv(E (infrared) and hv) E (red) where Es is the ener-

gy gap of the GaAs in the junction. ' With infrared (ir)
radiation, the main effect is believed to be the excitation
of the so called DX centers " in the Al, Ga, „As to
produce electrons; the electrons are, at least in part, add-
ed to the two-dimensional electron gas (2D EG) at the in-
terface leaving positively charged donors in the
Al„Ga& „As. With red light this process can still occur.
However, the radiation can also be absorbed through the
production of electron-hole (e-h) pairs in the GaAs, ei-
ther in the cap layer or in the layer forming the junction.
In the latter case the pair is separated by the junction
electric field with the electron going to the 2D EG and
the hole neutralizing a negatively ionized acceptor in the
GaAs depletion layer. The two mechanisms, i.e., DX-
center ionization and e-h —pair generation, have different
effects on the electrostatic potential in the interface re-

gion and this, in turn, causes different variations in the
wave functions of the electrons in the 2D EG.

Ando' and Stern and Das Sarma' have theoretically
studied the effects on the electronic energy levels of
changing the 2D EG density nT (where the subscript
refers to the total density to distinguish it from the indivi-
dual subband occupancies) and changing the total areal
depletion charge density n, in the GaAs. They find that
the energy separation, E,o, of the first two subbands in-
creases with both nT and n„with the latter being a very
strong effect. In the present experiments we can increase
nT, leaving n, unchanged, by using ir radiation, or we
can decrease n, (with an equivalent increase in n T ) by us-

ing red light. By measuring the occupations of the first
and second subbands we have a sensitive probe of the
subband energy levels and their dependence on illumina-
tion conditions. In the present experiments the subband
occupancies have been obtained with high resolution and
the observed behavior as a function of illumination is well
described by the aforementioned excitation mechanisms.
In addition, the interpretation of the data was checked by
performing self-consistent electronic structure calcula-
tions which required, as input, values of nT and n, . In a
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previous paper' the latter was inferred from a compar-
ison of the observed subband density behavior with the
results of such electronic structure calculations. ' '
However, in this paper we have an independent method
to determine n, which enables the calculations to be per-
formed for the specific samples studied with no adjustable
parameters. The resulting good agreement between cal-
culations and experiment not only corroborates the pro-
posed excitation mechanisms but also attests to the accu-
racy of electronic structure calculations when carried out
for well-characterized heterojunctions.

The transport mobility also provides information about
the electronic structure through the onset of intersub-
band scattering. The observed density dependence of mo-
bility correlates well with the illumination data. In addi-
tion, the mobility provides information regarding the spa-
tial distribution of ionized impurities throughout the sys-
tem, and in particular in the heavily doped Al„Ga, „As
layer. In principle this distribution can be monitored as a
function of illumination via transport properties, thereby
clarifying the mechanisms of charge generation and loss.
In this work we have made an attempt to analyze our
data with this objective in mind, but at present a fully
consistent picture has yet to be achieved.

The main uncertainty in the calculations of mobility
stems from the incomplete knowledge of the ionized im-

purity distribution. We have assumed a reasonable start-
ing point before illumination to be one of thermodynamic
equilibrium in which the charge state of a donor is dictat-
ed by the position of the donor level relative to a common
chemical potential. Previous work has demonstrated
the existence of both shallow and deep donors, the latter
identified as the DX centers, and both species were in-
cluded in our model. By adjusting the depth of the deep
donor level and the ratio of deep to shallow donors, we
find that electrostatically consistent distributions are pos-
sible only for certain ranges of these parameters. Once
the distributions have been specified, the impurity-
induced scattering probabilities can be calculated and the
mobility evaluated.

In this model the neutral DX center are the source of
PPC. During illumination the photoionized DX centers
provide additional electronic scattering but the results in-
dicate that only a small fraction of the originally neutral
DX centers can be ionized, otherwise the final mobility
would be much lower than that observed. If we simply
assume that the number of scattering centers changes lit-
tle during illumination, the calculated and observed
mobilities show very similar behavior as a function of 2D
EG density. Although we cannot om'er a definite explana-
tion for why this assumption is reasonable, the good
correlation between theory and experiment does suggest
that the assumed ionized-impurity distributions are
indeed representative of the actual conditions in the
heteroj unction s.

In the course of the mobility calculations we have also
evaluated the transport and quantum lifetimes of both
subbands. These results show that the type of illumina-
tion has a strong effect, particularly on the upper sub-
band lifetimes which behave in completely different ways
in the two cases. In an earlier paper' we presented some

data of the subband quantum lifetimes as determined by
measurements of the Dingle temperatures. Although we
do not present such data in the present paper, the general
features of the experimental results on the mobility are in
accord with the theoretical predictions of the various life-
times and the discussion of them given previously. '

The rest of the paper is arranged as follows. In Sec. II
we describe our experimental techniques, and present our
experimental results in Sec. III, along with brief interpre-
tations of the important features. Section IV is devoted
to a detailed discussion of the theoretical aspects related
to the experiments, of the assumptions required in the
calculations, and of the comparison of the calculated re-
sults with experiment.

II. EXPERIMENTS

Most of the experiments were performed at a tempera-
ture in the range 1.2—1.4 K but on one occasion to be
mentioned later, limited data were obtained at 77 K. The
sample was located in a vacuum tight can with He ex-
change gas providing a thermal link to the liquid He.
Detailed results were obtained for three samples (see
Table I) chosen because in the dark only the first subband
is populated, but when illuminated a second subband be-
comes occupied. Two of the samples were from the same
wafer [labeled No. 1 (G130A) and No. 2 (G130B)]. We
have previously published some data from sample No.
1, ' and No. 3 (G131) is from the same wafer as a sample

investigated by Harris et al. ' The general behavior of all
the samples is similar.

Two light emitting diodes (LED's), about 25 mm from
the sample, provided the radiation. The red LED has a
peak emission at 665 nm and the ir LED peaks at 935
nm; both numbers are appropriate at room temperature
and will move to shorter wavelengths at low temperature.
To completely eliminate photons with hv&E, the ir
diode was used with a filter. It was found that a ten-
period GaAs/GaA1As superlat tice provided adequate
filtering in the sense that there was no evidence of e-
h —pair excitations. This was confirmed in later experi-
ments which used bulk InP (with a band gap of about 0. 1

eV less than bulk GaAs) as a filter; no difference was ob-
served between this and the superlattice. In contrast,
bulk GaAs was found to be an unsuitable filter since
e-h-pair generation in the GaAs of the heterojunction
was still observed to occur. Either the band gap of the
bulk material is slightly larger than that appropriate to
the junction, which permits some radiation above the
band gap to be transmitted, or radiation just above the
gap is not attenuated sufficiently. Nevertheless the
amount transmitted is only a small fraction of the total
and so provided an interesting case in which the observed
behavior is intermediate to that found with either red or
ir illumination. This is discussed in more detail later.

The diodes were activated by current pulses of known
duration. After each illumination, various data were tak-
en beginning with the zero-field resistivity. To obtain the
total carrier density nz-, the Hall resistivity p was mea-
sured at about 100 points, typically over the range of
0.15—0.95 T for sample 3 and somewhat higher for sam-
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pie 1. The lower limit satisfied car') 1 (with co the cyclo-
tron frequency and r' the transport relaxation time) so we
expect p~ =8/nTe. At the upper limit the quantum os-
cillations in p~„are becoming large enough to affect the
quality of the straight line fits to the data. We also moni-
tored the de Haas —Shubnikov (dHS) oscillations, typically
over the range of 0.7—1.5 T for sample 3, to determine the
number of carriers in each band. In this paper we always
quote nT as derived from p~„data, no (the lower subband
density) from dHS data, and n, from nr —no. Our data
on n, as derived from dHS oscillations (when there are
enough oscillations to make this practical) are in reason-
able agreement with n T no (—typically + & 0. 1 X 10's

m ) but show much more scatter. It might also be not-
ed that the high-field condition on p, i.e., ~,r & 1, is ap-
propriate to the average transport relaxation time (r')
when both bands are occupied, and this is dominated by
the lower subband relaxation time ~0 for our samples. If
the upper subband electrons have a significantly different
relaxation time ~&, in particular much shorter than 70,
one might question whether n T

—no as obtained above is
a good measure of n, . We have investigated this point
within the two-band model of Wilson. ' We did this by
generating p~„data for various rI/ tend analyzing it ex-
actly as for the experimental data, i.e., assuming the slope
gives 1 lnTe We fin.d that for 0.2 & rI/rt & 10 we obtain

n, accurate to & 5% by this procedure (assuming no is
known), though for rI I7t & 0.2 the error in n, rapidly in-
creases. These checks suggest that the adopted pro-
cedure should be generally reliable.

It should also be noted that the measurements on each
sample were obtained with a number of cooldowns. Since
some variability with cooldown of the starting parame-
ters, e.g. , mobility and nT, was observed we have present-
ed data obtained on a single cooldown where possible so
that a consistent correlation of different parameters can
be made. This is obviously not possible for data taken
with red and ir illumination which require successive
warming and cooling and it will be noticed that in these
cases the starting points on some of the graphs are not
exactly the same.
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et al. have attributed a similar discrepancy in their data
to a parallel conducting path in the Al Ga, „As layer.
This model cannot be appropriate to the present samples
because the resistivity p, at high magnetic fields after il-
lumination with ir radiation, shows an accurate zero up
to n T -10' m in the case of sample 1 and up to about
9.5X10' m for sample 3. In addition, data on a sam-
ple from the same wafer of sample 3 (Harris et at. ')
shows a zero when saturated with red light and so we
conclude that the parallel conducting path is not present
in our samples. Fait et al. also observed an unusual be-
havior of the mobility as a function of nT which we do
not find in the present work.

The increase in nT with red light does not obey Eq. (1),
as shown in Fig. 1(b) for the three samples. Initially nT
increases very rapidly, but this stage abruptly ends and is
followed by a response which is 1—2 orders of magnitude
weaker. We believe the initial steep increase in nT is
caused by the generation of e-h pairs in the GaAs, where-
by the holes neutralize the negatively charged acceptors
in the GaAs depletion layer, and the electrons join the

III. EXPERIMENTAL RESULTS 6(i

Figure 1(a) shows the total carrier density nT in sam-

ples 1 and 3 as a function of integrated illumination time
for ir radiation. A reasonable fit to the points is obtained
using the equation suggested by Lacklison et al. , i.e.,

nr=nT+AnT[1 —exp( —kI)],
where n T is the initial density, hn T the maximum density
change caused by the radiation, I the integrated sample
irradiation, and k a constant. Lacklison et a/. have ob-
served similar behavior in their data and have suggested
as a possible explanation that the excitation of DX
centers proceeds as a random process and continues until
all centers are ionized. However, as noted by Lacklison
et al. , this interpretation is not entirely consistent since
the total number of Si impurities in Al Ga& As is much
larger than nT+hnT (by roughly a factor of 5). Fait

5 I I
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Total illumination (arb. units)

FIG. l. (a) Total areal carrier densities n T as a function of in-

tegrated ir illumination (in arbitrary units) for samples 1 and 3.
The data for sample 3 have been shifted by one unit along the
abscissa. The solid lines are the best fits to Eq. (1) of the text
and appear to give acceptable fits to the data. (b) Total areal
densities n T as a function of integrated red illumination (in arbi-
trary units) for all three samples. The unit of radiation is unre-
lated to that in (a). The data for samples 3 and 1 have been
shifted by 0.75 and 1.5 units along the abscissa. The solid lines
are the best fits with Eq. (1), using only data after the initial
abrupt rise; the quality of the fits is always much worse than for
ir illumination. Although the data are taken at various temper-
atures, all our results suggest that temperature (in the range up
to 77 K) has no e6'ect on observed behaviors.
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2D EG. This process ends when the GaAs depletion lay-
er has disappeared (presumably the acceptors remain ion-
ized in the region occupied by the 2D EG, extending a
few hundred A from the interface). If this explanation is
correct, then the initial areal depletion charge n, in the
GaAs is just equal to the initial abrupt change in the car-
rier concentrations in Fig. 1(b), and is about 0.55, 0.79,
and 0.73X10' m for samples 1, 2, and 3, respectively
(each +-0.05 X 10' m ). This technique seems to offer
a particularly simple and effective way of characterizing a
particular heterojunction with respect to n„' we have also
observed the same effects in samples with single-band oc-
cupancy. Of course, if the sample is partially compensat-

ed, this measurement provides the difference between the
acceptor and donor concentrations in the GaAs.

If the acceptors were confined to 1 JMm of undoped
GaAs, these results imply net impurity concentrations of
N, —(5—8) X 10 m . An alternative estimate of N, is

based on equilibrium considerations. The samples were
all cooled slowly and so, in the dark, one would expect
the chemical potential E„ to be the same throughout the
junction region. Since EF is pinned to the GaAs acceptor
levels well away from the junction, and to the bottom of
the conduction band (within 0.2 eV) at the junction, the
total band bending amounts to the energy gap E of
GaAs, i.e., about 1.5 eV. Assuming a uniform depletion
charge density N„ then E -N, W, e l2eeo, where W, is
the width of the acceptor depletion layer and e the dielec-
tric constant. Hence n, —(2E EeoN, le )' and so
N-(1. 5 —3)X10 m if we use n, as obtained above.
This estimate yields 8' —3—4 pm which is much larger
than the width of the grown GaAs and suggests that the
depletion layer must enter into the substrate. Which of
these two pictures, if either, is correct is difficult to de-
cide but the interpretation of the data as yielding a mea-
sure of n, is supported independently by the theoretical
calculations to be described later.

After the acceptor depletion layer has been neutral-
ized, the further production of e-h pairs by the red light is
followed by recombination and we can explain the con-
tinued increase of the 2D EG density only in terms of
DX-center ionization. In other words, further illumina-
tion should act in the same way as ir radiation and one
might expect an exponential rise in nT according to Eq.
(1). Figure 1(b) shows that this is not observed. Immedi-
ately following the initial abrupt rise, the increase in nz is
better represented by a straight line rather than an ex-
ponential. [It should be noted that the exponential fits in

Fig. 1(b) were made by neglecting the data below the knee
to better conform to the explanation presented above. ]
The behavior seen in Fig. 1(b) does not seem to have been
observed by Lacklison et al. in a study carried out at 77
K with 2.2-eV photons. We have also checked sample 1

at 1.2 K but the data show no significant differences and
so we present only 77 K data for this sample in Fig. 1(b).
As a variation on the experiment, we initially illuminated
sample 1 with red light but switched to ir immediately
following the abrupt knee. We were surprised to find
that the resulting nT as a function of illumination is very
similar to that obtained with red light in Fig. 1(b), i.e.,
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FIG. 2. The areal carrier densities n, for the two subbands as
a function of total density nT for sample 3 with ir illumination.
The lines through the points are from the calculations. The
vertical arrow at (7.95+0.5) X 10' m corresponds to the first
observation of n, for comparison with Fig. 4(b). Notice the
scale change for n, . The data were taken at 1.2 K.
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FIG. 3. As Fig. 2 but with red light.

even in this case Eq. (1) is not appropriate to the data.
Apparently prior treatment of the sample with red light
has modified the way in which electron generation by
DX-center ionization, or electron accumulation in the 2D
EG, proceeds.

Because we have measured the dHS oscillation fre-
quencies of the first band in our experiments, we have de-
tailed information about the densities of electrons in each
subband, no and n, (the latter being obtained from

nT —no as discussed earlier). Figures 2 and 3 show these
data for both ir and red illumination in the case of sample
3; data for sample 1 are similar. We do not have data for
sample 2 with red illumination, but those for ir are very
similar to that of Fig. 2. It is evident that the curves are
quite different for the two kinds of illumination, a feature
not apparent in earlier experimental results' which used a
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different technique to evaluate n, . With ir radiation, n,
increases smoothly with n T through the whole range, and

no shows a modest change of slope where n
&

begins to in-
crease. By contrast, with red illumination there is an
abrupt onset of n

&
followed by another abrupt change of

slope when n, reaches about 0.3X10' m, after which

n, changes only slowly with n~. The differences in be-
havior arise from the ability of the red light to decrease
the number of charged acceptors in the GaAs as men-
tioned earlier; for each photon absorbed a positive accep-
tor is converted to a neutral atom with an electron added
to the 2D EG. This process ends when all the acceptors
are neutralized and this corresponds to the change of
slope of n& versus nT. The details of this picture are
worked out in Sec. IV and confirm these interpretations.

We now turn to the variation of the transport mobility
(p) (the angular brackets implying an average over two
bands where appropriate) with nT The. relevant data are
shown in Figs. 4(a) and 4(b} for samples 2 and 3 (sample 1

is omitted because it is similar to sample 2). As with n,
and no the detailed behavior of (p) is seen to be quite
different for the red and ir illumination. In both cases,
the initial linear rise of (p) with nr is followed by a rap-
id decrease due to the onset of intersubband scattering
but the position at which this drop appears is at a much
lower value of nT for red illumination as compared to ir
(cf. Figs. 2 and 3 for the initial appearance of n

~
). This

difference in position is consistent with the model out-
lined above (see also Harris et al. ' }.

There are other differences that were not visible in ear-
lier data. ' For example, we see that the width of the re-
gion over which the mobility drops is much wider for ir
than for red. In a previous publication' we identified the
width of the transition region for the ir case as being a
measure of the width of the tail in the density of states at
the bottom of the second subband. For ir radiation this
width (measured from the maximutn to minimum of
(p) ) is very similar for all samples at about 0.9X10'5
m . On the other hand, the mobility drop for red light
is much steeper than for ir and occurs over the range
(0. 1 —0.2)X10' m . One might be tempted to con-
clude that the tail in the density of states is different for
the two kinds of illumination, but this inference is not
correct. The observed widths actually reflect the rate at
which EF—E, is changing with nT where EF is the 2D
EG Fermi level and E, the energy of the bottom of the
upper subband; as we will show in Sec. IV C, this rate is
much higher for red light and so the tail appears to be
much narrower. It should be noted that, with red light,
the effect of the end of the acceptor depletion layer neu-
tralization is also noticeable on (p, ). After the minimum
in ( p) one sees an initial rapid rise in ( p) followed by a
slower rate of increase [e.g. , Fig. 4(a) for sample 2 near
nr (6.6—6.8) X-10' m ]. This effect is also visible for
sample 3 but not for sample 1. For sample 1 the end of
the depletion layer coincidentally takes places as (p) is
dropping (i.e., coincident with the appearance of n, ) and
so the effect is hidden; this is consistent with the lower
value of n, for this sample. We note that the experirnen-
tal data are noticeably unstable in the region correspond-
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FIG. 4. (a) The measured mobility (p, ) as a function of total
areal density n T for sample 2 for both red (open circles) and ir
illumination (closed circles): the temperature is 1.2 K. The
vertical arrow corresponds to the first observations of n &. (b) As
Fig. 4(a) but fnr sample 3. The arrow is in the same position as
in Fig. 2.

ing to the end of n, which may be due to electrons from
the 2D EG falling back into GaAs acceptor levels, as a
consequence of the extended wave function of the upper
subband in the almost flat potential. Otherwise, except
when close to saturation, the data are extremely stable,
e.g. , the resistivity is constant to & 0.1% for time periods

I I

sample no. j. (red)
0

5-

7 8

n, (10 m )

9 10

FIG. 5. The measured mobility (p, ) for sample I as a func-
tion of total areal density with red light measured at 77 K. The
lines are meant as a guide to the eye; notice the change of slope
near nT =6X 10" m marking the end of the ionized acceptor
depletion charge.
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of the order of 12 h for T & 4.2 K.
Interestingly, it is much easier to detect the effect of

eliminating the acceptor depletion layer on (p) versus
nz- at higher temperature. Thus Fig. 5 shows an example
of such data for sample 1 at 77 K with red illumination.
We no longer observe any decrease due to the second-
band occupancy because the available thermal energy kT
allows this band to be populated much more smoothly as
a function of nz than at 1.2 K. However, we still observe
a discontinuity in the slope of (p) versus nr Th. is corre-
sponds to the abrupt knee in Fig. 1(b) for the same sam-
ple and signals the end of the GaAs depletion layer.
Below this point the depletion layer is shrinking and the
well is becoming broader as nz. rises. The opposite is true
above that point leading to the discontinuity in slope.

We would also like to emphasize a feature of the ir
data for sample 3 in Figs. 2 and 4(b) which was noticed
earlier with respect to sample 1. ' The electron density
n~ at which carriers are first seen in the upper subband
[indicated by the vertical arrow at 7.95X10' m on
Figs. 2 and 4(b)j corresponds to a point well beyond the
peak in (p) (which occurs at 7.25X10' m ). The gra-
dual decrease in ( p, ) due to intersubband scattering must
be associated with an increasing density of states in the
upper subband and yet over the range (7.25 —7.95) X 10'
m no carriers in the second subband are revealed by
Hall resistivity measurements, The same feature is also
present in the red illumination data in Figs. 3 and 4(a) but
is less obvious since the drop in (p) occurs over a nar-
rower range of nz-. However all data on all samples are
consistent with the result that n& does not appear until

(p) is approaching its minimum value.
We suggested previously' that this is due to the lowest

energy states in the upper subband being localized and
therefore not contributing to n~. There is another in-
dependent feature in our data which points to the same
explanation. If we expand the graphs of the initial abrupt
increase of nr as a function of red illumination [Fig. 1(b)]
we observe the results shown in Fig. 6. The data both
above and below the knee exhibit a good linear depen-
dence of nz as a function of total illumination except that
there is usually a distinct nonlinear region just below the
knee. The nonlinearity always appears just after the peak
in the (p ) versus nr curve and reaches a maximutn devi-
ation near the point of infiection of (p): the arrows on
Fig. 6 give the peak and valley positions of (p ) for each
sample. The effect is not visible for sample 1 because this
region straddles the knee of the illumination curve. The
nonlinearity is in such a direction that the observed n ~ is
sma11er than a linear extrapolation of lower illumination
data would lead us to expect. Again, the simplest ex-
planation for this feature is that some of the electrons are
in localized states at the bottom of the upper subband,
and these make no contribution to p and hence nz. Of
course, the same features could equally well result from a
very low mobility of the electrons in the tail of the upper
subband. One can make this more quantitative by noting
that the Wilson two-band model' referred to earlier pre-
dicts that the deviation of n~ from the linear extrapola-
tion varies from 0 to n, as co, ~', decreases from —1 to

« 1 (provided the high-field limit is satisfied for the elec-
trons in the lower subband, i.e., m, ro)&1). Detailed nu-
merical estimates suggest that p, must be less than about
1 m /Vs to produce the observed behavior. Since there
is a definite tendency for the points in Fig. 6 to recover
towards the linear extrapolation at higher total illumina-
tion the upper subband electrons must become more
mobile and enter the high-field limit as their numbers in-
crease.

IV. THEORY AND DISCUSSION

The interpretations that we have given for the various
experimental results (except for band tailing effects) are
supported by detailed calculations of both the electronic
structures and mobilities of the heterojunctions. As input
to the mobility calculations we require the distribution of
ionized charge in the Al„Gat „As; at the present time
we have incomplete knowledge of this distribution which
leads to uncertainties in the final results. Nevertheless,
some useful information concerning restrictions on the
arrangement and amount of ionized charge does emerge
from the calculations. Fortunately, these details do not
significantly affect the results of the electronic structure
calculations which are thus quite unambiguous; we deal
with this aspect first.

A. Self-consistent electronic structure

The electronic structure of the heterojunction was
determined using the density-functional method as de-

7.0
~ sample nc. 3 1.2K(ir with GaAs filter)
o sample nc.3 ]. . 2 ~

asample no. 3.4. 2K

6.5

CO

6.0

5.5
0.00 0.01 0.02 0.03

Total Illumination

0.04 0.05

FIG. 6. The total areal density nz (measured by p~ ) as a
function of integrated red illumination showing only data taken
near the end of the acceptor depletion layer (which is indicated
by the change of slope); lines have been drawn through the data
using least mean-squares linear fits to data below the knee (omit-
ting the nonlinear region) and above the knee [cf. Fig. 1(b)].
The horizontal scale has the same units as Fig. 1(b) and for clar-
ity the data for samples 1 and 3 (at 4.2 K) have been shifted to
the right by 0.01 units. All data are appropriate to the red
diode, except for sample 3 (closed circles) which were taken
with the ir diode and GaAs filter, a combination which leaks a
small of amount of red light. The pair of arrows on each set of
data correspond to the observed maximum and minimum values
of (p).
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d g;(z) + V,rr(z)g;(z)=E;Q;(z),
2m * dz2

(2)

where the electronic band mass in m*=0.067m, and
where the effective potential is given as a sum of electro-
static and exchange-correlation contributions:

scribed by Stern and Das Sarma' (SDS}. The
conduction-band offset at the AI„Ga& „As/GaAs inter-
face was taken to be 0.28 eV (Ref. 16) (0.68 EEg ) but the
results are not very sensitive to small changes in this
value since there is relatively little wave-function penetra-
tion into the barrier region. A spacer of width s separates
the region of ionized Si donors from the interface. To ob-
tain the electric field confining the electrons to the inter-
face, it is sufhcient to assume the ionized donors to have a
total areal density nd. Similarly the acceptors in the
GaAs are taken to have a uniform volume density N, and
to form a negatively charged depletion layer extending
out a distance W, from the interface with a total areal
density n, =N, W, . Red illumination data provides n„
and N, is estimated from the expression

N, =(n, e) /2Egeeo (Sec III.), e.g. , N, =2.40X10 m

for sample 3. The measured value of nT for the equilibri-
um condition of the junction then allows one to deter-
mine the corresponding density of the ionized donors
from the charge neutrality condition nd = n T+ n, .

The subband wave functions are obtained from a self-
consistent solution of the one-dimensional Schrodinger
equation

panding the ionized donor region in proportion to the
density of photogenerated carriers. The equilibrium (i.e.,
initial) value of nT in sample 3 is 5.6X10' m and this
is progressively increased to 10X10' m . The corre-
sponding areal donor density nd increases from
6.33X10' m to 10.73X10' m . In Fig. 7(a) we
show the subband energies Ep and E, relative to the Fer-
mi level as a function of nr. The subband separation E,p

increases with nT as a result of the narrowing of the
confining potential well and reflects the increasing inter-
face electric field due to the increasing donor charge den-
sity. The second observation of interest is the point at
which the second subband energy crosses the Fermi level
EF. In our calculations this occurs at a density of
7.4X10' m for sample 1 and 8.3X10' m for sam-
ple 3 which are somewhat higher than the respective
values of about 7.2X10' and 8.0X10' m, indicated
by the mobility data. However, considering the uncer-
tainties in some of the experimental parameters, particu-
larly n„as well as the theoretical approximations (e.g. ,
the local density approximation), the agreement is really
quite good and confirms that calculations of this kind do
provide a realistic description of the electronic proper-
ties. In Fig. 2 we also show the subband densities n p and

V,s(z) = VH(z)+ V„,(z) . (3) e-h DX

VH(z) is obtained from the solution of Poisson s equation

d VH [n'"'(z) —n (z)],
dz &&p

(4) —6-

where n'"'(z) represents the (positive) external charge
density in the junction and n (z }=g, n; ~ g;(z) ~

. The elec-
trostatic potential is screened by the GaAs dielectric con-
stant a=13.2. For the exchange-correlation potential,
we use the local density approximation as given by SDS.
The above parameter values yield an effective Bohr radius
a' =4meeofi2/m 'e =10.42 nm and an effective Rydberg
Ry'=m'e /32m e col =5.23meV.

Neither the dielectric constant nor the band mass was
allowed to vary through the interface. As shown by SDS,
such refinements are only of secondary importance. The
accuracy of our calculations was confirmed by a compar-
ison with their results. For example, we find a subband
separation of E]p =26. 11 meV and an average distance of
the electrons in the lowest subband from the interface of
(z )&=6.69' nm, using N, =3X10 m, n, =0.8X10's
m, nT=SX10' m, m*=0.07m„and @=13.0. This
is to be compared with the SDS values of 26.18 meV and
6.696 nm, respectively, for the same set of junction pa-
rameters.

The effect of illumination on the subband states is
simulated in the following way. ir radiation is assumed to
create positively charged centers in the Al Ga& „As and
are accounted for in the self-consistent calculations by ex-

sample no. 3

25-

8 2o-

15.
~I+I I

N 10-
I

5 ~

0
5 6 7 8 9

n, ( 10"m' )

FIG. 7. (a) The calculated subband energy minima Eo and E,
as a function of the total areal density nT for sample 3. The or-
dinate is given in effective rydbergs (1 Ry =5.23 meV) relative
to the Fermi level EF. The solid and dashed lines are for ir and
red illumination, respectively. In the latter case the vertical line

at 6.33 X 10' rn indicates the point at which the acceptor de-

pletion layer becomes exhausted, after which only DX-center ex-
citation is assumed to contribute to nT. (b) The mean distances
(z ), from the interface of the electrons in the two bands for the
same cases as Fig. 12(a).
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nI versus nT. As discussed in our earlier paper, '
n& is

suppressed as a result of the increasing subband separa-
tion E,o and explains why no displays only a slight kink
at the onset of second subb and occupancy. If the
confining potential was independent of density, the rate
of increase of no with nT would of course be one-half its
value below the onset point.

The situation of red illumination is modeled by initially
decreasing the width of the negative depletion layer in
the GaAs to compensate for the excess electron density.
Decreasing the interface electric field with increasing nT
leads to a decreasing subband separation as shown in Fig.
7(a) and as a result, the second subband first becomes oc-
cupied at a lower total density, 5.75X10' m in the
case of sample 1 and 6.0X 10' m in the case of sample
3. This is again in reasonable quantitative agreement
with the experimental data although now the theoretical
onset values are slightly below the experimental values.
A partial explanation might be that red illumination is
also ionizing DX centers in the Al, Gal „As as in the
case of infrared radiation. The illumination data [Figs.
l(a) and 6] show that this happens but with a much lower
efficiency than e-h-pair generation. Allowing for this
possibility in the calculations would shift second subband
occupancy to higher densities.

The maximum increase in n T achievable with e-h —pair
excitation is approximately the total depletion charge
density n, . For sample 3 this gives a limiting density of
6.33X10' m, slightly above the point at which the
second subband is occupied. By eliminating the depletion
layer the self-consistent potential saturates at a constant
value beyond the region of the electron gas with EF just
below this level. The fact that the electron density can-
not be increased further by this mechanism is presumably
due to the recombination of the generated e-h pairs and
corresponds to the saturation point observed in the il-
lumination data with red light. Since the confining po-
tential barrier on the GaAs side of the junction is reduced
considerably by this process, the second subband wave
function is much more extended than for the equilibrium
configuration. As shown in Fig. 7(b), its mean extent
(z), from the interface increases from 17.6 to 27. 1 nm

through the e-h -pair generation phase. The effect on the
first subband state is much less pronounced as it is
confined by the inner part of the potential and is less sen-
sitive to the electrostatic barrier provided by the de-
pletion layer. In Fig. 3 we show the subband densities
versus nT. In this case, the first subband actually depop-
ulates slightly when the second subband is being filled.
This result is in accord with the experimental findings.

Following completion of the e-h —pair generation

phase, nT continues to increase as a result of DX-center
ionization. The continuation of the curves in Figs. 7 and
3 beyond 6.33 X 10' m is based on this picture and is
again in accord with the observed behavior.

In summary, the electronic structure calculations per-
formed support the interpretation given to the illumina-
tion data. In particular, the good agreement in the
second subband onsets and variation of subband densities
with nT provide substantial evidence for the proposed ex-
citation mechanisms.

B. Junction electrostatic

As we have mentioned in the introduction to Sec. IV,
the calculation of mobility requires knowledge of the spa-
tial distribution of ionized donors within the
Al„Ga, „As. This in itself is a complex and difficult
problem and in an earlier paper we made the simplifying
assumption that the donor depletion layer contained a
density Nd of ionized donors equal to the Si doping densi-

ty and extending a distance 8'd into Al„Ga, ,As from
the edge of the spacer. This model may be appropriate to
a semi-infinite Al„Ga, ,As layer but is inadequate for
the real situation of a thin layer capped with another lay-
er of GaAs. In this latter situation one needs a more real-
istic estimate of the spatial distribution of ionized donors
for both the equilibrium conditions and also under il-
lumination.

To determine the equilibrium distribution of ionized
impurities we adopt a model' which invokes two species
of donors, the usual shallow hydrogeniclike states, and
also the deep DX center. The relative proportions of
the two types of donor, and their energies relative to the
conduction-band edge are important parameters deter-
mining the equilibrium junction properties, and both are
still subjects of ongoing research. We shall make the as-
sumption that on initial cooldown the junction is in ther-
modynamic equilibrium. There is some evidence' that
the DX centers cannot reach equilibrium below about 120
K but how this is to be included is unclear at the present
time. Along with the geometry related parameters listed
in Table I, we assume a conduction-band ofFset of 0.28
eV, ' a shallow donor density of N, d (with energy just
below the conduction-band edge), and a deep donor den-
sity Ndd with energy Edd, again referred to the
conduction-band edge. The total donor density
Nd =N,d+Ndd is taken to be equal to the Si doping den-
sity. In addition we assume EF to be pinned midgap at
the surface of the GaAs cap layer, and to be constant
throughout the system (i.e., a condition of thermodynam-
ic equilibrium). The self-consistent calculation of the

TABLE I. Sample parameters as determined during molecular-beam-epitaxial growth.

Al Ga& As

samples 1 and 2 (G130)
sample 3 (G131)

GaAs cap
Layer
(A)

200
200

0.34
0.33

%'idth
(A)

Si dopant
(10'4 m-')

1.32
1.34

Undoped
spacer

(A)

0
16.7

GaAs
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FIG. 8. The calculated position of the conduction-band edge
(relative to EF ) through the junction region for sample 3 with
Edd=180 meV under equilibrium conditions. The curve be-

0

tween 0—200 A is a simple triangular approximation and does
not take the presence of the electrons into account. The circles
represent deep donor levels which are either neutral (solid cir-
cles) or ionized (open circles); the shallow donors are completely
ionized and are not shown. Table II and the text give more in-

formation about this and other cases.

electronic states within the quantum well [as dealt with in
Sec. 4(a)] provides the position of EF relative to the con-
duction band at the Al„Ga~ „AslGaAs interface; this
value, together with the known charge in the GaAs (i.e.,
both electronic and ionized acceptors) determines the
electrostatic boundary condition at this interface. The
displacement field is taken to be continuous at all inter-
faces, and a dielectric constant of 12.2 was used for
Alo 33Gao 67As. Finally, we take the shallow donors to lie
above EF and therefore to be completely ionized; if this
were not so we would anticipate a problem with parallel
conduction in Al„Ga& „As which is not observed for
these junctions.

With the above assumptions one can solve Poisson's
equation and determine the position of the conduction-
band edge throughout the system for various values of
the parameters Ed„and N,d/Ndd. In our model there is
no solution for any value of N,d/Ndd when Edd &170
meV (for sample 3) because for this situation the interface
boundary condition dictates that the deep donors are
completely ionized and it is impossible to satisfy the
boundary condition at the surface of the cap layer. (As
we shall see later, a situation in which all donors in the
Al, Ga&, As are completely ionized is also incompatible
with the observed mobility. ) When Edd ) 170 meV, the
deep level begins to fall below E~ and a self-consistent
solution becomes possible for a particular value of
N,d/Nd„. This ratio increases steadily from a value of
0.13 at Edd=175 meV to about 0.5 at Edd=210 meV.
For Edd =180 rneV, N,d/Ndd-0. 27; the variation of the
conduction-band edge through the system is shown in
Fig. 8 for this case. Table II lists the widths and areal
densities of the various donor depletion layers for both
this case, and some other cases of interest.

The minimum value of Edd that we require, i.e., 170
meV, is much larger than the frequently quoted result of
about 100 meV which is based on the analysis of the
temperature dependence of the Hall resistivity in bulk
Al Ga, ~As. In our model E„d can be reduced only by
lowering the conduction-band offset. However, the value
of the offset is well defined experimentally' and so this
option seems to be untenable. It is possible that the
literature value of Edd is in error by a factor of 2 due to
ambiguities in the analysis. A recent analysis of similar
experimental data ' has raised the value of Edd to 140
meV, but this still falls short of our minimum require-
ments. It is also possible that there is actually a distribu-
tion of energy levels, and the thermal analysis is weighted
towards the shallower states. Nevertheless, the
discrepancy is unsettling and suggests that the model of
two discrete donor states is incomplete or unsatisfactory
in some way. The other parameter N,d/Ndd has a much
wider range of possible values, being sensitive to both the

TABLE II. Areal densities n (in units of 10"m ') and widths W (A) of the various donor depletion
layers together with the resultant mobilities (Iu ) for different values of the depth of the deep donor lev-
el Edd and ratio of shallow-deep donor concentration N,d/Ndd required for thermal equilibrium. The
results are appropriate to sample 3 in thermal equilibrium with a conduction-band offset hE, =280
rneV, 2D EG density n&=5.6X10"m, and spacer layer width s =16.7 A. The subscripts have the
following significance (c.f. Fig. 8): d1 the first completely ionized layer adjacent to the spacer; sd the
next layer with only shallow donors ionized; d2 the last layer reaching up to the cap/Al Ga& As in-
terface in which all donors are again ionized.

Edd (meV)

170
175
180
185
190
195
200
205

Wd l

35.3
21.8
13.3
6.6
0.8
0
0

4.73
2.92
1.79
0.88
0.11
0
0

213
240
257
271
282
286
288

Wdq

no equilibrium
3.2 152
6.8 138
9.1 130

10.9 123
12 ~ 5 117
12.9 115
13~ 1 112

nd2

solution
20.3
18.5
17.4
16.5
15.7
15.3
15.0

IX sd /~dd

0.127
0.269
0.359
0.430
0.491
0.506
0.514

(p) (m'/Vs)

4.99
5.61
6.29
7.17
8.45
8.62
8.55
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Al content and the sample preparation. ' At Edd =180
meV, the total ionized areal density is 2.8X10' m
which is larger than nT+n, =6.3X10' m (for sample
3, but the others are similar). Within this model, the
difference of 2.2X 10' m' m resides in surface states
at the surface of the GaAs cap. The density of neutral
donors, 2.5 X 10' m, which is presumably the source
of PPC, is much higher than the observed increase of 2D
EG density with illumination ( -0.5 X 10' m ). The
precise numbers will change for different assumed values
of E„d, nevertheless, there is an abundance of potentially
available charge to satisfy the observed PPC. The details
of what might happen under illumination are best left un-
til we consider the mobility, because this is no longer an
equilibrium situation and so goes beyond the scope of this
section.

C. Mobility

The mobility was calculated using the self-consistent
subband wave functions to evaluate transition-matrix ele-
ments. In view of the good agreement with observations
that has been found in Sec. IV A we believe these to be
very reliable and any errors in the final results must be
due to other sources. Details of the transport calcula-
tions are given in the Appendix. Here we restrict our-
selves to a summary of the assumptions and some of the
numerical results. In addition to the ionized donors, we
also take into account scattering by the ionized acceptors
in the GaAs but these have a negligible effect on the re-
sults. To obtain transport lifetimes we have used the for-
mulation of multiband transport due to Siggia and
Kwok. ' The scattering rates entering the Boltzmann
equation were calculated in the Born approximation us-

ing screened impurity potentials which are configuration
averaged.

Screening of the impurity potential is taken into ac-
count within a two-band model at the level of the
random-phase approximation (linear response theory).
This requires the calculation of the independent particle
density response function of the 2D EG which includes
both intrasubband and intersubband polarization process-
es. The intrasubband response function is the familiar
Stern result; an expression for the intersubband contri-
bution is given in Eq. (A15) and has been used previously
in other contexts. ' In evaluating the dielectric matrix of
the 2D EG [Eq. (A 1 I)] the self-consistently determined
numerical subband wave functions were used to evaluate
the Coulomb form factors F &(q) of Eq. (A12). Previous-
ly, we used variational wave functions for this purpose, '

but for the range of experimental conditions considered
in this work, the more elaborate calculations were found
to be necessary.

Table II shows the calculated (p) of sample 3, for
various equilibrium conditions determined by Edd, and
indicates the sensitivity to the spatial distribution of ion-
ized donors. {p } increases from 5.0 m /V s at Edd = 175
meV, reaches a maximum of 8.6 m /Vs at Edd =200
meV, and then decreases slowly at larger Edd. This main-
ly reflects the number of ionized donors in the region
closest to the interface ( W„,, n~, ) in that as the donor lev-

el is deepened the magnitude of the charge in this region
decreases. For Edd =180 meV, the ratio N, d/Ndd is 0.27
which is similar to the results obtained by Schubert and
Ploog ' for x =0.33. The resultant (p) (5.6 m /Vs) is
lower than that observed (10.7 m /V s) but it is difficult to
say whether this discrepancy can be completely account-
ed for by errors in the assumed charged distributions, or
whether some of it is inherent to the calculation; we will
return to this point later.

It may be of interest to indicate the relative importance
of the various donor regions in determining (p}. At
Edd =180 meV the three donor charge layers have densi-
ties nd, =2.9X10' m (complete ionization next to the
spacer), n,d

=6.8 X 10" m (only shallow donors ion-
ized), and nd&

= 18.5 X 10' m (complete ionization
again). If ( p) is calculated including each additional lay-
er successively, starting from the interface, one obtains
7.9, 6.0, and 5.7 m /V s. The slight decrease to the final
value of 5.61 m /V s in Table II shows the minor effect of
including the surface charge at the surface of the cap lay-
er. It is also clear that it is the fully ionized layer adja-
cent to the spacer that primarily limits (p). If this layer
is eliminated, e.g. , by increasing Edd to 195 meV, (p, ) is
then mainly determined by the ionized shallow donors
and becomes much closer to the observed value.

As a final point of comparison we have calculated (p }
assuming a uniform ionized donor layer with areal densi-
ty nd=nT+n, =6.3X10' m and width 47.2 A located
adjacent to the spacer (of width 16.7 A). These are the
assumptions made in our earlier paper' and yield 5.0
m /Vs. This is similar to the result obtained in the
present more realistic case with distributed charge (hav-
ing a total density of 28.3 X 10' m ).

We now turn to (p) versus nr as observed under il-
lumination. In the case of ir radiation, we recall that we
have associated the PPC effect with the ionization of deep
donors, i.e., DX centers, in the Al Ga, As. Under
equilibrium conditions, our model leaves about 2.2X 10'
m available for this process, which far exceeds the ob-
served density increase in the quantum well of about
0.5 X 10' m . There are a number of possible reasons
why these numbers are so different.

(i) All remaining deep donors are ionized but the ma-
jority of electrons go to the surface of the GaAs cap lay-
er.

(ii) The model overestimates the number of neutral
deep donors remaining, or not all remaining donors can
be ionized.

(iii) All deep donors are ionized but most of the photo-
generated carriers remain in the vicinity of the ionized
impurities. Since we do not observe any parallel conduc-
tion in these samples these carriers cannot be in the con-
duction band but must be trapped near the donors. In
this event possibility (iii) is equivalent to (ii) in its conse-
quences. It should be pointed out that a barrier prevents
such recapture in bulk samples at low temperatures; we
have no direct information about what happens in hetero-
structures.

Possibility (i) is the simplest to check. In the calcula-
tion we allow the remaining DX centers to be uniformly
ionized with a fixed proportion (-20%) going to the
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quantum well so that by the end of the illumination pro-
cess all donors are ionized. Curves la and 2a in Fig. 9
correspond to this scenario with two values of E„d for
sample 3. They are clearly in poor agreement with the
observations in Fig. 4(b); in particular (p ) at the end of
the process is a factor 4 lower than observed and this is
just the case where the calculation should be the most re-
liable since there is no ambiguity in the charge distribu-
tion. These results appear to rule out the possibility that
the final number of ionized impurities is equal to the Si
donor density in the Al„Ga&, As.

The other possibility (ii) [and (iii) which is equivalent
for our purposes] is modeled in two ways. In the first, the
remaining deep donors are uniformly ionized to the ex-
tent required to provide the increase in electrons in the
quantum well and the process ends when about 20% have
been ionized. This results in curves 1b and 2b, Fig. 9,
again for two values of Edd. Finally we produce curves
1c and 2c under the assumption that the donor distribu-
tion remains fixed as a function of illumination. This is
equivalent to our previous calculation' and might appear
to be unrealistic but it could correspond to a redistribu-
tion of ionized donors. All these four curves represent
the trend of the data much better and suggest that the
number of ionized impurities is hardly changing with il-
lumination. In Fig. 10(b) we present our results for sam-
ple 3 under red illumination. As we have already dis-
cussed (Sec. IV A), we assume that in the initial e-h —pair
generation phase the acceptor depletion layer is eroded,
and this is followed by DX-center ionization up to satura-
tion. We show the results only for possibility (ii) dis-
cussed above with Edd = 180 meV and allow ionization of
the deep donors to the extent required to provide the
electrons in the 2D EG. We have also included the
equivalent curve from Fig. 9 appropriate to ir illumina-
tion for comparison purposes.

Finally in Fig. 10(a) we present the calculations for
sample 3 but only for the case comparable to sample 3 in
Fig. 10(b) as discussed in the previous paragraph. In this
case we used Edd =205 rneV and N,d/Ndd=0. 2 since
there is no consistent solution satisfying the electrostatic
boundary conditions for values of Edd less than about 205
meV. This is due to the slightly larger band offset (0.29
ev) and zero spacer width.

In all the above cases the discontinuity in the calculat-
ed (jtt ) indicates the onset of intersubband scattering and
is a consequence of the discontinuity in the assumed ideal
2D EG density of states. In reality the density of states is
broadened by the random impurity potential and tails
below the nominal subband edge. If this broadening is
taken into account one would expect the continuous
curve exhibited by the experimental data. We have not
attempted to include disorder broadening in the calcula-
tions since a proper treatment goes beyond a simple
Boltzmann transport theory description. Nevertheless
we can comment on the narrowness of the mobility jump
for red illumination as compared to the ir case. In densi-
ty units, the widths as measured from maximum to
minimum are (0. 1 —0.2) X 10" cm and 0.9 X 10"cm
respectively, giving a ratio of about 6. This disparity is
not inconsistent with our suggestion that the widths of
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FIG. 9. The calculated mobilities (p ) for sample 3 with ir il-

lumination for the various scenarios discussed in the text.
Briefly these are as follows. The upper set of curves 1a—1c cor-
respond to Edd =200 meV and the lower set (2a—2c) to Edd = 180
meV. The solid lines are for the case where the ionized donor
concentrations are fixed, the dot-dashed lines to the case where
all donors are ionized at saturation, and the dashed lines to an
intermediate case.
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FIG. 10. (a) The calculated mobilities (p) for sample 1 for
both red and ir illumination for the model discussed in the text
with Edd =205 meV. (b) As {a) but for sample 3 with Edd =180
meV. The ir data are the same as those plotted in Fig. 9 (i.e.,
the dashed line with Ezd =180 meV).

the jump reflect the disorder broadening of the second
subband density of states. Figure 7(a) shows that the
second subband edge approaches the Fermi level at a rate
which is 6.5 times faster for red as compared to infrared
illumination and has the effect of reducing the width of
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the jump by the same factor. This is only a rough esti-
mate, however, and a better comparison would see the in-

clusion of disorder broadening in the mobility calcula-
tions.

The behavior of (p ) just above the point at which the
second subband becomes occupied is interesting in that it
is quite different for the two kinds of illumination. For
red light the calculations show a narrow minimum in

(p) versus nr [e.g. , Fig. 10(b) near 6.0X10' m ~]. This
is reproduced in the experimental data for samples 2 and
3 [Figs. 4(a) and 4(b)], though it is not as pronounced as
in the calculations which ignore disorder broadening.
The origin of this feature is primarily the rapidly increas-
ing contribution to (p ) of the second subband electrons.
As the acceptor depletion region is being eliminated, the
second-band electrons become more extended and their
contribution to (p) rises from zero as they just appear to
about 15% of the total by the time the acceptor layer is
exhausted. At this point there is an abrupt change of
slope of (p) versus n T as DX excitation takes over. We
also note that the initial slope of (p ) versus n T is steeper
for red light than for ir illumination in both the observa-
tions and calculations.

To summarize the situation: we see that all the trends
exhibited by the observed (p ) are well reproduced by the
calculations appropriate to possibility (ii), i.e., that the
ionized donor charge changes little with illumination.
However, the calculations yield values that are uniformly
too low, typically by a factor of 2. We can improve
matters by adjusting various parameters such as Edd or
the spacer width. The latter was done in our earlier
work' but there is no sound reason for doing so. It is
therefore difficult to decide whether the discrepancies we
find are to be associated with errors in the assumed ion-
ized impurity distribution or whether the mobility calcu-
lations themselves possess intrinsic limitations. We men-
tion here various aspects which deserve further study.
First, screening was determined within a two-subband
model; it may be necessary to include all excited states of
the quantum well to adequately represent the density
response function. Second, exchange correlation was
neglected in the screening process; its inclusion will
enhance screening, but this is unlikely to be a significant
effect. Finally, it is not at all obvious that a linear
response treatment of the screening is adequate; it may
well be that nonlinear corrections are significant, particu-
larly for low mobility samples in which there are large
fluctuations of the impurity potential.

the same factor. However, we expect the general behav-
ior as a function of type and quantity of illumination to
be realistic. In a previous paper' we used similar calcu-
lations (with a fixed ionized donor distribution but with
the spacer increased to give agreement with the observed
mobilities) to give a good account of the behavior of the
Dingle temperature, which reflects the quantum lifetimes,
for sample 1 as a function of n T.

Figures 11(b) and 12(b) show the transport lifetimes r'
for both bands as a function of n „and evaluated for the
model in which the number of ionized donors increases
with the 2D EG density [i.e., possibility (ii) in Sec. IV C].
The lower subband lifetimes ~o are similar for both red
and ir, but the upper subband lifetimes ~'] generally differ

by about an order of magnitude. The initial rapid rise in
~', in the case of red light is due to the rapid extension of
the wave function as the ionized acceptors are removed,
and correlates with the behavior of (z), in Fig. 7(b).
This rapid increase is also responsible for the narrow
minimum in (p) versus nT [e.g. , Figs. 10(a) and 10(b)]
that was discussed in Sec. IVC. When the acceptor de-
pletion layer has just disappeared the conductivity of the
upper subband is about 15% of the total and this in-
creases to about 20% at saturation. In contrast, with ir
illumination, the upper subband contribution to the total
conductivity is always negligible and the measured (p) is
a direct measure of the transport lifetime of the first sub-
band.

At the discontinuity corresponding to the occupation
of the second subband the transport lifetime of the first

sample no. 3 (ir)

2-

0

(b)

30-

20-

D. Transport and quantum lifetimes

Although this paper is not primarily concerned with
electron lifetimes, there have been many experimental pa-
pers on two-band systems which contain data relevant to
this situation. ' ' The present section is significant in
that it shows that red and ir illumination have very
different effects on electron lifetimes, particularly for
electrons in the second subband. We restrict the discus-
sion to sample 3. In view of the fact that our model cal-
culations produce mobilities which are too low, the life-
times that we calculate will also be too low by roughly

10-

0
5

I I

6 7 8

n, (10 m )

9 10

FIG. 11. The calculated transport and quantum lifetimes (~'
and ~q) of the electrons in the two bands of sample 3 as a func-
tion of total areal density n~ for ir illumination. The calcula-
tions are for Edd =180 meV and correspond to the mobilities
shown in Fig. 10(b) for ir.
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16

8-

4-

sample no. 3 red
this apparently paradoxical behavior of r( is due to the
fact the second subband electrons enhance the screening
of the impurity potential, thereby diminishing the scatter-
ing rate of the electrons in the first subband. This addi-
tional screening is most effective at small momentum
transfers, which dominate the single particle scattering
rate, but much less effective for large momentum
transfers (q -2k~o) which are relevant to the conductivi-

ty.
N
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FIG, 12. As Fig. 11 but for red illumination.

subband electrons takes on the values

1 1

t
+0 +00

just below and

t
70

1 1

+00 +01
(6)

just above the second subband edge. (roo)
' represents

the intrasubband scattering rate while (ro, ) ', Eq. (A35),
is directly related to the rate of intersubband scattering
and is partially responsible for the mobility discontinuity.
(See the Appendix for further discussion of this point. ) If
the effect of disorder broadening were to be taken into ac-
count, the density of available final states for electrons in

the lowest subband to scatter into would increase con-
tinuously and the mobility discontinuity would be
broadened into a smooth transition.

In Figs. 11(a) and 12(a) we also show the quantum life-
times r~ for the two subbands calculated using Eq. (A36).
In contrast to the transport lifetimes, these lifetimes are
dominated by small angle scattering and r( is typically an

order of magnitude smaller than ~0. It is interesting to
note that ro) r', but r(( rf for ir illumination. These ob-
servations show that the relative magnitudes of the vari-
ous lifetimes depend sensitively on the conditions of the
junction and the way in which the momentum depen-
dence of the scattering probability is sampled. As a last
point, we note the different behavior of ro and r$ at the
onset of second-band occupancy; ~0 is observed to de-
crease, as expected, as intersubband scattering turns on,
while r( is seen to increase As explained .previously, '

V. CONCLUSIONS

In this paper we have investigated persistent photocon-
ductivity in GaAs/Al„Ga, „As heterojunctions and
have confirmed the dependence of the carrier generation
mechanism on the nature of the incident radiation. Fre-
quencies below the GaAs band gap lead to ionization of
the DX centers in the Si-doped Al„Ga1 As layer, while
above gap radiation is an efficient source of e-h pairs. In
the latter case, the elimination of the acceptor depletion
layer in the GaAs appears as a distinct feature in the 2D
EG density versus illumination curve, and allows one to
obtain a direct measure of the areal depletion charge den-
sity. The electronic subband structure is particularly sen-
sitive to this parameter. The quantitative agreement be-
tween the results of self-consistent electronic structure
calculations, which make use of the measured depletion
charge densities, and the observed illumination behavior,
namely, the subband occupancies versus total 2D EG
density, strongly supports the validity of the interpreta-
tion.

The high resolution of our data, particularly with re-
gard to variations with total electron density, has enabled
us to observe many interesting features, especially in the
region where the second subband is just beginning to be
occupied. The behavior of the individual subband densi-
ties as a function of total density as seen in Fig. 3 is a
good example of this, as are the sharp minima in the mo-
bility curves of Fig. 4 and the change of slope in Fig. 5.
The difference in widths of the transition region in ( )n p
for red and ir has a natural explanation in terms of the
fore-going model, though the absolute widths are outside
the scope of our theoretical treatment. We have also
presented new evidence to suggest that the electrons in
the tail of the upper subband are either localized or have
a very low mobility. An important conclusion of this and
similar previous work' is that systematic controlled il-
lumination experiments can provide detailed information
about the electronic subband structure and indirectly the
electrostatic field distribution throughout the heterojunc-
tion.

Our attempts to theoretically reproduce the observed
impurity limited mobilities show that there are still
several aspects of DX-center ionization which are not un-
derstood. The modeling of the state of the heterojunction
cooled in the dark as one in thermodynamic equilibrium
with a mixture of shallow and deep donors has not been
entirely successful. We require the deep donors to have
an energy level which is further removed from the
conduction-band edge than is commonly accepted. This
might indicate deficiencies in the model, or perhaps in the
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assumption of thermodynamic equilibrium.
Furthermore, if one were to accept the DX-center con-

centrations observed in the bulk to apply to the hetero-
junction with its known Si doping density, then the num-
ber of potentially available PPC carriers far exceeds that
appearing in the 2D EG. There are, of course, other sites
to which an excess of photoexcited carriers can migrate;
the electrostatic condition inferred from the subband
structure dictate that these occur on the Al, Ga, „As
side of the junction. However, our mobility studies
strongly suggest that the actual number of photoionized
DX centers is not very different from that required to
populate the 2D EG because otherwise the mobility
would be degraded much more severely with illumination
than is actually observed.

There are also unanswered questions of how and why
saturation of PPC occurs with final 2D EG densities of
typically 10' m, and what final state is achieved after
illumination. It is possible that the nature of DX centers
in heterojunctions, or their behavior with respect to il-
lumination, is different from that in the bulk.

Finally we note the rather complex variation of the
various subband lifetimes with illumination (Figs. 11 and
12). The second-subband lifetimes are particularly sensi-
tive to the conditions of the heterojunction. Calculations

performed for the specific samples we have studied show
that the second subband quantum lifetime is longer than
that of the first subband over a wide range of conditions,
and consistent with direct measurements of Dingle tem-
peratures. ' The relative magnitude of the first- and
second-subband transport lifetimes is more variable and
depends on the type of illumination used. In the case of
the second subband, experiments using infrared LED's
must include a filter to remove the above band-gap radia-
tion since a small leakage of this red light can completely
change the second subband lifetimes. Experiments, such
as those reported here, on samples exhibiting multiple-
band occupancy with PPC offer an ideal opportunity to
investigate these impurity related problems. Further
theoretical work on impurity-limited mobilities which ad-
dresses both transport and single-particle aspects (e.g. ,
density of states) in a consistent fashion is clearly of in-
terest.
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APPENDIX

In this Appendix we present details of the mobility cal-
culation. Two steps are needed to arrive at the final re-
sults: (i) the calculation of the impurity-induced
electron-scattering rates and (ii) the solution of the
Boltzmann transport equation for a rnultiband situation.
The transport problem is treated using the formalism of
Siggia and Kwok. '

The geometry of interest is described in Sec. IV B. We
assume that the mobility is limited by ionized impurity
scattering which includes scattering from the remote ion-

(jk'lVlik)= —J dr/ (z)e '" ~V(r)g;(z)e'" e

z z Vz;q;z1
(A2)

with

V(z;q)= fdpe ' '~V(r) . (A3)

Here q=k' —k is the electron momentum transfer in the
plane of the junction; V(z;q) is the two-dimensional
Fourier transform of V(r), and A is the area of the junc-
tion.

We consider first the contribution to V(r) from the
ionized donors which are located at the positions R; to
the left (z &0) of the interface. These positions are distri-
buted randomly throughout the donor space-charge layer
and a configuration average of the transition rate must
eventually be performed. Each impurity, assumed to car-
ry a charge e, gives rise to a Coulomb potential which is
screened by the dielectric constant e. [If the dielectric
constants on either side of the junction are e& and e2, e is
the average —,'(e, +e2). ] The electrostatic potential of the
donor impurities in cgs units is thus

P'"'(r) = g (A4)

and its two-dimensional Fourier transform is

yext( .
)
—y qzi 'q' 2~e qz—

E'g
(A5)

at space points for which z )Z, .
The external electrostatic potential P'"'(r) does not it-

self scatter the electrons since it is screened by the 2D
EG. %e calculate this screening in the random-phase ap-
proximation, including only the Hartree field. In princi-
ple, the density-functional exchange-correlation potential
should also be included but, since it is of secondary irn-
portance, we shall follow the common practice of neglect-
ing its effect. The scattering potential is then given by
V(r) = —eP(r), where P(r) is the fluctuating part of the
total electrostatic potential due to all charges in the sys-
tem.

The linear screening problem is standard and we sim-
ply outline the essential steps in the derivation. It is con-
venient to define the transition densities

ized Si donors in the Al, Ga& As and from the ionized
acceptors in the GaAs. Since the acceptor density in our
samples is much smaller than the donor density, the
donor impurities provide the dominant scattering mecha-
nisrn. However, for completeness we include both mech-
anisrns in our transport calculations.

The impurities give rise to a fluctuating potential V(r)
which induces electronic transitions between the subband
states lik) with energy E,k T.he transition rate, given by

w,„,„=(2~/A')
I & jk'I Vlik & I'l(E;z —E,„}

is the essential element in the Boltzmann transport
theory. The transition-matrix element can be expressed
as
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f (z)=g;(z}QJ(z), (A6) 1.2

where the index a denotes the pair of subband indices
(ij) .We then have

(jk'
I VIi k ) = ——f dz f (z)p(z;q),

1.0

0.8

—= ——
P (q). (A7)

O O

0.6

The quantities P,(q) are essentially intersubband transi-
tion matrix elements. The matrix element P'"'(q) is sirni-
larly defined and from (A5) we have

O.4

0.2

where

(AS) 0.0
0 4 5

A (q)= f dz e ~'f (z) . (A9)

P (q)= g(e '),Pp"'(q),
P

(A10)

where the dielectric matrix is defined by the following ex-
pressions:

and

2

e p(q)=5 p+ F p(q)yp(q),
21Te p

F p(q)= f dz fdz'f, (z)e ~' "fp(z'),

(Al 1)

(A12)

These two matrix elements are related according to
linear-response theory by the equation

when the dielectric constant does not change across the
interface.

Equation (A13) defines the independent particle density
response matrix which is symmetric in the subband in-
dices. The diagonal terms are given by the well-known
Stern result

m*
y(q) = 1 —Re 1—

'2 1I'2 '

Fi e(Ep 'E; ) .—

FIG. 13. Itersubband density response function for nonin-

teracting electrons in units of m /mA . The wave vector q is
normalized by ko =(2m E&o/A )' and the various curves are
labeled by EFO] E10~

f (E;g)—f(EJ g+q)
E -E'

j,k+q ik

(A14}(A13)
The off-diagonal elements are less familiar but have been
used in other contexts. ' Assuming that E, & E and
defining A k IOm2*=E, E;, th—e off-diagonal terms are
given by

f (E) is the Fermi-Dirac distribution function which we
take to be the zero-temperature limit. F p(q) =F, , (q)"
is the expression for the Coulomb form factor obtained

x~ij(q)= '

q +kp
77fl 2q

2 [(q +ko) (2qkp& ) ] for kz; (ko
2Q

e(q —k+)[(q —k+ )(q —k )]' for kz; &ko .

(A15)

The first form is valid when only the lower subband is oc-
cupied while the second applies when both are occupied.
The critical wave vectors k+ are defined as

k+=Ik~, kk~ I (A16)

provided, of course, that both Fermi wave vectors are
finite. The q dependence of y;, (q) for various positions of
the Fermi level is shown in Fig. 13.

In our calculations we have truncated the response ma-
trix to include only the lowest two subband states, i.e.,
the index a takes on four distinct values. Reference to
Fig. 13 shows that the screening provided by higher sub-
bands can be significant even when these bands are not

I

occupied. Truncation of the response matrix underesti-
mates the ability of the electron gas to screen the external
potential and hence overestimates the scattering rate.
This point is mentioned in Sec. IV, but more work needs
to be done to determine the quantitative importance of
higher subbands to the screening properties of a 2D EG.

The quantity P (q) still depends on the positions of the
impurities through Eq. (AS). Its square must, therefore,
be averaged over impurity configurations. Denoting the
average by a bar, we finally obtain

I v;", (q) I'—:~ I & jk'I vlik & I',
=nd f(q) (2me Ieq) g (e ') pAp . (A17)

p
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with the donor impurity form factor

f()1(1 zqlvg)2'
2qWd

(A18)

These expressions assume a single ionized impurity layer
of density nd, width Wd, and setback distance s. If more
than one layer is present, Eq. (A17} represents the contri-
bution from a single layer, and all such contributions
must be summed. Equation (A18) shows that the transi-
tion rate for a given momentum transfer depends ex-
ponentially on the setback distance s. The superscript d
in Eq. (A17) distinguishes this result from the acceptor
contribution.

A similar analysis can be carried out for the acceptor
impurities although it is complicated by the fact that the

impurity positions occur within the electron gas itself.
Instead of (A5) we have

(z;Q) =-
Eq

(A19)

with

and the z and Z; dependences can no longer be factored.
Nevertheless, the screening problem is the same and
(A10) remains true. The difference arises at the
configuration average stage where

I V,,(q}l'= A I & Jk'i Vlik& I'

=—/ey. (q}/'1

~P,(q)~'= g(e ') p(e '),Pp"'(q)[P;"'(q)]'
ey

'2
27Te

E'q
g(e ') p(e ')„
Py

(A20)

(A21)

where we have assumed the acceptor impurities of areal density n, to be confined between z =0 and z = W, .
A lengthy but straightforward calculation yields

W

F, (z, z', q) = I dz e viz-z e el~' rl—
0

In performing the configuration average of the indicated quantity, only the i =j terms need be retained and we obtain

An, rdz Jdz'fp(z)f (z') J dze ~' 'le1

a

[(1+
~ ~ }

—qlz —z'
i

—q(z+z') 1
&~2 o ~]

qW, 2 2 (A22)

for 0~z, z' W, . F, tends to unity for q~0. For large W„ the last term in F, is small for the z, z' values of interest
unless q & IV, '. With the result Eq. (A22), Eq. (A21) becomes

r

An, BFp
Fpr(q) q

——ApAr — BpBr— (A23}

Bp(q)= Jdz e ' fp(z) .

With these results we finally obtain

2we
~ ~ py 1 1N (jF

1J g (e ) p(e ) Fp q ApAr BpB,,
eq q &

~ ~ Bq 2 ~ 2

with Fp and A p defined in Eqs. (A12) and (A9), respectively, and Bp is given by

(A24)

(A25)

Since N, ((Nz,
~ V,'(q)

~
is small compared to

~ V, (q) ~
for the samples we have studied. However, the acceptor impur-

ities can make an important contribution in other situations as, for example, when the donor impurities are set back
well away from the junction.

We turn next to the calculation of the mobility. Siggia and Kwok' showed that the Boltzmann transport equation
for the multiband situation can be reduced to the form

gK; ~'=EF,
J

(A26)

where EF, is the Fermi level of ith subband (EF; =EF E; ) and r, is the sub—band transport lifetime. The summation ex-
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tends over all occupied subbands. The experimentally measurable quantity is the average mobility (p), which is
defined as

(p)= ' gn, r,' .
m*n„

The transport scattering matrix K, is given in terms of the transition-matrix elements by

K;&=,2 f 2 f 2 5;J g Iv;I(q)I 5(EF; —sk)5(EFi —sk)k —Iv, (q)I 5(EF; ek—)5(EFi —sk)k k'
m' (2n) (2n)

=S ~K'"—K'"
ij ~ il ij

I

(A27)

(A28)

(A29)

k f d 8I Vi. (q; ) I, q;
= [kF; + kFJ

—2kF; kF cos8]'
0

and

This expression assumes zero temperature and a constant density of states for each subband above its subband edge.
The two terms K "and K . ' can be expressed equivalently as

m ' (2m ) (2n. )

k~, I + qI V;, (q)I
dq

k [(k2 q2)(q2 k2 )]1/2

2 fi dk dk'
K,',"=,f,f, I V;, (q)I'5(EF, a„)5(EFi—a—„)k k',

m ' (2m. ) (2m. )

k+ q(kF;+kF —
q )

[(k2 2)( 2 k2 )]I/2 V V (A30)

f d 8 cos81 Vi (q; ) I

0

The limiting wave vectors k+ were defined in Eq. (A16).
K,' ' is a symmetric matrix but K,'" is not.

For a single occupied band (i =0) we find from Eqs.
(A26), (A29), and (A30) the expected result

K00

&p FO
f d8(1 —cos8)I Voo(q)I (A31)

&00&» —&0]&]0

&p EFo 11 EF1KD 1

(A32)

with q =2kFpsin(8/2). It should be noted however that
even in this situation the existence of higher subbands
makes itself felt through their e6'ect on the screening of
the impurity potential, i.e., the calculation of

I Voo(q)I is
still a multiband problem [see Eq. (A17)]. In our work
we take into account only the two lowest subbands.
Equation (A31) reduces to the result of Lee et al. s with
the following further approximations: (i) neglect of excit-
ed subband polarization, (ii) neglect of the q dependence
of the Coulomb form factor, (iii) the replacement of—q(z)0
/I p(q) by e where (z )o is the average extent of the
first subband wave function. These approximations were
not made in our numerical calculations.

The solution of (A26) for the two-subband model yields

K„—KoiKio

EF,Kpp EFoKio— (A33)

These general expressions are difficult to interpret as they
are complicated mixtures of intrasubband and intersub-
band scattering processes. However, one interesting limit
is kF, ~O, at which point intersubband scattering for
the first subband turns on. In this limit,

1 1 1+
t

+0 +00 +01
(A34)

where ~00 is the intrasubband lifetime given by Eq. (A31)
and ~0] is the intersubband lifetime given by

1 m*
, Iv„(k„)I'.

&oi
(A35)

This term does not arise when the second subband is
unoccupied, however it should be noted that the discon-
tinuity in the mobility is only partly due to it. Screening
as determined by the dielectric matrix (A 1 1) is also
discontinuous at second subband occupancy and results
in a discontinuous scattering matrix element. All of this
behavior is a consequence of the assumed discontinuity in
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the 2D density of states. In a more realistic description
using an impurity broadened density of states, the effect
of intersubband scattering on the mobility is expected to
set in continuously.

Finally we give the expressions used to calculate the
quantum lifetimes. These are obtained by considering the

q
(A36)

total scattering rate of a subband electron at the Fermi
energy and are given by
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