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It is shown that the equations of multiple-scattering theory (MST) originally derived for scatter-
. ing off collections of muffin-tin (MT) potentials, i.e., potential cells bounded by nonoverlapping

spheres, remain valid in the case of arbitrarily shaped, nonoverlapping, and particularly space-filling
potential cells. Specifically, it is shown that in the angular momentum representation the total
scattering (transition) matrix, the Green function, the Bloch function for a translationally invariant
material, and the Lloyd formula for the change in the integrated density of states have forms that
are invariant with respect to the partition of a given potential into nonoverlapping cells, and with
respect to the choice of the cell centers. An analytic proof is provided for the vanishing of near-field
corrections (NFC's) long conjectured to arise when the spheres bounding individual cells overlap
one another or adjacent potentials. Thus, the well-known MST expressions, originally derived for
the case of MT potentials, for obtaining the solution of the Schrodinger equation and hence deter-
mining the band structure and the charge density of materials, ordered or disordered, are rigorously
valid in the completely general case of arbitrarily shaped cells. The differences between this work
and previous attempts to generalize MST to non-MT space-filling potentials are discussed. It is

pointed out that in calculations involving non-MT potential cells, particular attention must be paid
to the question of convergence of expansions in angular momentum eigenstates. This convergence
is tested numerically in terms of cluster calculations and through the calculation of the electronic
structure of elemental bcc Nb and fcc Zr and Rh. The results of the cluster calculations confirm the
vanishing of NFC s in the cases studied, while the electronic-structure calculations indicate the
rather rapid convergence that can be expected in applications of MST to close-packed structures.
The conclusions that can be drawn from the analytic and computational aspects of the present work
are summarized in the final section, along with our plans for future work.

I. INTRODUCTION

At least formally, multiple-scattering theory' (MST)
provides a particularly transparent approach to the study
of the electronic structur'e of matter and of related prop-
erties. Computationally the most useful form of MST is
obtained in the angular momentum representation and in
this form it has been widely applied in connection with
potentials of the muffin-tin (MT) type, .i.e., potential cells
bounded by spheres that do not overlap one another or
adjacent cells. Present-day applications of MST are al-
most exclusively confined to MT potentials, based on the
work of Korringa and of Kohn and Rostoker (KKR).
Such applications have led to accurate determinations of
the electronic structure of a large number of materials,
especially metals and substitutionally disordered metallic
alloys. '

It can be said quite generally that MST occupies a
unique position among all other methods that have been
proposed for the calculation of electronic structure, for
two principal reasons. First, it is in principle exact, al-
lowing within a single-particle picture the solution of the

Schrodinger equation for complex materials with the
proper boundary conditions taken into account. Thus, it
treats in a unified manner a number of diverse physical
systems that include, but are not limited to, pure, transla-
tionally invariant three-dimensional materials, materials
containing substitutional ' or interstitial' impurities,
displaced atoms, "' and surfaces' ' and interfaces. '

Second, it can lead directly to the calculation of the
Green function from which all single-particle properties
of a system can be obtained.

However, the formal integrity and practical usefulness
of MST have been seriously compromised ever since the
inception of the theory because of a vexing and all-
pervasive doubt, namely, that MST can be used only in
connection with MT potentials. It has been conjec-
tured ' that, in cases not satisfying the MT condi-
tion, one would have to take account of the so-called
near-field corrections (NFC's), which ostensibly arise
when the scattering of an outgoing spherical wave off' a
given potential cell begins before the scattering off the
cell in which the wave originated has been completed.
Mathematically, the difficulties can be associated with
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certain expansions of the free-particle propagator about
shifted centers which, unless properly interpreted, can
lead to divergent results. G-iven that the overlap between
bounding spheres changes with different choices of the
cell centers, i.e., the introduction of a shifted coordinate
system, and also when a given potential is partitioned
differently into cells, the presence of NFC's would render
MST a rather unsatisfactory theory at the conceptual lev-
el. It would imply that certainly the form and possibly
the results obtained in applications of MST would depend
on representation (angular momentum, coordinate, parti-
tion into cells), and on the choice of a specific coordinate
system. Given further that a large number of physically
important problems, e.g. , surfaces, impurities, alloys, etc. ,
may require an accurate treatment of the potential
throughout a unit cell, the need to calculate NFC's, an
ill-defined concept at best, would decrease substantially
the applicability of MST making it of little, if any, use in
the study of realistic physical problems. Fortunately, nei-
ther conceptually nor computationally is this the case.

It is the principal goal of the work presented in this pa-
per to eliminate completely the doubt associated with
MST. It will be shown that MST can be applied intact to
all cases of non-MT, space-filling potentials of arbitrary,
even interpenetrating shapes, and that in particular
NFC's vanish identically. In fact, all results known from
the application of MST to MT potentials hold rigorously
in the case of generally shaped potentials with the only,
inessential difference being the possible alternative
methods of derivations or of different interpretations of
certain expressions. Thus, MST will emerge as a proper
physical theory not needful of modifications or correc-
tions to its well-known MT form. In fact, any other
method ' inequivalent to this form of MST is either
approximate or fundamentally incorrect, failing to satisfy
the basic properties of a proper physical theory men-
tioned above, i.e., independence of representation and of
the choice of a coordinate system.

Our proof of the vanishing of NFC's brings forth the
importance of the full scattering matrix of an assembly of
scatterers as a criterion for measuring the effects of
NFC s and in establishing their nonexistence. Further-
more, it delineates these defects from those that may
arise because of the lack of convergence in the expansions
based on angular momentum eigenstates. Specifically, it
is shown that the full scattering matrix of an assembly,
and consequently the associated single-particle Green
function, are invariant with respect to the partition of a
given potential into cells and of the choice of the cell
centers (centers of angular momentum expansions), re-
taining always the familiar MT form. This invariance, of
course, exists in abstract operator space and in the coor-
dinate (r) representation, and here it is shown to exist in
the computationally convenient angular momentum (L)
representation as well ~ In fact, all algebraic manipula-
tions of MST in operator space have exact analogues in
the L representation. In addition to these formal con-
siderations, we show explicitly the validity of the MT ex-
pressions for the Green function for any assembly of
non-MT scatterers, for the Bloch function of translation-
ally invariant materials, and for the Lloyd formula for

the change in the integrated density of states. The van-
ishing of NFC's is illustrated directly by means of cluster
calculations. Also, the feasibility of using MST in calcu-
lating the electronic structure of materials described by
non-MT space-filling potentials, at least for close-packed
lattices, is exemplified through calculations for elemental
bcc Nb, and fcc Zr and Rh.

The remainder of the paper takes the following form.
In Sec. II, we present a number of formal concepts, in-
cluding a derivation of the fundamental equations of
multiple-scattering theory. We also point out the prob-
lems that may arise in certain non-MT cases and review a
number of recent works concerned with the alleviation of
these problems and the extension of MST to space-filling
potentials. In this section we also discuss a number of
criteria, including the empty-lattice test, against which
the validity of various forms of MST can be judged. Our
formalism of MST for generally shaped potential cells
and the proof of the vanishing of NFC's are presented in
Sec. III. In Sec. IV we derive the expressions for the
single-particle Green function associated with any assem-
bly of scatterers, and for the Bloch function and the
Lloyd formula for materials with translational invari-
ance. Section V contains the results of numerical calcula-
tions. Certain of these results indicate the integrity of the
mathematical analysis employed in the proof of the van-
ishing of NFC's, while others verify directly that NFC's
are zero in specific cases. The results of band-structure
calculations for elemental bcc NB, and fcc Zr and Rh il-
lustrate the rather rapid convergence of the L expansions,
at least in the case of materials with close-packed crystal
structures. A discussion of our work, and the con-
clusions that can be drawn from it are collected in Sec.
VI ~ Finally, a number of fundamental mathematical con-
cepts, including the expansion properties of products of
Bessel and Hankel functions with spherical harmonics,
are given in the Appendix. Since the material presented
in this appendix is basic to the formalism in the text, the
reader may wish to consult this material before reading
further.

II. REVIEW OF UNDERLYING CONCEPTS
AND OF FORMER WORK

A. Summary of formal scattering theory

We present a brief overview of formal scattering
theory, following by and large the presentation of Gell-
Mann and Goldberger. This overview is then used in
the following subsection to derive the equations of MST,
and to examine a number of previous attempts to extend
MST to space-filling potentials. As is customary, we as-
sume that the Hamiltonian, Ho, for a noninteracting sys-
tem has only a continuous spectrum, while the Hamil-
tonian, H =Ho + V, for the physical (interacting) system
has the same continuous spectrum but may possess a
discrete spectrum of bound states below the continuum.
Thus, it is assumed that V does not support bound states
in the continuous part of the spectrum. More detailed
discussions of these and other commonly made assump-
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tions of scattering theory may be found in the litera-
ture 26 30

It follows from Eq. (2.5) that V and T( V) satisfy the rela-
tion

1. Single-potential scattering

Given a Hamiltonian Ho with eigenstates '
lg

H. lx. & =E.lx. & (2.1)

vip (v)&=T(v)ly & . (2.9)

We note that the Lippmann-Schwinger equations can
also be expressed in terms of the Green functions

G =Go+Go VG

Hll/l
+—(v)&=E lq

—+(v)&, (2.2)

for a nonperturbed system, the scattered-wave solutions,
of a perturbed system with Hamiltonian

H =H0+ V,

=60+

GOT�(

V)60, (2.10)

which leads to the Green-function analogue of the wave
function Eq. (2.9),

can be obtained by means of the Lippmann-Schwinger
equations

VG =T(v)GO . (2.11)

lg;(v) & =Ix.&+(E H, +(—~) 'vIP.+-(v) &, (2.3)
2. Two-potential scattering

where e is a positive infinitesimal. The scattered-out,
I
t/t+ & (scattered-in,

I g & ), states are those that in the re-
mote past (future) coincide with the free-particle state
ly &, and correspond to the same eigenvalue E . Al-
though I t/i & cannot be observed experimentally, i.e., one
cannot prepare an interacting state in the infinite past
that under the inAuence of the interaction V evolves into
a free state, its forrnal significance is indispensable in the
development of scattering theory. Introducing the
Green functions at energy E,

Under the inhuence of two potentials, V+ U, acting
simultaneously, e.g., nuclear and Coulomb forces, the
Lippmann-Sch winger equations have immediate and
straightforward generalizations. Thus, we have for the
wave function

I y ( v+ U) &
= ly &+6,[v+ U] Iq ( v+ U) &

=Ix.&+GOT(v+U)ly. &, (2.12)

while for the Green function we obtain

Go (E)=(E HO+is)— (2.4a)
6 =Go+Go[v+ U]G

and

G (E)=(E H— +i@)— (2.4b)

associated with the Hamiltonians H0 and H, respectively,
we can write Eq. (2.3) in a variety of equivalent forms. In
the following, we consider explicitly only the case of out-
going waves and consequently drop the superscripts (+ ).
(Incoming waves can be treated along similar lines).
Quite readily one obtains the expressions

ly. ( v) &
= Ix.&+Go(E)vip. ( v) &

=60+GOT(V+U)GO .

Equivalently, we can also write

ly.(v+U) &=ly.(v)&+6(v)Uly. (v+U)&
= ly. ( v) &+6( v)T(U/v)ly. ( v) &

and

6 =G ( V) +G ( V) UG

=G ( V)+ 6 ( V) T ( U/ V)6 ( V),

(2.13)

(2.14)

(2.15)
= Ix.&+6(E)Vlx. &

= ly. &+6,(E)T( v) l~. &, (2.5)

T ( V) = V+ VGO V+ VGO VGO V+ (2.6)

In discussions of scattering theory it is often assumed
that this expansion converges and we shall follow this
practice. Clearly, the quantity T(V) satisfies the Dyson
equation

T( V) = V+ VGOT( V),

which has the formal solution

(2.7)

where the transition matrix (t matrix, also somewhat
loosely called the scattering matrix) T( V) which is also a
function of the energy parameter E is defined by the ex-
pression (with the energy arguments suppressed)

where lg (V)& and G(V) are the wave function and
Green function, respectively, associated with V alone,
and T(U/V) denotes the scattering produced by U in a
wave already distorted by V. This quantity provides the
proper description of the scattering by U in the field of V.
In recent attempts to generalize MST to space-filling po-
tentials one encounters a description of the scattering of
a potential in a field which has not been shown to be
equivalent to T( U/V). Such formulations not only are
inconsistent with scattering theory, as they find no ex-
pression in operator space, but can be shown to lead to
nonunique and hence nonphysical results.

Upon using Eq. (2.7) with respect to potentials V and
V+ U and properly combining terms we obtain the fol-
lowing relation:

T( V+ U)= T( V)+ [1+T( V)GO]U[1+ GOT( V+ U)] .

T( V) =(1—VGO)
' V

=(V-' —6 )-'
(2.16)

(2.8) This equation can be used to derive the fundamental
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equations of MST, as is shown in the following subsec-
tion.

B. The equations of multiple-scattering theory

Straightforward iteration of Eq. (2.16) yields the series

T(U+ V)= T( V)+T(U)+T(V)GOT(U)+T(U)GOT(V)

+ T( V)GOT( U)GOT( V)+

where T( U) is the t matrix corresponding to potential U
acting alone. This equation has an immediate generaliza-
tion in the case in which a number of potentials,
V= g, V', act simultaneously. We begin with Eq. (2.6)
written in the form

T=T yv' =yv'+ yv' G yvj +

Now, all repeated, consecutive products with the same
cell index i can be grouped together and replaced by the
cell t matrix, t ( V') = t ', so that no two consecutive
scattering events can involve the same site. This yields
the expression

T(V)= gt'+ g t'G, tj+
l lWJ

Finally, grouping together all terms that start with t'
and end with t J and denoting their sum by T'J leads to the
expression

As will be shown in a following section, this invariance is
preserved when MST is expressed in the angular momen-
tum representation.

For comparison with expressions to be derived later,
we note that Eq. (2.17) can also be written in the form

V= Q V'= g [T(V') '+G ] (2.17')

Because the sum over cells equals the potential, V, Eq.
(2.17') clearly exhibits the invariance property of MST
with respect to partition of V into cells.

C. Representations

g(r)=y(r)+ fGo(r, r')V(r')g(r')d r',

P(r)=y(r)+ fGo(r, r')T(r', r")y(r")d3r'd3r",

and

T(r, r'}=V(r) 5(r —r')+ fGo(r, r")T(r",r')d r"

(2.3')

(2.5')

The coordinate representation

In the coordinate representation, the abstract equa-
tions of scattering theory can be expressed as integral
equations of the Fredholm type. With the usual notation
@(r)=(r~g) and G(r, r')=(r~G~r'), and for the case of
local potentials we obtain the following expressions:

'yVi —1 G
—1 yTij (2.17)

(2.7')

Equations (2.17) and (2.18) constitute a set of fundamen-
tal equations of MST arid are equivalent to those arrived
at through alternative formulations. ' Furthermore,
Eq. (2.17) exhibits a fundamental property of T; the total
scattering matrix depends only on the total potential,
g; V', and is entirely independent of the shape of the in-
dividual potential cells or of their extent. In the case of
spatially bounded (finite extent) nonoverlapping poten-
tials, certain important simplifications become possible.
Introducing the free-particle propagator, 60, between
potential cells i and k we can write Eq. (2.18) in the form

Tij tip + ti ~ 6ikTkj
0

kWi

(2.19}

where the T'J satisfy the so-called equation of motion

(2.18)

XGO(r2, r')d r, d r2 . (2.10')

It follows from Eq. (2.7') that T(r, r') is identically zero
when either r or r' is outside the potential region. In the
usual applications of scattering theory, one is interested
in the outgoing soluti'ons of these equations correspond-
ing to the use of Go which is given explicitly by the ex-
pression (in units of A' /2m = 1)

eik/r —r'I

Go(r, r') =—
4~ 4~~r —r'~

corresponding to Eqs. (2.3), (2.5), and (2.7). Similar ex-
pressions can be obtained for the Green functions, e.g. ,

G(r, r')=Go(r, r')+ f Go(r, r")V(r")G(r",r')d r"

=Go(r, r')+ f Go(r, r, )T(r„r2)

Thus, T'J can be obtained as the inverse of the matrix =Go(r —r') . (2.21)

M'j=m'5, , —Gi)'(1 —5;j ), (2.20)

where m':—(t')
It is clear that the matrix elements T'J and the associat-

ed Green-function matrix elements 6' depend on the
particular partition of a potential into cells and on the
choice of the cell centers. Gn the other hand, as men-
tioned above, the full scattering matrix T and the associ-
ated full Green function are properly invariant with
respect to such partitions and the choice of coordinates.

It is convenient to identify cell-diagonal (cell-off-diagonal)
elements of Go(r —r') according to whether the argu-
ments r and r' lie inside the same cell (different cells). It
is also convenient to consider any two adjacent potential
cells as being separated by a thin strip of zero potential
whose contribution to the total scattering matrix, T, van-
ishes when its width is allowed to go to zero at the con-
clusion of formal considerations. We can now obtain the.
coordinate representation of the MST equation of
motion, Eq. (2.19):



MULTIPLE-SCATTERING GREEN-FUNCTION METHOD FOR. . . 951

T'J(r, r')=t'(r, r')5,"+ g f t'(r, r, )GO"(r, —rz)
kWi

X T"'(rz, r')d r, d rz .

(2.22)

Here, G'"(r —r') is that cell-off-diagonal element of the
free-particle propagator that corresponds to the vectors r
and r' being confined to cells i and k, respectively. A
similar interpretation holds for T'J(r, r'), although the
scattering matrix is obviously not restricted to being off-
diagonal in the site indices.

The essence of MST is readily discernable upon itera-
tion of Eq. (2.22). This reveals the makeup of the total
scattering matrix as the sum of multiple scattering events
off individual cells, described by the cell scattering ma-
trices t'(r, r') with free propagation via Go" (r —r') be-
tween cells.

2. The angular momentum representation

where Jt (r') denotes the spherical function j&(kr)1't (r)
defined in the Appendix. Using the vector and matrix
notation introduced in the Appendix, we can write Eq.
(2.23) in the form

T= f f IJ( —r))T(r, r')(J(r')Id rd r',
with undertildes denoting matrices in angular momentum
space. Breaking the region of integration into integra-
tions over the interiors of individual cells, and using the
expansion properties of the functions JL (r), Eq. (A4), we
can write Eq. (2.24) in the form

(2.24)

T= gg( —R;)T'~g(R )

I,J

=
& g ITlg'&, (2.25)

Here, T'J is given by the expression

T'J= f f Jt( p)T'i(p, p')Jt(p—')d pd p', (2.26)
j

in which the integrals are confined to cells i and j, and p
and p' are measured with respect to the centers of cells i
and j, respectively, which are denoted by R, and R . In
Eq. (2.25) we have also introduced the row (column)
vectors (gI (Ig )) whose elements are the matrices

g( —R;)=g; [g (RJ)=g ] and have used both boldface
and an undertilde to denote matrices in site and I. space.
We note that Eq. (2.25) is completely general, being valid
for any set of scattering potentials regardless of their
shape or the choices of the cell centers.

In general, the operator T can have matrix elements
between states with different energies, (y I

T( V)Ig&)

Informative as they may be, the integral equations of
MST in the coordinate representation are very dificult to
handle computationally. Under rather broad conditions,
however, these equations can be transformed into equa-
tions in terms of matrices whose elements are indexed by
I. ( =l, m). In the angular momentum representation the
total scattering matrix takes the form

TLL ~
= f f JL( —r)T(r, r')Jt (r')d r d r', (2.23)

=(g
I VI/~), with E %Eral. In the ensuing discussion,

and in general two-particle potential scattering theory,
only the on-the-energy shell elements of T, E =E&,
enter, as is clear from the various integral expressions
above. From now on the formalism will be developed in
terms of these elements without a change in notation.

=(J(—p;) G(R~J)IJ(PJ)), (2.27)

where G(R,J ) is a real-space structure constant as defined
in Eq. (A10). Multiplying Eq. (2.22) from the left and
from the right by JL (r) and JL (

—r'), respectively, and
integrating, and using Eq. (2.27) and the definition, Eq.
(2.24), we obtain the equation of motion in the matrix
form,

G tkTkJ
lJ

kWi
(2.28)

where G'"=G(R;I, ). It follows immediately from Eq.
(2.28) that T'J is the (i,j)th matrix element of the inverse
of a matrix M whose elements are given by the expression

M'~=m'5; —G'J(l —fl; ) . (2.29)

We note that both Eqs. (2.28) and (2.29), obtained in the
angular momentum representation, have identically the
same form as the abstract operator Eqs. (2.19) and (2.20).
In order to conform with established notation we shall
henceforth denote the inverse of the matrix M'J by ~'J.

In the MT case, the quantity ~'J is the on-the-energy
shell scattering path operator introduced by Gyorffy
and Stott, and in the form of Eq. (2.28) it is particularly
convenient for computational purposes. This form clear-
ly indicates the separation of the potential, embodied in
the m', from the structural aspects of the system under
study, which is reAected in the so-called real-space struc-
ture constants [Korringa-Kohn-Rostoker (KKR) struc-
ture constants], G'J. Although for ease of computation
the potentials inside the MT spheres are usually taken to
be spherically symmetric, resulting in t matrices that are
diagonal in L„, spherical symmetry is not formally neces-

3. MT potentials

Let us now specialize to the case of MT potentials. In
this case the cell vectors p,. =r —R; are confined inside
no noverlapping spheres and along with the vectors
R 'j Rj R; connect&ng the sphere centers satisfy the
MT conditions, Eq. (A18),

R;, —p, l&lp;I, IR;, +p;l&lp, l,
and

IR;, I
& Ip;I, IR;, I

& Ip, l, IR;, I
& p; —p, l

.

Then the cell-off-diagonal element of the free-particle
propagator, Go(r —r')=G&(p;+R; —p ) can be expand-
ed in terms of spherical functions, Eq. (A19),

Go(p;+R;. —p )= QHt(p;+R; )JL(p. )
L

= g JL, ( P~ )GL,L, (Ri) )JL (Pq )
L, L'
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sary for the validity of Eqs. (2.28) and (2.29). In the en-
suing discussion, we shall refer to Eqs. (2.28) and (2.29) as
the MT form.

At this point we will postpone a discussion of the
forms taken in the MT case by various quantities, e.g. ,
charge density or the single-particle Green function, the
secular equation for the band structure, and others, until
we consider the general case of space-filling potentials in
a later section. However, we wish to emphasize the fun-
damental significance of Eqs. (2.28) and (2.29). The total
scattering matrix for any assembly of MT scatterers can
be obtained by means of Eq. (2.25) with r'J given by Eqs.
(2.28) and (2.29). Thus, the solution of the Schrodinger
equation for the entire potential has been obtained con-
veniently in terms of the solutions corresponding to indi-
vidual cells, and quantities describing the structure of the
material. It is worth noting that in the case of MT poten-
tials the band structures obtained within the MST ap-
proach outlined above have been shown to be formally
identical to those obtained within the augmented plane-
wave method. The question now arises as to whether the
MT form, Eqs. (2.28) and (2.29), can also be used to ob-
tain the exact total scattering matrix in the case of arbi-
trarily shaped, non-MT potentials. The reasons for
doubting the validity of these equations in the general
case are set forth in the following subsection.

4. Non MT potentia-ls and the nature of the problem

The passage from Eq. (2.22) to Eqs. (2.28) and (2.29),
the MT form, made explicit use of the expansion of the
free-particle propagator, Eq. (2.27). Strictly interpreted
in terms of the summations indicated in its second line,
Eq. (2.27) is valid only in the MT case. In this case, the
summations over L and L' can be performed indepen-
dently of order and always lead to converged results.
Thus the MT conditions are sufficient for the validity of
Eqs. (2.28) and (2.29). When the MT conditions are not
satisfied, it is possible that the sums over L and L' in Eq.
(2.27) may become order dependent or even divergent, be-
cause the conditions ensuring the validity of Eq. (A6)
may not be satisfied. This situation may arise when the
spheres bounding two adjacent cells overlap one another,
or the potential in nearby cells. In this case it is not im-
mediately evident that the quantity ~'~ obtained from Eq.
(2.29) will lead to the correct total scattering matrix when
used in Eq. (2.25). In fact, it has been conjec-
tured ' ' that in general the scattering-path opera-
tor in the MT form cannot be used in the case of non-MT
potentials, and that it must be modified to account for
near-field corrections.

As we show in Sec. III, however, NFC's vanish identi-
cally, and in all cases the MT form, Eq. (2.29), provides
the correct expression for ~'~, and for T through Eq.
(2.25). Before turning to that proof, we give in the next
subsection a brief discussion of previous work associated
with the applicability of MST to non-MT, space-filling
potentials.

D. Previous work

The original derivation of MST by KKR (Refs. 4 and
5) was restricted to the case of MT potentials only. Kohn

and Rostoker suggested that the use of full-cell t ma-
trices could not be justified because of possible diver-
gences of certain L expansions in the derivations, and
that the potential outside the spheres inscribed in the
cells could be treated by perturbation theory. This may
have left the impression that the use of full-cell t matrices
could be incorrect.

Matters stood somewhat dormant until 1974, when
Williams and Van Morgan' (WM) suggested that the
MT form of MST would be valid at least in certain cases,
depending on the underlying structure. Not only is this
suggestion correct, it reveals a relatively heightened sense
of physical insight on the part of the authors. Their ar-
gument is essentially based on the principle that a repre-
sentation cannot detract from the physical soundness of a
theory, and in abstract operator space MST takes the MT
form. Unfortunately, in attempting to derive their re-
sults, WM failed to provide a rigorous justification for the
convergence of certain L summations in the expansions
of Go and these expansions may in fact diverge. In addi-
tion, even if the summations had been justified, the result-
ing theory would still contain nonphysical characteristics
because it would apply only to specific choices of cell par-
titions and cell centers.

The work of WM was attacked on the issue of conver-
gence almost immediately upon its appearance. First
Ziesche, then a few years later Faulkner and other au-
thors' pointed out the conceptual difficulties in the work
of WM. Although the criticism is well taken, the con-
clusions based on it have been fundamentally wrong. Set-
ting aside the purely mathematical aspects of the issue,
we can consider the physical argument that has been pro-
posed to justify the existence of NFC's. Namely, a spher-
ical wave emanating from the center of a nonspherical
cell could begin scattering off an adjacent cell before the
scattering off the original cell has been completed. It is
then argued that the scatterings off the two cells must be
inextricably coupled, rendering any description in terms
of individual scattering matrices invalid.

This argument can be attacked and disposed of on gen-
eral principle and in terms of computational examples.
We may recall Huygens principle which states that each
point of an advancing wave front acts independently as a
source of secondary spherical waves whose interference
determines the form of the wave at subsequent time inter-
vals. With this we couple the fundamental character of
multiple-scattering expansions as probabilistic, i.e., that
one may ignore scattering off given potential cells in set-
ting up the scattering sequences as long as the totality of
the terms includes all scatterers. Were this not true, even
the scattering off MT cells would not be expressible in its
well-known form. A wave propagating from cell to cell
would have to scatter off all intervening cells, making the
use of the scattering matrices of individual cells illegiti-
mate. The resolution of these difficulties can be achieved
on the basis of the following consistent and
contradiction-free description of wave scattering in the
presence of arbitrary numbers of scatterers: Each point
on any wave front scatters off the local potential in its vi-
cinity, and it is the interference of all these secondary
wavelets, each multiply scattered according to this same
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prescription, which finally determines the outgoing wave.
The notion of multiply scattered wavelets was also inter-
jected by Keister who concluded that in certain cases
NFC's must vanish. Keister's formalism became consid-
erably involved in the case of interpenetrating potentials
causing the author to advise caution in applying it.

But what is to be done with the apparent difficulty of
reconciling correct physical principle with proper
mathematical formalism? This question is settled in Sec.
III, where it is shown that expanding around rather than
through the pole of Go and considering any cell as a col-
lection of spheres allows one to obtain converged expres-
sions for the scattering matrix in the MT form.

On the computational front, Faulkner ' has made a
valiant effort to evaluate NFC's in the case of a square
lattice with a constant potential (the empty-lattice test).
These numerical investigations have not yielded con-
clusive evidence supporting the existence of NFC's.
Some of the eigenvalues of the secular equation converge
properly to their correct values indicating clearly the ab-
sence of NFC's. The I. =0 eigenvalue appears to follow
a 1/L rate, leaving in doubt the positions of the last two
points on the graph. Thus, the 2.5% difference with the
exact results which Faulkner suggests may be attributed
to NFC's, could in fact arise because of lack of conver-
gence, numerical instability, or both. The fact that this
difference is small is no consolation and does not justify
the use of Eq. (2.29) in the case of non-MT potentials.
Because the origin of the difference is unclear, so would
be its magnitude in a different case.

In attempting to avoid the difficulties of "near-field
effects, " Brown and Ciftan' ' (BC) arrived at a secular
equation determining the band structure of a material
composed of space-filling cells, which is of the MT form
but with the role of the cell scattering matrices, t', being
played by a quantity defined in a rather different way.

However, the authors have not shown that the use of
this "cell scattering" quantity in the secular equation can
produce the proper matching of the wave function across
cell boundaries. As will be discussed in the following
subsection, doubts about the formalism of BC can also be
raised with regard to a number of criteria which a proper
physical theory should satisfy.

A different secular equation has been proposed by Ba-
dralexe and Freeman (BF). However, that secular
equation amounts to no more than a restatement of the
Schrodinger equation for the whole potential, with no
effort being made to take advantage of the concepts in
MST. Consequently, the resulting theory is computation-
ally useless. It is also interesting to note that the secular
equation proposed by BF reduces to that of KKR for the
case of MT potentials, while in their most recent work
these authors arrive at the conclusion that the KKR for-
malism is only approximate even for that case.

For somewhat different reasons, the original work of
Zeller also fails to settle the issue of NFC's. The use of
a convergence factor, as proposed in that work, addresses
only the numerical aspects of the convergence problem,
while the validity of the final expressions should be in-
dependent of such a factor. In addition, the presence of a
convergence factor in the final expressions for M pro-

posed by Zeller leads to results that depend on the choice
of cell centers, thus compromising uniqueness, and can
lead to incorrect results even in the MT case and, last but
not least, render the corresponding expressions computa-
tionally cumbersome.

In more recent work, Zeller has succeeded in obtain-
ing an essentially analytic solution for the empty-lattice
test within a KKR formalism, under certain restrictions
to the shape of the cells and the choice of the cell centers.
In spite of these restrictions and the fact that the analysis
presented by Zeller does not justify formally the use of
Eq. (2.29) in the general non-MT case, this work provides
a powerful counterexample to the conjecture of the ex-
istence of NFC's, and to any statements disputing the
validity of the MT form in the case of space-filling poten-
tials. Under the same restrictions to the shape of the
cells, Gonis has shown analytically that NFC's vanish
in the case of the two-scatterer problem, a result which
has been extended to the case of arbitrary number of con-
vex scatterers by Molenaar. '

Finally, using a generalization of the Wigner R-matrix
formalism, Nesbett has proposed a theory that ap-
parently separates the structure and the potential aspects
of a band-structure calculation also in the restricted non-
MT case of convex cells. Thus, as matters stand at
present, it can be said that the general existence of NFC's
has been infused with great doubt, but a rigorous proof
that NFC's vanish in all cases has not been given. Such a
proof is provided in Sec. III.

In closing this section we note that all previous
methods proposed for extending MST to non-MT poten-
tials yield results that depend on the particular way a
given potential is partitioned into cells and on the choice
of cell centers. Thus, they fail to satisfy an important re-
quirement of proper physical theory: that results must be
independent of both the introduction of a particular rep-
resentation (partition into cells) and of a particular coor-
dinate system (choice of cell origins). This is indeed the
case when MST is expressed in abstract operator space or
in the coordinate representation, as we saw earlier. It
remains the case when MST is expressed in the angular
momentum representation.

E. Criteria of proper scattering theory

Before proceeding with a rigorous proof of the validity
of MST for generally shaped potentials, it may be instruc-
tive to cite a number of criteria that must be satisfied by a
proper, physically meaningful theory of multiple scatter-
ing. Any reformulation of MST should be judged against
these criteria before its validity can be ascertained.

1. The empty-lattice test

In the empty-lattice test one is required to use a partic-
ular form of MST to reproduce the known eigenvalues of
a Hamiltonian associated with empty space with a shifted
constant potential. In spite of the conceptual simplicity
of this test, its only proper application to date has been
made in terms of numerical studies. ' As is well
known, however, numerical studies can only disprove a
theory, and can do so only if they reveal discrepancies
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with known exact results that are beyond reasonable
doubt. In light of this, none of the previous numerical
studies of the empty-lattice test has disproved the validity
of MST in its MT form.

2. The reproduction of exact terms in MST expansions

Consider that series of terms in the MST expansions,
see Eq. (2.22), for any multicell scattering assembly which
involves two given scatterers so far apart that the MT
formalism is valid (i.e., the spheres bounding the two
scatterers do not overlap). Then in abstract operator
space, in the coordinate representation, and in the angu-
lar momentum representation the scattering off this pair
in the field of all other scatterers is obtained through the
series

provided by Brown, did not make use of the secular
equation and is, therefore, irrelevant.

Badralexe and Freeman have made strong claims
about the validity of their "theory" on the grounds that it
satisfies the empty-lattice test. However, one should ex-
pect that this test be satisfied by any theory which simply
restates the Schrodinger equation. Of course, the other
tests are not possible because the formalism of BF is di-
vorced from MST.

III. THE VANISHING OF NEAR-FIELD
CORRECTIONS AND MULTIPLE-SCATTERING THEORY

FOR SPACE-FILLING POTENTIALS

A. Preliminary notions

t, Gi2t2+t262, t, +t, Gi2t~G2, ti+t2G~, t, G,~t2+

(2.30)

We suggest that any MST expansion should reproduce
such exact terms, and that any failure to do so is
sufficient grounds for its disqualification.

3. Shifted centers

Consider a given collection of scattering centers and
choose the centers of the cells in two different ways. As
this corresponds only to a change in the origin of cell
coordinates, it should not affect the results of calculations
of physical quantities. Any theory or form of MST which
can be shown to depend on such shifts can readily be
disqualified as nonphysical.

Let us now judge the forms proposed by Faulkner '

(modified structure constants), Brown and Ciftan
(modified single-cell scatterers), and the formalism of Ba-
dralexe and Freeman (a restatement of the Schrodinger
equation) against these criteria.

Faulkner's NFC's formulation passes test b by default,
because the scatterers are far apart and NFC's are stipu-
lated to vanish. It fails, however, test c even in the case
of MT potentials. To see this, consider two MT scatter-
ers with their centers so chosen that the sphere bounding
either cell overlaps the other scatterer. Now, in
Faulkner's formulation the structure constant connecting
the two centers is a function of potential. In general, the
eigenvalues of the scattering matrix will be different from
those obtained from the matrix when the centers are
chosen so that the bounding spheres do not overlap.
Thus, the two matrices cannot be related by a unitary
transformation, depending only on the shift of the cell
centers, and one obtains the unphysical result that a shift
in the origin of the cells results in difFerent physical prop-
erties of the system. In terms of test a, no evidence of the
existence of NFC's has been found in numerical studies
as mentioned previously.

Regarding the work of BC, it can easily be seen that if
their cell scattering matrices are different from those as-
sociated with isolated cells, and are dependent on the
part of the surrounding potential covered by a bounding
sphere, then their secular equation fails both tests b and
c. Finally, the "proof" that this formalism satisfies test a,

There are at least two different approaches that one
may take in attempting to study the problem of NFC's.
One could either attempt to sum any troublesome expan-
sions directly, or one could prove the validity of the MT
form by independent means, bypassing the difficulties as-
sociated with the expansions in the t matrices. As is indi-
cated by a large and rather unsuccessful body of
work, ' ' ' the first approach is not a particularly
fruitful one. Our proof of the vanishing of NFC's will be
based on proving independently the validity of the MT
form in obtaining the total scattering matrix T from w'~.

As we pointed out in the last section, the scattering
matrix T, defined in Eq. (2.25), is invariant with respect
to the partition of a given potential into cells and with
respect to the choice of the cell centers. We will now
show that the r'J, given by Eq. (2.29) in the MT form,
lead to the exact T when used in Eq. (2.25) in all cases, re-
gardless of the shape of the individual cells, or the posi-
tions of their centers. Because the proof of invariance
with respect to cell centers is the simpler of the two tasks,
we begin with that.

B. Invariance with respect to cell centers

Consider an arbitrary number of generally shaped,
nonoverlapping potentials and the associated matrix M'~
written in the MT form. Choose a set of vectors Ia,. I
such that for any i and j the vectors R.—R; satisfy the
MT conditions, Eq. (A18), with respect to the vectors a;
and a (in fact, it is only necessary to consider ~Ri —R,. ~

greater than ~a; ~
and ~a~ ~, along with ~R —R; —a

~
) ~a; ~

and (RJ —R;+a; )
) (ai )), and apply a similarity transfor-

mation to M'~ by means of the matrix

[gl;, =g(a;»;, . (3.1)

—G(Ri —R, + a~
—a; )(1—5; ), (3.2)

for the transformed matrix. We note that A, 'J is of the
MT form corresponding to the cell center at R; being
shifted to R,. +a;. This process of shifting the centers can

Because of the MT conditions between the vectors
R, —R., and a; and a -, we obtain

At'J= g(a, )m'gt(a, . )5;
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be repeated indefinitely leading to an expression of the
form of Eq. (3.2), the MT form, but with the final vectors
a, having arbitrary length. Clearly, the overlap between
the bounding spheres can change arbitrarily as the
centers of the spheres are shifted, and it may be expected
that NFC's change correspondingly.

However, we can easily realize that the eigenvalues of
M remain invariant under the series of similarity trans-
formations producing the shifted centers. Most impor-
tantly, JK ' and M ' yield identical results for T when
used in Eq. (2.25). To see this, we note that T remains
unchanged when the unit matrix in the form g(a;)g (a;)
is inserted between the products of g(R;) and r'~ in Eq.
(2.25) (see the following subsection). Thus, T is invariant
under a shift of the cell origins implying that NFC's must
also have the same property.

C. The vanishing of near-field corrections

The discussion just given shows that NFC's remain
constant under a shift in the cell centers, but does not
guarantee that they vanish. To prove this last assertion
we must show that NFC's are also invariant with respect
to the cell shape. The proof is based on the ansatz that
any cell potential can be represented to any desired de-
gree of accuracy by a collection of spherical cells. This
can be accomplished through the introduction of the
largest possible spheres in any as yet uncovered regions
until the remaining uncovered region shrinks below a
predetermined value. (Under this process, only sets of
measure zero, which do not contribute to volume in-
tegrals or to the cell t matrix, can remain uncovered. )

The scattering matrix of the collection of such spheres,
obtained through Eq. (2.25), which is valid for arbitrary
numbers of cells, can be made arbitrarily close to the true
scattering matrix of the cell as the number of spheres in-
creases beyond all bounds. We will now show that
NFC's are the same when the cells are considered as col-
lections of spheres (MT potentials) as when they are con
sidered as individual units. Because by definition NFC's
are equal to zero in the former case, they must vanish
identically in all cases. This will be shown to be true in
the most general case of spatially bounded, nonoverlap-
ping potentials including potentials with interpenetrating
boundaries. A preliminary account of the following
proof has been given in a previous publication.

We consider a potential V partitioned arbitrarily into
nonoverlapping cells with potentials V, , V = g, V, , of ar-
bitrary shape but with finite range. We interpret the last
condition to imply the existence of radii r, such that
V;(r)=0 for Irl)r;. In the following proof we use the
expansion property of the coefficients G(R),
G(R)g(a)=G(R —a) for IRI ) Ial [see also Eq. (A15)], to
obtain G(R —a) from G(R) even for Ial ) IRI. This can
be done by expanding around the pole of G(R) using an
inherently convergent stepwise process in which a is bro-
ken into a sum,

N

R—g a ) Ia„+, I
for all n (X

as follows:

N

G(R —a)—= G R—g a

N —1

=G R —g a g(a~)

= {[G(R)g(ai)]g(a2) } g(a~)
—= G(R)Sg(a) . (3.3)

(This process is not always possible in strictly one-
dimensional geometries, but NFC s do not arise in one di-
mension. ) We shall use the symbol 0 to denote such a
convergent process or matrix multiplication.

Now consider the total t matrix, T', obtained using the
MT form, Eq. (2.29), for JR'J with the m'=(t') ' in that
equation being the inverses of the individual cell scatter-
ing matrices. We will show that T is identical to the ex-
act T. For arbitrary vectors a and b one can write

T'= &glg(a)g (a)~r(b)g (b)lg &

=g(a) &g lr" Ig &g (b), (3.4)

where r' =g (a)~r(b) with r given as the inverse of M
defined in Eq. (2.29). Using the process defined in Eq.
(3.3) one obtains the result

[(r' ) ']; =g (b)m'g(a)5;. —G;J (1—
5;~.), (3.5)

Upon choosing a sufficiently large vector (b —a), we can
write

a"= Ig'&G(b a)&g I

and hence obtain the expression

r' = [il' —gt &G(b —a) &g I]

where [iI' ];.=[g "(b)m'g(a)+G(b —a)]5; . Multiplying
on the left (right) by & g I ( lg ~& ) we obtain

&g r'" g'& = &g l[~"—lg'&G(b —a) &gl]-'lg'& .

Next, we define the matrices

[g], =G(b —a)5,)

and

go, i=0
~0

where G;. =—G(R~ —R;+b —a).
At this point, we define the "full" free-particle propa-

gator

[G 'b], . =G(b —a)5;.+G;."(1—
5;J ) .

a=1

such that
where I is the unit matrix and e is an infinitesimal, so that
the right-hand side of Eq. (3.6) can be expressed in the
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form

IS[ tl' —
g GS] 'S ] +O(e)

= I[[g(g' ) 'g ] ' —G] 'Joo+O(e), (3.7)

where O(e) denotes terms of order e and higher. Thus, in
the limit e~0, Eq. (3.6) becomes

(g[r"/g')=[&gl(vy') 'Ig'& ' —G(b —»] '. (3.8)

Then, defining M'—=(T'), and inverting and combin-
ing Eqs. (3.4) and (3.8) we obtain the important result

[g (b)M'g(a)+G(b —a)]
= (g ~(g") '~g )
= g g(R;)[g (b)m'g(a)+G(b —a)] 'gt(R, ) .

(3.9)

The matrix T obtained from Eq. (3.9) is identical to
the exact total T in the MT case, because Eq. (2.29) is ex-
act in that case. %'e now show that T' is identical to T in
all cases. To this end, we can represent any cell potential
V; to any desired accuracy by a collection of nonoverlap-
ping MT potentials V; centered at R, relative to the cell
center R;. Thus, we can express the inverse cell scatter-
ing matrix m' in terms of the I ', which correspond to
the MT potentials V, . Using Eq. (3.9), which is exact in
this case, we obtain

[gt(b)m'g(a)+ G(b —a)]
= gg(R; )[g (b)m' g(a)+G(b —a)] 'g~(R, ) .

(3.10)

Finally, upon substituting Eq. (3.10) into Eq. (3.9) we ob-
tain the result

T=g(a) g g(R; )[g (b)m'g(a)+G(b —a)]

Xg (R;)—G(b —a) g "(b) (3.12)

is the precise analogue of Eq. (2.17). Third, the invari-
ance of T with respect to partition into cells and the
choice of cell centers endows MST with the uniqueness
that must be demanded of a proper physical theory.
Thus, any other expression of the MST equations which
can be shown to be inequivalent to those of the MT form
must be either approximate or incorrect.

At this point, we have succeeded in reaching our goal
of justifying the use of the MT form of MST in connec-
tion with non-MT, space-fiHing potentials. In the next
section we continue our exposition of MST for generally
shaped potentials and provide explicit expressions for a
number of physically important quantities.

rV. GREEN I'UNCnoNS, BI,OCH I UNCTIONS,
AND THE LI.DYD FDRMULA

In this section we derive expressions for the Green
function for general assemblies of scattering potentials
and for the Bloch function for a periodic material, and
provide a derivation of the Lloyd formula for the in-
tegrated density of states in the latter case. We show that
the final expressions for all these quantities have precisely
the same forms as those associated with MT potentials.

A. The Green function for non-MT potentials

ing forth the integrity of the former representation of
MST. Note that with the quantities g, [g (b)m'g(a)
+G(b —a)] 'g,. playing the role of V, ' in Eq. (2.17),
and with G(b —a) playing the role of Go, Eq. (3.9) writ-
ten in the form

[g (b)M'g(a)+G(b —a)]
= gg(R, )g(R, )[g (b)m' g(a)+G(b —a)]

Xg (R; )g (R, ) . (3.11)

Because the right-hand side of Eq. (3.11) can be viewed
as a single sum over nonoverlapping MT potentials, this
equation yields a matrix T', identical to the exact T, in-
dependently of the partition of V into cell potentials V,-.
In other words, this is precisely the form for M' that
mould have been obtained mith the tota/ potentIa/ V being
viewed as a collection of the MT potentials V, from the
beginning. It follows that near-field corrections must
vanish identica11y in a11 cases.

The proof of the vanishing of NFC's has a number of
important consequences. First, it shows that T obtained
from Eq. (2.25) with r in the MT form is indeed the solu-
tion of the Schrodinger equation [more precisely of Eq.
(2.7)], associated with the entire potential of a system.
Second, it allows the performance of algebraic manipula-
tions in angular momentum space, which are the direct
analogues of those in abstract operator space, thus bring-

A particularly detailed account of MST for the case of
MT potentials has been given by Butler for the special
case of one-dimensional systems, while a summary of the
general formalism of MST for MT potentials in three di-
mensions has been presented by Faulkner, and other in-
vestigators. ' ' In addition to extending the formalism
of MST to potentials of arbitrary shape, we will also indi-
cate that the formalism describing scattering ofF MT po-
tentials is not completely immune from difhculties associ-
ated with the expansion of the free-particle propagator.

First, we consider the case of a finite collection of
scattering centers and generalize to that of an infinite
number of scatterers at the end. We note that for vectors
r and r' outside a sphere covering the entire assembly, the
Green function, Eq. (2.10), can be written in the angular
momentum representation in the form (with ~r'~ ) ~r~ )

G(r, r') = ik g JL (r)HL (r')—
L

—k g HL (r ) TLt,HL, ( —r')
L,L'

=
& J(r)lH(r') &+(H(r)~T H( —r') & . (4.l)
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Here, we have used Eq. (A6) and the vector and matrix
notation introduced in the Appendix, and have also asso-
ciated a factor of —ik with the Hankel functions. We
now insert the expression for T, Eq. (2.25), into Eq. (4.1)
and use Eq. (A9) to obtain

G(r, r')= ( J(r)~H(r') ) + g (H(r)~g, .r'Jg
~

~H( —r') )

=
& J(r)IH(r'))

+ g (H(r —R, )r'J~H( —r' —R )), (4.2)

because r and r' are larger than any vectors R .. Upon us-
ing the inherently convergent multiplication process
defined in Eq. (3.3) we can expand the Hankel function as
follows:

~H(r R—
~ ) ) =G(R;)S~J(r) )

—:I [G(R, )g(a, )]g(a, ) . . Ig(aiv) ~
J(0)),

(4.3)

where r= g+=, a; and the vectors a; are again chosen so
that

R, —y a, &la. l

for all 1~n ~N. With this interpretation we can write
Eq. (4.2) in the form

G(r, r')= (J(r)~H(r'))+ g (H(r)~r 'OG' O~J( —r'))+ g (J(r)~OG ~Orj ~H( —r'))
i&0 j&0

+ $ (J(r)~OG 'Or"OG' O~ J( —r')),
i&0
j&0

(4.4)

which has precisely the form given by Butler when that
form is generalized to three dimensions and the various
products are interpreted in light of the process defined in
Eq. (3.3). The products G 'Or', etc., have a somewhat
subtle interpretation. They can be justified upon the ex-
pansion of v in terms of the cell scattering matrices, each
of which is considered as a collection of spheres (approxi-
mating the potential cell to arbitrary accuracy). Thus,
Eq. (4.4) represents a convergent expression independent
of the order of multiplication (or summation over L).
Having proved that r is of the MT form, Eq. (2.29), we
have the identities

interstitial region, i.e., the region outside the MT spheres,
is of suKciently elongated shape. Then, the products of
the type G(R;J)~J( —r)), which arise in a straightfor-
ward derivation of Eq. (4.6) for the case of MT potentials
may involve vectors ~r() ~R;~. ~

and are thus ill defined.
However, the process defined by Eq. (3.3) completely re-
moves all expansion difhculties allowing the unified treat-
ment of MT and non-MT cases.

Now, using the continuity properties of the Green
function, the variables r and r' can be moved arbitrarily
close to the center of the cell at the origin, and Eq. (4.6)
can be further manipulated " into the form (with

gr'OG' =r m —1

i&0

QG ~Oui =m r 1—
j&0

g g G 'Or"OGJ =m (r t )m-
i&0 j&0

00

and Eq. (4.4) can be readily written in the form

G(r, r'}= (J(r) ~H(r') ) + (H(r) Lt ~H( —r') )

+ [(J(r)~ ik(H(r)Lt ]-
Xa [/ J( —r') ) ikt fH( —r') )], —

(4.5a)

(4.5b)

(4.5c)

(4.6)

G(r, r')=(Z (r)~r ~Z (
—r')) —(Z (r)~S (r')) . (4.7)

Here, the functions ~Z'(r) ) and ~S'(r) ) are those regular
and irregular solutions of the Schrodinger equation,
which on the surface of any sphere bounding the entire
potential at R,. join smoothly to the functions
~Z'(r) ) ~m'~ J(r) ) ik ~H (r) ) a—nd ~S'(r) ) —+

~
J(r) ), re-

spectively. At real energies, these functions can be made
real. Upon using the formalism developed thus far and
considering the vectors r and r' as measured from the
centers of cells i and j, respectively, we can obtain for the
Green function the more general expression

G (r, r') = (Z'( r ) ~

r'J
~

Z'( —r') )

where the origin of coordinates has been taken to be the
center of the cell at 0, and the factor —ik is separated
from the Hankel function in order to conform with estab-
lished notation in our subsequent discussion. We note
that Eq. (4.6) represents a convergent expression in terms
of ordinary products (or suinmations over L). We note
also that the dependence of its derivation upon the con-
cept of inherently convergent, stepwise multiplications
may be necessary also in the case of MT potentials, if the

—5,~[ B(r —r') ( Z'(r' }~S'(r) )

+B(r' r)(Z'(r) ~S'(r'—) )], (4.8)

which is identical in form to the corresponding expres-
sion for MT potentials. We easily realize that Eq. (4.8)
remains valid as the number of scatterers increases
beyond bound. Thus, this expression provides the ex-
plicit means for calculating charge densities and local
densities of states, in finite clusters or materials of infinite
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extent, and can be used in the performance of self-
consistent electronic structure calculations and the calcu-
lation of total energies, for both pure materials and sub-
stitutionally disordered alloys.

For the special case of materials possessing translation-
al invariance, the electronic structure, E(k), can be ob-
tained from the poles of the t matrix in reciprocal space,
that is to say as the solutions of the secular equation

b,N(E) = ——Im Tr lnT
1

1= ——Imin/T/ . (4.14)

For a translationally invariant material, it is con-
venient to define the change in the integrated DOS corre-
sponding to a unit cell,

~m —G(k)~=0. (4.9) b N(E) =b,N (E—) /N, (4.15)

Here, 3
~

denotes the determinant of a matrix 3, m is
the inverse of the full cell scattering matrix, and the G(k)
are the k-space representatives of the free-particle propa-
gator for the lattice (KKR structure constants). This ex-
pession is, of course, identical to that used in the case of
MT potentials.

where N denotes the number of unit cells comprising the
material. In general, the quantity T= &g~v'~g & can also
be written in terms of the Fourier transforms, g(k) and
r(k, k'), defined in the usual way, as follows:

T= g g(k)~(k, k')g (k')
k, k'

B. Bloch functions for lattice periodic systems
= &g izing'&. (4.16)

It is now a simple matter to derive an expression for
the Bloch function of a periodic material. Neglecting
the (real) single-scatterer term for real values of the ener-
gy, we obtain after a Fourier transformation of Eq. (4.7),

G z(r, r')=&Z(r)~r(k)~Z( —r') &, (4.10)

where r, r' are cell vectors. By definition, the Bloch func-
tions ~Pk(r) & diagonalize Gi, (r, r') by means of the rela-
tion

G„(r,r')=&/„(r)~[E —E(k)] '~P„( —r') & . (4.11)

It follows that

where r is a block matrix with elements r(k, k') and the
subscript k keeps track of the representation. Now, upon
augmenting the vectors ~g &k and &g~k to matrices,
g and g", analogously to the treatment of Eq. (3.6), and
noting that the imaginary parts of the logarithms of the
determinants of g and g have opposite signs, we obtain

AN(E) = — -Im ln detr . (4.17)

Furthermore, for a translationally invariant material, v. is
a block diagonal XX2V matrix, with each block corre-
sponding to a k vector in the first Brillouin zone and
given by r(k), so that Eq. (4.17) can be written as

~y„(r) & =C(k) IZ(r) &, (4.12) b,N(E) = — Im ln Q detr(k)
k~az

where C(k) is the matrix that diagonalizes r(k). Again,
we note that Eq. (4.12) has precisely the form defining the
Bloch function in the case of MT potentials.

An expression for the cell charge density can now be
obtained. By definition, at energy E, we have

1pz(r)= ——Im TrG(r, r')

Jd k&Z(r)~1m'(k)~Z( —r) & .
1 1

w n, z

1 1= ——Im —g ln det~(k)
& kesz

1 1= ——Im J ln detr(k)d k . (4.18)
ABz Bz

The last expression is the well-known Lloyd formula for
the integrated density of states corresponding to a period-
ic material.

Using Eq. (4.12) we obtain the well-known and general
expression

pE(r)= J d'k&Pi, (r) Pk( —r)&,1

sz sz
(4.13)

where the integration extends over the first Brillouin zone
(BZ) of the reciprocal lattice, whose volume is denoted by
Q,zz. The charge density follows upon integration over
the energy, whereas the density of states is given by an in-
tegral over the coordinates r.

C. The Lloyd formula

The change in the integrated density of states, b.N(E),
resulting from the introduction of a single scatterer into
otherwise free space is given ' ' by the expression

V. NUMERICAL RESULTS

In this section we report the results of numerical inves-
tigations which address various aspects of the formalism
presented in the previous sections. Because the proof
that the scattering matrix remains invariant under a shift
of the cell centers, Sec. IIIB, depends critically on the
convergence properties of products containing the expan-
sion coefficients' g(a), we evaluated numerically a num-
ber of products involving these coefBcients. The results
of these tests are shown in Figs. 1 and 2. In Fig. 1 we
summarize the results obtained in the evaluation of the
product [g(a)g( —a)]LL with (L,L) indicated in
parentheses, as a function ofL,„, the largest value of the
angular momentum used in the internal summations.
The values of the real parts of the products
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&„=1[g(a)G(2a)—G(a)]„I/I G„(a)I
(5.2)
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FIG. 1. The convergence of the product g(a)g( —a) for vari-
ous values of a as a function of L,„,as described in the text.

for L =0 and L =1, against the value of L,„. Again,
the convergence to zero with increasing L „is evident.

The results shown in Figs. 1 and 2 illustrate the validi-
ty of the algebraic manipulations leading to the vanishing
of NFC's, presented in Sec. III. From a practical stand-
point, we note that in realistic band-structure calcula-
tions, say for elements of the transition series, the value
of ka (k =&E, a is the lattice constant) is of the order of
-4.0 or less, and thus no serious convergence problems
ought to be expected in this case.

The vanishing of NFC's in certain cases is illustrated
by the results of the cluster calculations shown in Figs.
3—5. In these figures we compare the values of the total
scattering matrix, T, associated with a spatially bounded
potential, obtained with the potential partitioned into
cells in two different ways. Figure 3 depicts a schematic
diagram of a potential consisting of three MT scatterers,
Fig. 3(a), viewed as a two-scatterer problem with two of
the scatterers taken to comprise a single cell centered at
point 0, Fig. 3(b). The exact total t matrix T,„of this
collection of scatterers can be obtained from Eq. (2.25),

max

[g(a)g( —a)]LL, = y gLL, (a)gr. I.(
—a)

L'=0

are compared against their converged value of unity, Eq.
(A16), for the vectors a=(1,0,0), 2a, 3a, and 4a in Figs.
1(a)—1(d), respectively. As is seen in these figures, the
rate of convergence at fixed L,„ is decreasing with in-

creasing value of IaI, but convergence can always be ex-
pected at fixed IaI with increasing value of L,„. The
convergence to zero of the off-diagonal elements of the
product g(a)g( —a), not shown, exhibits similar behav-
ior. Figure 2 depicts the convergence of the product

'I.O—

0.4—

1

J

J

/

0.2

0
0 2 3

Lmax

FICx. 2. The convergence of the product [g(a)G(R)]LL for
L =0 and L = 1 as a function of L,„,as described in the text.

FIG. 3. Three MT scatterers (a) viewed as a two-scattering
problem, (b) with two of the scatterers treated as a single cell.
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0.8

0.6—

0.4-

(a) where p~(r —R; ) is the charge density contributed by the
atom at point R;. The resulting potential includes the
Coulomb contributions of the electron and nuclear
charge densities, and the full Slater approximation to the
exchange,

0.2—

(5.4)

'W
0.8

X W K W L X W K The individual cell potentials V; are given by

(5.5)

0.6- where the shape function e;(r) restricts the potential to
the ith cell,

04- 1 if r is inside cell ie r='
0 otherwise . (5.6)

0.2—

0 '

W X W K W X W K

0.8 i

0.6—

FIG. 7. The electronic band structure of elemental fcc Rh as
a functional of l, calculated using the full-potential MST dis-
cussed in the text. Here, {a), {b), {c),and (d) correspond to l= 1,
2, 3, and 4.

The Mattheis procedure is known to give reasonable
bands and is a commonly used approach to obtaining
starting potentials for LDA band-structure calculations.
We note that the expressions for the Green function and
the integrated density of states derived in Sec. IV provide
the necessary machinery for proceeding to self-
consistency. However, the continuation to self-
consistency would be an unnecessary distraction in this
discussion, whose focus is the solution of the Schrodinger
equation for a given potential of arbitrary shape. Furth-
ermore, in practice a linear or quadratic approximation
to the MST equations for all but the simplest systems
would be employed for the iteration of the local-density
equations. The present discussion of NFC's would be
pertinent to such methods because these involve scatter-
ing from potentials whose bounding spheres overlap over
regions in which the potential can be as large as 1 Ry. In
fact, the proof that NFC's vanish provides the rigorous
justification for the use of these techniques.

In the following figures we show the band structures of
various elemental solids obtained through the use of Eq.
(4.9) in which the (inverse) single-site scattering matrix is
given by

0.4
LQ

m = &E (CS ' i—)—
or explicitly,

mLL — &E g CII [S— ]L
1

(5.7)

(5.8)

0.2 where the cell phase functions C and S are evaluated at
points outside the sphere bounding a cell. These func-
tions are obtained through the expressions [see Eqs. (2.3a)
and (2.27)]

0-'
W X W K

C= f ~P(r)) V(r)(N(r)~d r,
S=f ~P(r)) V(r)(J(r)~d r,

(5.9a)

(5.9b}

FIG. 8. The electronic band structure of elemental fcc Zr for
1=4, using the full-potential MST discussed in the text.

where ~P(r) ) is the solution of the equation (r outside the
bounding sphere)



962 A. GONIS, X.-G. ZHANG, AND D. M. NICHOLSON 40

~
P(r) ) =

~
J(r) ) +I IC (r, r') V(r') ~P(r') )d r,

r (r (5.10) VI. CONCLUSIONS

for the cell potential V, with the kernel K being the free-
particle propagator

IC(r, r') = &E—[ (J(r) ~N(r') )6(r' —r)

—(N(r)
~

J(r') )6(r—r')] . (5.11)

This results in a matrix of order (2l,„+1) whose deter-
minant yields the band structure through Eq. (4.9).

Figure 6 depicts the band structure of elemental bcc
Nb obtained from Eq. (4.9) (solid curves), compared to
the results of the discrete variational method (DVM) as
applied by Painter, Faulkner, and Stocks (PFS) in which
the potential outside the inscribed (MT) spheres was tak-
en into account in a perturbative way. Although the po-
tentials used in these two calculations were not identical,
they are very similar, both being calculated through the
Mattheis prescription. The bands of PFS have been pre-
viously found to agree closely with those obtained
through the use of the full-potential linear augmented-
plane-wave method (FLAPW). The large degree of simi-
larity between the full-potential MST results (solid curve)
and those of the DVM calculations shown here indicates
that l convergence has been reached in these calculations
for Nb carried out to l „=4.

A more detailed study of convergence is presented in
Fig. 7 for elemental fcc Rh. Here, Figs. 7(a) —7(d) corre-
spond to the band structure obtained with l,„=1, 2, 3,
and 4, respectively. It is seen that the rate of the l con-
vergence for these full-potential calculations is exceeding-
ly rapid, being essentially complete at l,„=2, Fig. 7(b),
with higher values of l adding little if anything to the
band structure. Such rates of convergence are known to
occur in the MT approximation to the cell potentials, and
are shown here for the first time to exist in the case of full
cell potentials as well. Clearly, expanding to values of l
higher than 4 is unwarranted, at least for the case of
close-packed structures. [We note that higher values of l
could in fact be taken into account through partitioning
schemes, which do not result in an increase of the
dimensionality of the MST matrix, Eq. (4.9), and cost
very little in computational time. ] Finally, the band
structure for elemental fcc Zr calculated with l =4 is
shown in Fig. 8.

In closing this section, we note that the calculations
just presented attest to the feasibility of solving the MST
equations in connection with full cell potentials, and indi-
cate the rather rapid convergence of such calculations in
angular momentum at least for the case of materials
based on close-packed crystal structures. The question of
convergence in connection with more-open or less-
symmetric structures clearly remains open, and should be
addressed numerically on a case-by-case basis. However,
in all such future calculations it should be borne in mind
that any discrepancies from exact results should be attri-
buted solely to the lack of convergence, and not to the ex-
istence of fundamental defects of MST, such as NFC's.

In this paper we have shown that the muffin-tin form
of the equations of multiple-scattering theory is rigorous-
ly valid in all cases of nonoverlapping potential cells of
arbitrary shape. Specifically, we have shown that near-
field corrections vanish identically in all' cases. Coupled
with Zeller's demonstration that MST in the MT form
satisfies the empty-lattice test, the discussion in the body
of the paper shows that this form of MST satisfies all
three criteria discussed in Sec. II. Although recent work,
see Sec. II, has indicated that as a matter of practicality
NFC's could be ignored as small in all cases studied and
could even be shown to vanish under certain condi-
tions, their vanishing in all cases regardless of the shape
of the potential cells is an indispensible requirement to
the logical structure of multiple-scattering theory. As
was pointed out in the body of the paper, the existence of
finite NFC's depending on the partition of a given poten-
tial into cells (representation) and on the choice of cell
centers (coordinate system) would demote MST to a level
much lower than a fully satisfactory physical theory. It
is gratifying to know that this is indeed not the case.

The vanishing of NFC's has also been illustrated by
means of numerical examples in terms of cluster calcula-
tions and the determination of the electronic structure of
several elemental solids. These calculations, although not
proving the vanishing of NFC's, suggest that the l con-
vergence of realistic electronic structure calculations with
full cell, non-MT potentials can be fairly rapid, requiring
a value of the maximum angular momentum no larger
than that needed for an accurate representation of the
cell t matrix. We might then anticipate that calculations
involving open structure, e.g. , diamond, would not re-
quire a value of L „larger than say 6 or 8 for conver-
gence. In any case, even if such calculations prove to
converge quite slowly, the lack of convergence should be
attributed to the insufficiently large value of L „,and
not to any fundamental defect of MST, such as NFC's.

In closing, we emphasize that an application of MST to
full-potential cell scattering has been shown to be
rigorously valid, and the machinery has been established
whereby one can perform fully self-consistent calcula-
tions for pure elemental solids, compounds, impurities,
and alloys. In a future publication it will be shown that
this generalized form of MST allows the exact treatment
of a number of low-symmetry systems, such as surfaces
and grain boundaries involving arbitrary lattice struc-
tures, as well as impurities near surface and grain bound-
ary regions, within a unified formalism that is on a par
with the calculations of the electronic structure of or-
dered materials. Further calculations using the full po-
tential MST described here are under way and will be re-
ported in forthcoming publications.
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APPENDIX

1. Translation properties of spherical functions

Much of the formalism presented in the body of the pa-
per rests on certain useful expansions under displace-
ment of the spherical functions, i.e., products of Bessel,
Neumann, and Hankel functions, ji(kx), ni(kx), and
hi(kx), respectively, with the spherical harmonics YL (x).
In the following discussion such products will be denoted
by Al(x)—:~i(kx)YL(x), where ai is either ji ni or hi
L ( = l, m) is a composite angular momentum index, and
Yz (x) can be taken to signify either the usual spherical
harmonics or combinations of them chosen to be real.
We are interested in expressions connecting the values
AL(x —a) about a displaced origin to the undisplaced
values AL (x).

We begin with the expansion of a plane wave in terms
of spherical functions using Bauer's identity,

e'"'=4ngij'&(kr)Yi (r)Yi* (k)
I, m

=4~ y i'J, (r) Y,'(k)
L

ed" function JL(r+p) in terms of unshifted quantities

JI (r), and it is valid for all vectors r and p.
In order to derive an analogous result for the Hankel

functions of the first kind, HI (r), we recall the usual ex-
pression for the outgoing free-particle propagator,

ikfr-r'[
Go(r, r') =-

4m Ir —r'I

ik +HI. (r )JL, (r) for lr'I & lrl .
L

For any vectors IRI ) Irl there exist vectors p that satisfy
the conditions IRI & lrl, IRI & lr —pl, and IR—rl & Ipl,
but are otherwise arbitrary so that we can write

ik~R —r+p) = —ik yH, (R)J, (r —p)
4m R—r+p 2 2

L2

ik—g HL ( R r)JI ( ——p ) .
L

(A7)

from which it follows that (recall that p is arbitrary)

r) = y HI.,(R)gl. ,l. ,
(r)

L2

(A8)

Upon using Eq. (A3) we obtain from the last two expres-
sions the equality

Q HL (R—r)Jz (
—p) = g HL (R) g gl. I (r)JL ( p)

L

=4m gi 'JL(r)YI(k} .
L

(Al) = QGL L (R)JL (r) for IRI & lrl .
L3

(A9)

Thus, for any vectors r and p we obtain

e'""+p'=(4m)

Qadi

' 'JL (r)JL (p)YL (k)YL (k)
L2 L3

=4m. gi 'JL (r+p)Yz (k) . (A2)
L,

Multiplying the equality formed by the last two ex-
pressions by YL (k) and integrating over the angles of k

1

we obtain the result

JL, (r+p)=4~+ g i ' ' 'C(L„L,,L, )Ji (p)JL, (r)
L2 L3

In the last equation we have de6ned the expansion
coeScients,

GL, L, (R)=4m gi ' 'C(Li&L2&Li)HI. (R),
L3

I
R

I
&0 . (A10)

For values of R corresponding to the translation vectors
of a regular lattice, the quantities ikGLL (—R) are the
real-space structure constants of the KKR method. Ex-
pressions similar to (A9) hold for Neumann functions as
well as the Hankel function of the second kind.

Here,

= X gl. , l.,(p»L, ,(r) .
L2

C(L„L2,L3)=f dQ YL (Q) Yl (Q)YI (Q)

(A3)

(A4)

2. A convenient notation

I J(r+p) & =g(p)l J(r) & for all r and p (A 1 1)

Denoting row and column vectors by bras and kets, re-
spectively, indexed by L we can write Eqs. (A3) and (A9)
in the condensed forms

are Gaunt numbers, and the expansion coefficients in Eq.
(A3) are defined by the expression

gl L (p)=4~+i ' ' 'C(L„L2,L3)JL (p) .
L3

(A5)

These coefficients form a unitary matrix as is shown
below, Eq. (A16).

Equation (A3) is the desired expression for the "shift-

and

IH (R—r) &
=G(R) I J(r) & «r IRI & lrl, (A12)

where g and G denote the matrices whose elements are
defined by Eqs. (A5) and (A10), respectively. Expressions
analogous to Eqs. (All) and (A12} in terms of bras also
exist. It is important to note that Eq. (A12) is valid only
if

I Rl ) lrl; otherwise the summation in Eq. (A9) cannot
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= ~H(r))

=G(r —a)~J( —a)) for ~r —a~ & a~ (A13)

be shown to converge.
It is simple to derive a set of useful relations involving

the various expansion coe%cients g and G. Using Eq.
(A9) we obtain

~H(r —a+a) )

g(a)g(b)=g(a+b) for all a and b, (A17)

which can be derived in a straightforward manner.
Finally, for three vectors r&, r2, and R, which satisfy

the conditions (the muffin-tin conditions)

and also

~H(r —a+a) )

=G(r)[g(a)~J( —a))] for all r and a .

Thus, for ~r~ & ~a~ we find

I R + ril & lr21

we obtain the expression

(A14) Gp(R —r, +r2)= ik(J(—r, )~G(R)~ J( —r2)),
or explicitly,

(A18)

(A19)

G(r —a) =G(r)g(a)

=g(a)G(r) .

Clearly, we also have the relations

g (a)g( —a) =1

=g(a)g (a)

(A15)

(A16)

Gp(R —ri+r2)= ik —g JL(r, )GLL (R)JL, ( —r2) .
L,L'

(A20)

For lattice vectors R, the quantity ikG—(R) is precisely
the real-space representation of the KKR structure con-
stant. In the text it is denoted by the same symbol,
G(R), in order to avoid proliferation of notation.

M. Lax, Rev. Mod. Phys. 23, 287 (1951).
2P. M. Morse, Proc. Nat. Acad. Sci. USA 42, 276 (1956).
3J. C. Slater and K. H. Johnson, Phys. Rev. B 5, 844 (1972).
4J. Korringa, Physica 13, 392 (1947).
5W. Kohn and Rostoker, Phys. Rev. 94, 1111(1954).
6J. S. Faulkner, Phys. Rev. B 19, 6186 (1979).
7V. L. Morruzi, J. F. Janak, and A. R. Williams, Calculated

Electronic Properties ofMetals (Pergamon, New York, 1978).
B. L. Gyorfty and G. M. Stocks, in Electrons in Disordered

Metals and at Metallic Surfaces, Vol. 42 of NATO Advanced
Study Institute, edited by P. Phariseau, B. L. Gyorffy, and L.
Scheire (Plenum, New York, 1979), and references therein.

J. S. Faulkner, in Progress in Materials ScE'ence, edited by J. %.
Christian, P. Hassen, and T. B. Massalski (Pergamon, New
York, 1982), Vol. 27, Nos. 1 and 2, and references therein.
A. Gonis, Phys. Rev. B 34, 1290 (1986).
A. Gonis, A. J. Freeman, and P. Weinberger, Phys. Rev. 32,
7713 (1985);32, 7720 {1985).
N. Stefanou, P. J. Braspenning, R. Zeller, and P. H. Dederichs
(unpublished).

isJ. B. Pendry, Low Energy Electron -Di+raction (Academic,
New York, 1974).

4A. Gonis, Phys. Rev. B 34, 8313 (1986).
~5A. Gonis and X.-G. Zhang (unpublished).

A. R. Williams and J. van W. Morgan, J. Phys. C 7, 37 (1974).
R. G. Brown and M. Ciftan, Phys. Rev. B 27, 4564 (1983).
W. John, G. Lehmann, and P. Ziesche, Phys. Status Solidi B
53, 287 {1972).
P. Ziesche and G. Lehmann, Ergebnisse in der
Eleh tronentheorie der Metalle (Akademie-Verlag, Berlin,
1983), p. 151.

P. Ziesche, J. Phys. C 7, 1085 (1974).
L. G. Ferreira, A. Agostinbo, and D. Lida, Phys. Rev. B 14,
354 (1976).

2 L. Scheire, Physica A 81, 613 (1975).
R. G. Brown and M. Ciftan, Phys. Rev. B 32, 3454 (1985); R.
G. Brown (unpublished).
E. Badralexe and A. J. Freeman, Phys. Rev. B 36, 1378 (1987);
36, 1389 (1987);36, 1401 (1987);38, 10469 (1988).

25P. Lloyd, Proc. Phys. Soc. London 90, 207 (1967).
M. Gell-Mann and M. L. Goldberger, Phys. Rev. 91, 398
(1953).
M. L. Goldberger and K. M. Watson, Collision Theory (Wiley,
New York, 1964).

2sR. G. Newton, Scattering Theory of Waves and Particles
(McGraw Hill, New York, 1966).

z9P. Roman, Advanced Quantum Theory (Addison-Wesley,
Reading, Mass. , 1965).

P. Lloyd and P. V. Smith, Adv. Phys. 21, 69 (1972).
'The term "eigenstate" is used here in a nonrigorous sense

since the ~y ) are not normalizable except in a 5-function
sense. This purely formal and commonly employed represen-
tation, however, does not acct our final results.
The ~" are not proper operators in a Hilbert space, but rather
the on-the-energy shell elements of the t-matrix operators
T+--

B. L. Gyorffy and M. J. Stott, Solid State Commun. 9, 613
(1971).
R. Evans and J. Keller, J. Phps. C 4, 3155 (1971).
J. G. Morgan, Proc. Phys. 89, 365 (1966).

6R. Zeller, J. Phys. C 20, 2347 (1987).
B.D. Keister, Am. J. Phys. 149, 162 (1983).
J. S. Faulkner, Phys. Rev. B 32, 1339 (1985);38, 1686 (1988).
R. Zeller, Phys. Rev. B 38, 5993 (1988).
A. Gonis, Phys. Rev. B 33, 5914 (1986).
J. Molenaar, J. Phys. C 21, 1455 (1988).

4 R. K. Nesbett, Phys. Rev. 30, 4230 (1984); 33, 8027 {1986).
43A. Gonis, X.-G. Zhang, and D. M. Nicholson, Phys. Rev. B



MULTIPLE-SCATTERING GREEN-FUNCTION METHOD FOR. . . 965

38, 3564 (1988).
44W. H. Butler, Phys. Rev. B I4, 468 (1976).
~~One can always consider a sphere as enclosing any collection

of scatterers, even those containing an infinite number of
cells, and the derivation of Eq. (4.8) is independent of the
number of scattering centers.
The single scatterer term is complex at complex energies and
must be taken into account in that case.

47M. G. Krein, Mat. Sb. 33, 597 (1953).
J. S. Faulkner, J. Phys. C 10, 4661 (1977).
B. L. Gyorffy and G. M. Stocks, J. Phys. (Paris) Colloq. 35,
C4-75 (1974).

M. Danos and L. C. Maximon, J.Math. Phys. 6, 766 (1965).
L. F. Mattheis, Phys. Rev. 134, A970 (1964); L. F. Mattheis, J.
H. Wood, and A. C. Switendick, Methods Cornput. Phys. 8,
64 (1968).

~~F. Herman and S. Skillman, Atomic Structure Calculations
(Prentice Hall, Englewood Cliffs, 1963).
J. S. Faulkner and T. P. Beulac, Phys. Rev. B 26, 1597 (1982);
J. S. Faulkner, ibid. 19, 6186 (1979); D. M. Nicholson and J.
S. Faulkner, Phys. Rev. B 39, 8187 (1989).

~4G. S. Painter, J. S. Faulkner, and G. M. Stocks, Phys. Rev. B
9, 2448 (1974).
N. Elyashar and D. D. Koelling, Phys. Rev. 8 13, 5362 (1976).


