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We describe the extraction from local-density-approximation-based total-energy calculations of
the potential governing the reconstruction of the W{001) surface and an extensive Monte Carlo
simulation investigation thereof. Our study is successful in reproducing the qualitative features of
this much-studied surface reconstruction, in particular confirming and fully characterizing its
order-disorder character. We find and discuss a discrepancy with the measured transition tempera-
ture, concluding that it probably arises from remaining small inaccuracies in the total-energy calcu-
lations.

I. INTRODUCTION

Interest in the surface reconstruction of W(001)
remains considerable even 20 years after its basic nature
was first discussed and elucidated. ' Theoretical in-
terest continues because the subtlety of the electronic
driving forces represents a challenge of understanding
and a test of accuracy of various approaches to
electronic-structure calculations. Increasingly finely
honed experimental studies ' offer more detailed pic-
tures of various aspects of the transition. Yet some basic
theoretical questions remain at issue, especially centering
on the significance of Fermi surface states to the recon-
struction. Early theoretical work focused on charge-
density-wave-type mechanisms. ' ' Subsequent studies
suggested a Jahn-Teller —like mechanism involving states
throughout the d bands, ' a picture which was supported
by local-density-approximation-based (LDA) total-energy
calculations. Most recently pseudopotential studies
comparing the W(001) and Mo(001) surfaces —the latter
exhibits a similar but incommensurate reconstruction—
have revived questions about the significance of longer-
range, Fermi-surface mechanisms.

In this situation of competing interpretations of mech-
anism, it is important to make the contact between
theoretical and experimental studies as close as possible.
The most accurate electronic-structure calculations are
restricted to small unit cells and thus to very orderly
(T=O) situations. They can thus predict the character of
the ordered state but not the transition temperature or
the character of the phases in the transition region. Ex-
perimental studies, on the other hand, usually focus on
the transition regime ( T, =210 K). In this paper we dis-
cuss a combination of electronic-structure total-energy
calculations with Monte Carlo simulations that allows
efficient access to the transition region. The method de-

pends on the extraction of the parameters of a classical
Hamiltonian governing the motion of the surface-layer
atoms from the total-energy calculations. If the assumed
form of that Hamiltonian adequately describes the system
and if sufficiently diverse total-energy calculations sup-
port the extraction of parameters then this approach can
accurately model the system near the transition tempera-
ture, thus allowing more direct confrontation between
theory and experiment and providing a check of the ac-
curacy of the underlying first-principles method.

This approach has the additional attractive feature
that, if successful, it identifies the specific interactions
most responsible for driving the reconstruction. This
could be helpful in characterizing the reconstruction
mechanism.

In this work we assume a short-range interaction mod-
el and show that its parameters can be extracted from
total-energy electronic-structure calculations in just a few
orderly (small unit cell) configurations. We then study
the resulting model via Monte Carlo simulations.

II. HAMILTONIAN

Our method begins with the assumption of a Hamil-
tonian specifying the total energy of the surface region as
a function of atomic positions. In this first attempt we
focus on the energetics of just the first (surface) layer, in-
cluding explicitly the interactions within that layer and
its interactions with underlying layers which are assumed
to be static except for random thermal motion. This
represents in effect a spatial truncation of the interaction
in the direction normal to the surface. The other physi-
cally relevant terminations of the Hamiltonian are the
range of the interactions parallel to the surface andithe
highest order of the terms included. In the present effort
we have included symmetry-allowed terms up to fourth
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order, which allows an accurate account for all energet-
ic features found from the slab calculations.

The specific form we have chosen is

where Fo is an arbitrary energy zero,

H„,= g [ ,' Au,—+,'Bu;—+—,
' V4u; cos(40; )

+ —,'A, (z, —zo) + V, u;z;] (2a)

(Hi„describes the interactions of surface layer atoms
with underlying layers) and

+ u~ u~~( u~+ ~u~)]]+ g Jiu; uj (2b)

(H;„, specifies the interactions within the surface plane).
In Eqs. (1) and (2) u; is a 2D vector representing the dis-
placement of the surface atom at site i parallel to the sur-
face plane (u; is the magnitude of this vector and u,„ is its
x component), z; is the displacement of that atom normal
to the plane (positive outward), (ij )k denotes an kth
neighbor pair of sites in the surface plane, and S,"=1
( —1) if sites i and j are displaced from one another in the
x (y) direction. A, B, V~, . . .J„.. .J2 are parameters to
be specified.

Having chosen this form for H we proceed to deter-
mine the parameter values via least-squares fitting of the
calculated total energies to the assumed Hamiltonian.
These energies were determined as described in Singh and
Krakauer, for a variety of in-plane and normal displace-
ment patterns (characterized by the 2D periodicity and
displacement direction) and magnitudes. Besides the ar-
rangement characterized by normal shifts only, patterns
of character I (10), I (11), M(10), M(11), X(10),
and X(01) were considered. [In this notation for the
displacement patterns the first character gives the point
in the surface Brillouin zone that defines the periodicity;
the following vector gives the direction of the local
displacements —see Fig. 1(a). Note that the I" and M pat-
terns are invariant with respect to 90 rotations of all dis-
placements while the X patterns are not. ] For each pat-
tern calculations were done for a variety of displacement
magnitudes at one particular choice for the normal shift
of the last plane such that the energy minimum of that
particular pattern is traversed. Six other configurations
along the M( 11) energy trough [see Fig. 2(a)] were also
used. For all calculations the positions of second-layer
and deeper atoms were constrained to the bulk locations.
About 50 distinct energies were calculated altogether.

We then determined the parameters in Eqs. (1) and (2)
using a weighted (to favor the most likely displacement
patterns) least-squares fit. The resultant values are given
in Table I. The Hamiltonian with fitted parameters accu-
rately reproduces the calculated energies as can be seen in
Fig. 1. Once its parameters have been determined, the
Hamiltonian specifies the energy as a function of any dis-

placement pattern and magnitude. For example, the
dependence of the energy on in-plane displacement mag-
nitude and first-layer relaxation in the M ( 11 ) pattern is
shown in the form of a contour plot in Fig. 2. Equations
(1) and (2) also contain information concerning the ener-

gy of less orderly arrangements and so form the basis for
the Monte Carlo simulation we discuss in Sec. III.

Other groups have attempted to model this phase tran-
sition. The veracity of treatment depends on the poten-
tial used so it is worth commenting on similarities and
differences. Studies by Ying and co-workers ' have
been based on a model with 20 displacements lacking
amplitude fluctuations (atomic displacements are fixed in
magnitude) and so are useful for describing the critical
behavior of the model, but cannot give a quantitative ac-
count of the nature of the phases or the transition tem-
perature. The study of Roelefs and Wendelken was
based on models with amplitude fluctuation, but allowed
displacements only within the surface plane. This ap-
proach allowed discussion of the nature of the phases in-
volved, but since the potentials were not determined from
total energy calculations, could not determine T, . (In
that work two disparate models were studied; the poten-
tial used in the present work is closer to the one termed
Model I.) Tosatti and co-workers have made extensive
lattice-dynamical and molecular-dynamics studies of a
model including amplitude fluctuations and allowed dis-
placements in the direction perpendicular to the surface.
Their potential is derived from bulk information with
ad hoc modification of surface-layer force constants to ac-
count for the observed reconstruction and its transition
temperature. The most important differences between
their potential and that used in the present work are in
the interactions between surface-layer atoms and underly-
ing layers, the contribution Hi„ in Eq. (1). In the poten-
tial of Fasolino and Tosatti these terms are bulklike and
so oppose any reconstruction. The observed c (2 X 2)
reconstruction must then be driven completely by in-
teractions within the surface layer. In our fitting pro-
cedure the parameter A turns out to be negative, indicat-
ing that the interaction between first- and second-layer
atoms favors all reconstruction modes. (But because of
its lack of selectivity, it does not influence the transition
temperature of any one mode very significantly. ) This
difference leads to very significant quantitative differences
between the character of the phases in the transition re-
gion and to a very different ratio of T, to reconstruction
energy. Another but less significant difference between
the two potentials is manifested in the relaxation of the
surface layer perpendicular to the surface. Due again to
the use of bulklike terms for the first- and second-layer
interactions, their relaxation is outward in both recon-
structed and unreconstructed surfaces. In contrast, most
total energy calculations indicate inward relaxation as in-
cluded in our potential. The potentials are in rather close
agreement as to the degree of anisotropy defined below in
Eq. (6).

III. SIMUI.ATION

Our simulation code considers one active layer of
atoms assigned to sites in an (XXX) square array with



MONTE CARLO STUDY OF THE W(001) SURFACE. . . 9149

&k

ky

(01)
(a)

20-

10-

g M c10»
+ M @11»

0-

(00) (10)

kx -10-

-20
0.0

I

0.1 0.2
I

0.3
I

0.4

20

15 g X «01»
& X c10»

(c) 20

15

10

a r&IO&
K' &l 1)

u (A)

5 i

0- 0-

-10 -10

-15
0.0

I

0.1
I

0.2

u (A)

0.3
I

0.4
-15

0.0
I

0.1
I

0.2

u (A)

I

0 ' 3 0.4

20-

15-

10-

~ u=O (Unreco
au=.2682 A (

5 a

0

-10-

-15
-0.1 5

I

0.00
I

0.1 5

FIG. 1. Definition of displacement patterns for which total-energy calculations were performed and the fit of the Hamiltonian in
Eqs. (1) and (2) to them. (a) 2D surface Brillouion zone with high symmetry points indicated. (b)—(e) Hamiltonian fit for displacement
patterns as indicated in the panels; plotted points are total energies calculated as in Ref. 3 and curves depict the variation of the total
energy with displacement magnitude from Eqs. (1) and (2) based on fitted parameter values.
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periodic boundary conditions. The standard Metropolis
algorithm is used for accepting or rejecting attempted
displacements of individual atoms which are 3D moves,
randomly chosen within a volume whose base is 0.4 A
and whose height is 0.09 A. (These limits allow a given
atom to completely reverse its displacement, but still give
reasonable acceptance rates. ) The propagation loop is
vectorized for efficient processing on a CRAY supercom-
puter. Run lengths varied with proximity to the transi-
tion and lattice size. Our larger lattices (48X48) had to
be run to a length of 100000 attempted moves per site
near the critical point. Periodically the simulation was
interrupted to calculate experimental observables includ-
ing the (kinematic) diÃraction intensity, the energy and
the separate contributions thereto from the terms in Eq.
(2), average displacement magnitudes and anisotropy, de-
gree and nature of disorder, etc.

In the real experimental system, the atomic displace-
ments characteristic of the reconstruction are confined
mostly to the top layer' —hence our use of a Hamiltoni-
an dependent on first-layer displacements only. Howev-
er, even if the second and underlying layers have little
role in driving the reconstruction, - they still may have an
important influence on first-layer movements via thermal
disorder. We simulate this effect by adding stochastic
perturbations to H&„, since that part of the Hamiltonian
describes the interaction between a given surface-layer
atom and the nearby underlying atoms. For simplicity,
we focus on the four second-layer atoms closest to a given
top-layer atom and let d, = (b,u, b, u~, b,z) denote an
effective, time-dependent change of origin in H&„, due to
the thermal displacements of the four atoms. We assume
that the three components of d, fluctuate randomly with
the amplitude expected from bulk Debye behavior.
This variation of second-layer positions couples to first-
layer energetics in the form of an addition to H&„which
we have termed H„„,. For example, the term —,

' Au, , in

Eq. (2a) generates a contribution ( —Ad, u;) in H,«.
Then at each simulation step we calculate not only the
usual total energy change AE =Hf —H,. associated with
the proposed "move" but also a b E„„„basedon the ran-
domly generated current value of d„which reflects the
change that occurs in H „,as a result of that move. The
probability of accepting the move, p =exp[ —(b E
+ b,E~„,)/k~ T], includes the thermal contribution.

With this simulation code we have investigated the
phase transition, focusing on the dependence on lattice
size, the characteristics of the transition region, and the
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FIG. 2. Contour plots of the total energy vs displacement
magnitude, in the plane u and perpendicular to the surface z for
displacement patterns of (a) M(11) character and (b) M(10)
character.

TABLE I. %'(001) surface Hamiltonian parameters deduced from total-energy calculations.

Local terms

A, —301.94 mRy/A
B, 7686.67 mRy/A
V4, 214.29 mRy/A
A„882.75 mRy/A
V„—896.82 mRy/A

NN terms

J„76.14 mRy/AK„12.86 mRy/A
R „—100.85 mRy/A

(z = —0.095 A)

NNN term

J2, —0.615 mRy/A
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effects of inaccuracy in the underlying electronic struc-
ture calculations. To locate the transition temperature
we considered the most convenient experimental measure
of the (square) order parameter, the kinematic diffraction
intensity at the position of the extra beams,

2
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I1/2 +1/2 = g exp 1 =&+ '(R +u )
l

(3)

where R; is the location of the ith lattice site and a is the
lattice constant. [For the purposes of locating the transi-
tion, we have ignored the momentum transfer (k) com-
ponent perpendicular to the surface. As discussed below
we also calculate in each simulation run the kinematic
diffraction intensity including the third component of k.
Thus we can consider the Debye-Wailer behavior of the
system and other interesting effects. ] Since ~u~ &&a, the
exponential in Eq. (3) can be expanded, leading to a much
more e%cient form for the sum,

1/2, +1/2 X i ( ix —uiy
l
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FIG. 3. IM vs T from Monte Carlo simulation for lattices of

size (12 X 12), circles; (24 X 24), squares; and (48 X 48), triangles.
Solid curves are fits of the calculated values to a smooth curve
with a single inAection point whose position is taken to be T, in
each case. I~ can be taken to be the average of the squares of
the two-order parameter components for this model.

where S, =+1 depending on which c (2 X2) sublattice site
i is on. In the ordered state either I&y2, &y2 or Iiy2, —&y2

will become nonzero, each one corresponding to one of
the two possible directions of displacement, NE-SW or
NW-SE. In experimental studies the incident beam is
suSciently large so that many regions of both orienta-
tions are illuminated incoherently. Thus both extra
beams are typically seen simultaneously. In simulations
the orientation of order can rotate abruptly during a tem-
perature scan, particularly in the vicinity of the transi-
tion, so that it is convenient to use the (normalized) aver-
age of the two (squared) components of the order parame-
ter,

2 ( 1/2, 1/2+Ii/2, —1/2 )
Im —= ' . . 2

for locating the transition.
We calculate I~ for several temperature scans through

the vicinity of the transition, average the separate scans
together, and then fit a smooth curve through the calcu-
lated points. The inAection point of this curve is taken to
mark the transition temperature for a given lattice size.

cording to the above procedure were 523.6, 518.6, and
519.7 K, respectively, so that one may surmise
T, =510+5 K. We will discuss the significant discrepan-
cy between this value and the experimental value of 210
K below, focusing first on the qualitative nature of the
transition.

B. Nature of transition an(tI phases

Though the nature of the transition and the character
of the phase immediately above T, were once controver-
sial, with some workers arguing for an order-order pic-
ture, and others for an order-disorder view, ' the situa-
tion now seems to be settled in favor of the
latter. ' ' ' ' Our short-range interaction Hamiltonian
is also consistent only with a disordered phase above T, .
However, with simulations one can do more than label a
phase as disordered or ordered. One can also convenient-
ly character the nature and degree of any disorder
present. We present in Fig. 4 the variation with tempera-
ture of several relevant local quantities through the tran-
sition, giving both the ensemble or time average denoted
(x ) for measurable x, and the ensemble average of the
spatial variance denoted ( o „),

IV. RESULTS
1Ox=—. gx, —

1/2

X.
1

A. Transition temperature

The model defined by Eqs. (1) and (2) and, by exten-
sion, the actual system itself exhibits a phase transition in
the universality class of the XY model with cubic anisot-
ropy. This model ' and the system itself have been
shown to be unusually sensitive to finite-size effects. We
thus studied the transition with three lattice sizes,
(12X 12), (24X24), and (48X48), so that we could extra-
polate to infinite system behavior with some confidence.
Figure 3 shows a plot of IM versus T for these three lat-
tice sizes. The transition temperatures determined ac-

where x, is the value of observable x at site i at the simu-
lation step during which accumulation for time average is
occurring.

(u ) characterizes the displacement magnitudes ir-
respective of the degree of order and can be measured by
integrating the diffracted kinematic intensity. ' (z )
characterizes the average relaxation of the surface plane
which can be measured via I-V LEED techniques which
take disorder into account. ' (o. 2) and (o, ) contribute
to measurable Debye-Wailer factors. (cos(40)) charac-
terizes the orientation of the order and (o„,i~s1) the de-
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gree of anisotropy or orientations on the surface, the
latter having important ramifications in classifying the
transition.

Figure 4(a) shows the variation of ( u ) and ( o ~ ) .
Note that very substantial displacement magnitudes per-
sist above T, (marked with the arrow on the temperature
scale), and that there is very little variation in the im-
mediate vicinity of the transition. This is consistent with
the x-ray-diffraction results of Robinson et al. '- In Fig.
4(b), (z ) and (o, ) are plotted versus temperature. Note
that the relaxation of the last layer spacing stays close to
what it is in the ordered state. This is not in quantitative
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FIG. 4. Variation of local observables through the transition
from Monte Carlo simulation. In each case the expectation
value (or Monte Carlo "time average") is plotted as the solid
point and the time average of the spatial variance (see text) of
the same quantity as the open circle.

agreement with the I-V LEED analysis of Pendry
et al. ,

' which finds a large inward shift of 0.13 A well
above T, . The reason for the disagreement may lie in the
character of disorder assumed in that paper, which in a
given calculation is 5-function-like, i.e., (o 2) =(cr, )
=(o.~«,4e~) =0 with disorder only in direction. Figure
4(c) shows the variation with temperature of (cos40) and
(o.„,4~). The interesting feature apparent in this plot is
that the anisotropy has relatively little effect near the
transition. (cos48) is still very close to 0 and its vari-
ance over the lattice at any given time is such that the
displacements appear to be rotating freely. One is, in
other words, very close to zero anisotropy, giving reason
to hope that Kosterlitz-Thouless behavior might be ac-
cessible in this system.

C. Discussion

We consider next the quantitative accuracy of our
treatment of the system in light of the discrepancy be-
tween transition temperatures. Although this experimen-
tal system is known to be rather sensitive to surface de-
fects, such as steps, and low-coverage contamina-
tion, we feel that the most likely explanation for the
discrepancy lies in shortcomings of our theoretical treat-
ment. The possible explanations include inadequacies of
the assumed Hamiltonian form —for example, longer-
range interactions may be important, or inaccuracies in
the total-energy calculations upon which we based out
parameter fits. We have investigated the latter possibility
more carefully. We estimate that our general potential
LAPW method determines energy differences for
different configurations with an accuracy of about 20%%uo.

We accordingly investigated the effect of a 20%%uo error on
the energy of the I displacements, lowering their energy
by that amount, leaving the other energies unaltered.
The result is an exchange of driving strength between the
J& and A terms in the Hamiltonian, but no difference in
the reconstruction energy. (In effect one is transferring
driving force from intra-layer effects to interlayer effects. )

As can be seen in Fig. 5 this makes a substantial
difference in the transition temperature, lowering T, to
about 345 K. There are qualitative effects as well, with
the displacement magnitudes ( u ) showing less variation
as one passes through T, . We are led to conclude that
most of the discrepancy between experiment and our cal-
culations can be readily accounted for by the small inac-
curacies still remaining in state-of-the-art total-energy
calculations. The high sensitivity of the transition tem-
perature and other system properties seem to constitute a
very precise test of accuracy.

It is worth noting that T, is not very sensitive to the
degree of four-fold anisotropy. A convenient parameter
for characterizing the degree of anisotropy is the
difference in reconstruction energy in the M(11) and
M ( 10 ) patterns divided by twice the former (this
definition is consistent with that typically used for models
lacking amplitude Iluctuations },
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calculation includes several layers of W atoms, but is re-
stricted to significantly shorter simulation runs. The
qualitative features they find are mostly similar to our re-
sults. However, the intrinsic differences between their
potential and ours, especially the partition of the driving
force between first- and second-layer contributions, give
rise to quantitative differences in the behavior of the ex-
perimentally accessible quantifies plotted in Fig. 4. Their
value for T, is much closer to the experimental result
than ours. This is not surprising given that their poten-
tial parameters were adjusted to give agreement with the
experimental value.

V. SUMMARY

FIG. 5. Plot of IM vs T from Monte Carlo simulations com-
paring results from the unperturbed potential and that in which
some of the reconstruction energy is transferred from the J&
term to the 3 term.

Our potential has H4 =0.11. To check the dependence of
T, on H4 we performed some calculations with anisotro-

py very close to 0 (by arranging for the effects of V4 and

R, to cancel in our potential). T, was diminished by less
than 5% by this change. This is consistent with the ex-
pected form of the phase diagram of the XF model with
four-fold anisotropy. '

Fu and Freeman have also carried out total-energy
calculations in the FLAP W method for this system.
They have reported the energy variation only for the
M( 11 ) and M( 10) structures so that a full comparison
of results is not possible. It should be noted, however,
that their reconstruction energy is smaller than ours by a
factor of 3 when second-layer atoms are held fixed (as
ours were), and doubles when second-layer relaxation is
included. The reduction of reconstruction energy would
imply, in the zeroth approximation, a reduced value for
T, thus perhaps improving correspondence with experi-
ment. Lacking calculations for other displacement pat-
terns we cannot improve on this crude estimate. The
reason for the discrepancies between the two calculations
is not presently understood.

Wang et ah. have also recently investigated the phase
transition of clean W(001) via a molecular-dynamics cal-
culation. (Their potential is discussed in Sec. II.) Their

We have shown that it is possible to make quantitative
comparisons between theoretical methods for calculating
transition-metal surface energies and interesting experi-
mental surface reconstruction transitions. The degree of
correspondence that has been achieved indicates that
LDA-based total energy methods are reasonably
accurate —at the mRy level —for the treatment of sur-
faces and provides a detailed verification of experimental
characterizations of the nature of the transition and the
character of the phases involved.

We have also succeeded in characterizing the degree of
anisotropy of orientation to be expected in the vicinity of
the transition. This is significant in that it determines
how close this system lies to the interesting zero-
anisotropy case at which one expects a Kosterlitz-
Thouless critical point. ' (Adsorption of hydrogen al-
lows control of anisotropy, suggesting that it may be
possible to realize a KT transition experimentally. )
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