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This is the first in a series of two papers on the statics and dynamics of surface polarons. In the
present paper, we discuss the ground-state wave function by variational methods. Two transitions
occur as we switch on the particle-surface phonon interaction: At the first transition, the normal
component of the wave function collapses on the surface due to the renormalization of the zero-
point energy. At the second transition, there is a rapid increase in the effective mass of the particle
for parallel transport. The second transition is essentially triggered by the first one. It is argued
that the normal collapse lies at the basis of the singular behavior in the adsorption probability ob-

served in numerical calculations.

I. INTRODUCTION

The interaction between an electron in a polar crystal
and the phonon modes of a lattice has long been known
to lead to the mass renormalization of the electron—the
polaron.! For weak coupling, this effect is small and the
electron wave function remains extended (large polaron).
With increasing coupling, there is a sudden mass increase
which can be accompanied by a collapse of the electron
wave function (small polaron) leading to “self-trapping.”?
This remains somewhat controversial,>* since there ex-
ists no proof of the existence of a critical coupling con-
stant. When the kinetic energy of the lattice can be
neglected, a more quantitative description of the transi-
tion can be achieved. *

A similar mass renormalization also occurs for parti-
cles trapped on surfaces.’ A well-known case concerns
electrons on a liquid*-He film.® Other examples are elec-
trons in Si inversion layers and positron surface states in
metals.” For such “surface polarons,” the wave function
is of course quite anisotropic. In the conventional
description of surface polarons, one assumes that the
component of the wave function in the direction normal
to the surface is simply the lowest bound state of the po-
tential which restrains the particle to the surface. For in-
stance, for electron on “He, the bound states have a
hydrogenlike spectrum with a Bohr radius of about 50 A.
The collapse of the wave function of surface polarons
generally refers to the in-plane component of the wave
function, although some work was done including the
normal extent of the wave function.® Any strong renor-
malization of the wave function in the normal direction
would be very important for dynamical problems such as
surface scattering and adsorption. As the scattering
states of the renormalized potential have a large ampli-
tude near the surface, the excitation of surface modes will
be facilitated, and adsorption will follow. In a recent nu-
merical study of surface adsorption,® we found that upon
varying the coupling strength, the capture rate increases
dramatically beyond a specific value of the coupling con-
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stant. In this model, only normal motion was included,
and a natural guess would be that beyond this critical
value, the normal component of the wave function has
collapsed.

This is the first of two papers in which we investigate
the statics and dynamics of surface polarons including
both the normal and in-plane components of the wave
function. In the present paper, we will discuss the statics
in the intermediate-coupling regime of adsorbed particles
(the transition in the capture rate was observed in this
range of coupling strength). We will generalize the Lee,
Low, and Pines! (LLP) variational method to surface po-
larons in order to look for a wave-function collapse in the
direction perpendicular to the surface. Although it is an
important issue, we shall not focus our attention on the
nature of the transition, but rather examine which col-
lapse is the first to occur: in-plane collapse or normal
collapse. Normal collapse is usually neglected. We find
two separate critical values of the coupling strength: one
where the normal component of the wave function col-
lapses and one where the in-plane component collapses.
The existence and the magnitude of those different cou-
pling strengths are directly related to the range of the in-
elastic electron-phonon potential. When this range is
small compared to the extent of the bound state of the
uncoupled system, we predict that normal collapse occurs
first. The critical value corresponding to normal collapse
is of the same order as the critical coupling constant
where we observed previously a dramatic increase in the
adsorption rate. Normal collapse thus appears to be a
dominant effect for the statics and the dynamics of the
problem.

The outline of this paper is as follows. In Sec. II, the
wave-function ansatz is presented, and we carry out a
unitary transformation on the Hamiltonian of the
particle-phonon system. This enables us to derive the
equations for the ansatz parameters in the ground state
(Sec. III). We then propose approximate solutions for the
many-body wave function and discuss the results for the
different forms of the inelastic potential. In Sec. IV, we
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treat the in-plane collapse, and Sec. V contains a sum-
mary and discussion of the results.

II. THE VARIATIONAL WAVE FUNCTION

The Hamiltonian of the coupled particle-phonon sys-
tem reads!”

#Vv?
H=—
2m

+Vo(2)+ I fiw
q

+ 3V, (2lage I+ H.c.) . (1)
q

+
7%q%

In this expression, V(z) is the elastic surface potential
which binds the particle to the surface, while V,(2) is the
interaction potential between the particle and a surface
excitation of wave vector q. We will assume that V(z) is
attractive for z >0 and Vy(z)= + oo for z <0. If the sur-
face excitations are surface phonons and if V,(z) is a de-
formation potential, we should expect that it goes to zero
when gz << 1, since in this case a surface phonon is indis-
tinguishable from a flat, displaced surface. Here, m is the
bare mass of the particle and w, is the surface-phonon
dispersion relation. Finally, r; refers to a position on the
surface while z is the distance in the direction perpendic-
ular to the surface.

Ideally, we should now solve the corresponding
Schrddinger’s equation for the many-body wave function
1 which describes the whole system. Formally, ¥ can be
decomposed as a superposition of zero-, one-, two-, etc.,
phonon states as follows:

=3 3 o

n=0 q9,°"°4,

g (Dal ---al o), b))

where |0) is the phonon vacuum.

A. Perturbative theory

A general solution for all possible n phonon contribu-
tions of the wave function is difficult, and we have to rely
on approximate solutions. In the context of perturbation
theory, one can systematically obtain the limiting form of
the first few wave functions 1p(0)(r), il”(r), 1/’25.);'&), etc.,
in the presence of small electron-phonon coupling. It is
useful to first discuss lowest-order perturbation theory.

If the surface binding energy Ep of the particle is large
enough, we can use the Born-Oppenheimer approxima-
tion for the z dependence of :

1/"__(IS(I'”’ ... )g(2) (3)

with g (z) the wave function of the lowest bound state.
This eliminates the perpendicular degree of freedom, as
we can replace V,(z) by its expectation value in the
ground state. The remaining in-plane wave function ¢ is
that of a conventional two-dimensional polaron. When
the coupling with surface phonons [Eq. (1)] is present, the
ground-state energy of the particle is lowered. Normal
collapse will thus occur when the correction of the
ground-state energy due to this coupling becomes compa-
rable to the elastic binding energy Ez. Using lowest-
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order perturbation theory, we estimate the natural di-
mensionless parameter of the problem to be

S [im KV, )2
B= qdq—z-z#—
#q°/2m +ﬁa)q

" 4nEy Yo ’ @

where S is the surface area and g,, is the magnitude of
the Debye wave vector.

As far as the in-plane collapse is concerned, we must
determine when the parallel effective-mass correction be-
comes large. The dimensionless parameter is here

R pIm s (V)2
a=S— d. .
m fo 1 T (#q?/2m +#iw, )}

(5)

This is simply the standard electron-phonon coupling
constant of polaron theory.! We expect in-plane collapse
when «a is of order 1 and normal collapse when f3 is of or-
der 1.

B. Variational method

As explained in the introduction, we are interested in
the intermediate coupling range. Our aim is to find a
variational wave function which is of the LLP form for
the in-plane coordinates including the z dependence in an
appropriate manner. We thus use a global ansatz based
on the unitary transformation method. First, we note
that since both potentials depend only on z, there is
translational invariance in the x-y plane so that the total
(i.e., electron plus phonon) parallel momentum is a con-
served quantity. Following LLP’s procedure, we elimi-
nate r; from the Hamiltonian (1) via the transformation

S =exp (6)

i
% [P~ > ﬁqa];aq ]-r“
q

The transformed Hamiltonian H'=S ~'HS has the same
structure as in the paper of LLP, except for the z depen-
dence of the potentials. The transformed wave function
is defined by =S !4 We now choose the following
form for ¢':

Y'=exp [ 3 [f5(2)ag—H:.c.]|g(2)[0), (7
q

where f, and g will be determined variationally. g
represents the normal component of the particle wave
function, while f, is identified as the z-dependent pho-
non amplitude for the mode with wave vector q, for
reasons that will appear clear later on. To justify this
choice of ansatz, we consider the following limits.

(i) Eg—o, P=0. In this limit, the Born-
Oppenheimer decomposition of Eq. (3) should be valid,
and we replace V,(z) by its average value € V, ). For the
in-plane component of the wave function, we can then
use the LLP variational result in the form of Eq. (7),
where

(v,

e T — (8
#q*/2m +#io,

fq=

(i) m — 0. Here the particle can be treated as classi-
cal. Let z, be its equilibrium position, with r;=0. The
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phonon wave function is known as

" s V,(zp)
=exp
q fiw,

(a]—a,) [l0) 9)

from which we can deduce the value of the parameter
f4(2) in the classical limit.

(iii) ¥,—0. First-order perturbation theory can be
recovered trivially when expanding the variational ansatz
to first order in f,.

(iv) Adiabatic limit. Finally, we consider the limit in
which both the elastic and the interaction potential vary
very slowly in the normal direction. The z dependence of
Y’ is thus also rather weak (in the ground state). Up to an
intermediate coupling a, we can build ¥’ as the linear su-
perposition of a series of LLP polarons, each one in a
slice between z and z +dz, having an amplitude g(z).
This leads again to the variational wave function of Eq.
(7), now with

V,(2)

(2)=—
L= S am — /P -q+ o,

(10)

The variational ansatz thus covers a wide range of lim-
its. Its main defect is that, as in the case of LLP, it

neglects correlations between phonons.!! It thus cannot
|

12
# 1 3 # | of
£ _— 2 _n v _n_ q
[ (1—79)+ o |75 +i8 +Vo+§ 5 %
7 9 2a ag og* 2 afq
2m oz | € ‘ L T8, T 20lel |

Equation (13) is a Schrodinger equation for g (z). The po-
tential Vy(z) is renormalized by the surface modes. In
addition, there appears a term which has the form of a
scalar potential. The equation for the phonon wave func-
tion f,(z) is inhomogeneous. The particle probability
density ]gi2 acts as a source term for the phonons. Thus,
Egs. (13) and (14) are of the form encountered in quan-
tum electrodynamics where the particle feels a potential
which is renormalized by photons and where it acts in
turn as a photon source.

III. GROUND STATE

The variational equations simplify greatly if we only al-
low real solutions. This forces =0 and cancels all the
currentlike terms in the previous equations. Choosing a
real g is natural for the ground-state wave function of a
particle. The assumption of a real f, is less obvious.
However, we note that for all limiting cases examined in
Sec. 11, fq is real as long as v, is real. The latter situa-
tion corresponds to the case of surface deformation po-
tentials, which is the situation of physical interest for ad-
sorption problems.

In this section, we are only interested in the ground-
state wave function, so that we set P=0. Since g
represents the particle wave function, it must vanish at
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describe properly the in-plane collapse of the wave func-
tion for large a, which involves the construction of a stat-
ic ““dimple” on the surface around the particle. To com-
pute f,(z) in the general case, we will require that the en-
ergy

‘|H|y')
(¢'ly")
be a minimum. The calculation of the above expression
is similar to that of LLP’s paper, apart for the fact that
we have introduced some inhomogeneity in the z direc-
tion. The new terms arise from the evaluation of
U~'S~4#/2m)(3%/3z2)SU. In the calculation of the
expectation value of Eq. (11), the algebra is simplified if
we introduce the two quantities

E=( 11

nz)=3 —ﬂ—ﬁ};P Ifql? (12a)
q
and _
afy . oft
8(z)=1 fi== P —fq 5 (12b)

Minimizing E with respect to g and f q Yields the follow-
ing two variational equations:

2
+ 124 folPH+V, (fo+fi)| le=Eg, (13)
#%q? #q-P _
+ | S o, — (- £ lelP=—V,lgl? . a4

I
the surface because of the hard core repulsion of the elas-
tic potential. In addition, it should have no nodes and it
should decay exponentially at infinity. We thus choose
the form

(15)

Later on, £ will be chosen so as to minimize the energy.
The boundary condition on f, is less stringent: this func-
tion has to be chosen as a solution of Eq. (14) which is
sufficiently well behaved so that no divergences appear in
the energy functional. With the choice for g as in Eq.
(15), the inhomogeneous differential equation for f, now
transforms to

4l S|l _1|d. .. 2m
dzzfq 2[2 £ fat fq+ V,=0. (16
For simplicity of notation, we have defined
—-[q2+(2m /#)w,]'"?. We note that one can immedi-

ately compute the average of f,(z) by integrating this
equation from O to . With this procedure, we find that
this expectation value coincides with the Born-
Oppenheimer value of Eq. (8). Typically, f, is a superpo-
sition f, =f,+ 4 g fq of a particular solution fq (chosen
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so that f =0 when ¥, =0) and a homogeneous solution
fq The coeﬁicwnt A determines the number of pho-
nons present in the absence of coupling. We thus expect
it to be equal to zero in the ground state. The energy
functional is bilinear in A4,; in the Appendix, we show
that indeed 4, =0 upon minimization. Thus, we are only
interested in the inhomogeneous solutions of Eq. (16).

An exact solution of Eq. (16) via Green’s-function
methods is possible but does not lead to much insight,
due to the complexity of the Green’s function. A numeri-
cal solution is also possible, but would constrain us to
choose a specific physical system for calculation pur-
poses. We still adopt a different point of view: one can
gain more physical insight in studying which part of the
phonon spectrum is responsible for the strong renormal-
ization of the ground-state energy. We will thus employ
the relevant approximate forms for the phonon ampli-
tudes. As we will see later on, this approach is justified,
as all the quantities we evaluate are dominated by their
large wave-number contribution. Moreover, we are able
to discuss the results for different forms of inelastic po-
tentials. :

We examine the behavior of f, in the two regimes:
0<z <<£ and z>>¢&. The resulting developments bear
two distinct limiting behaviors depending on the product
g§: for g£>>1, the expression for f, corresponds indeed
to the adiabatic limit Eq. (10), which is valid when the
range of the wave function is large compared to ¢ ~'.

For low-energy phonons a similar analysis can be car-
ried out, taking the limit g§ <<1. In this limit, V', only
appears as an average due to the zero-point motion.

Our next problem is to compute the particle energy as
a function of £&. In the absence of coupling, the particle
energy is

.| 7

o (17)

2
f “d. +Vy(z)g?
The first term diverges as 1/&% for £—0. The second
term is attractive and will favor a small £. In Fig. 1, we
show E (£) for a Coulomb elastic potential. The
minimum of E, lies at the Bohr radius £*=#2/2mA,.
The normal part of the wave function will remain un-
changed as long as the total energy has an absolute
minimum near £*.

The correction term due to surface phonons is

dg
dz

_ S [4m .
AE(g)—E;fO qdqfo dz gu2)V,(2)f () .  (18)

Since f, is generally proportional to —V,, we have
AE <0. If we replace f, by its average value ( fq) we
recover the result of the Born-Oppenheimer approxima-
tion. We will now evaluate AE(&) for short- and long-
range interaction potentials. We shall only consider two
simple limiting cases which are of physical interest.

A. Step potential

We start with the step potential of Gadzuk and
Metiu:!?
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V/N'?, z <A
Vo= o, 2> (19)
where N is the number of surface atoms and A is the

range of V.
For & <<A, we expand g (z) for small z. Defining ¢* by
fig* jam = =0 ¥ the expression for the ground state gives

m
AE(§)2—;ﬁ‘—2‘V2

S
N

m

*

q9

In s (20)

the result of the perturbative approach. Here, we have
assumed that for short wavelengths, the free electron en-
ergy is large compared to the surface-phonon energy.

For £>>A, we can assume that Vq(z) is a constant, and
we only need to consider that part of the integral for
which L,A> 0. In this range, Eq. (18) reduces to

S

N

m
AE(§)~“‘?

A
§

This expression is valid when wq:qy for large wave-
lengths, with ¥ <2.

The complete function AE (£) thus falls off as 1/&° for
£>>A, while it approaches the perturbative limit for
£<<A. Near A=¢£, |AE(&)| is larger than |AE (0)| by a
factor g,,A. We thus conclude that AE(£) has a
minimum around £=A, the range of the interaction po-
tential. If there is normal collapse, the wave function as-
sumes the extent of the interaction potential. We now
consider the complete ground-state energy E (£)=E(£)
+AE (£) for different values of the coupling constant V
(see Fig. 2).

For small V (Fig. 1), there is little effect on the
minimum of E (£) at £, but with increasing V [Fig. 2(a)], a
second minimum appears near £=A. This could suggest
that certain excited states have an appreciable nonzero
amplitude a distance of the order A near the surface,
while the ground state is still localized around £*.
Beyond a critical value V., the minimum at £=A be-
comes the absolute minimum [Fig. 2(b)] and the ground

3
V? gmh . (21

E,(€)

FIG. 1. Energy as a function of the normal extension £ of the
particle wave function in the absence of interaction with surface
exitations.



8294

\
\
\
< |\
w \
\
Vo ¢
0 \ * - E
\ Pid
v/ 4
v /
\\_’//
(a)
|
— |\
= |
=
\
\' &
o—t t
|\ /,_{
\ e //
\ / -
\ /
v
(b)

FIG. 2. Energy as a function of the normal extension £ of the
particle wave function in the presence of inelastic coupling with
surface phonons. The case represented here corresponds to the
step potential of Gadzuk and Metiu which has a range A, in the
case A <<£*. (a) For small coupling, ¥ << V,, the minimum at &
represents the ground state. (b) For large coupling, V' >>V,, the
minimum at A takes over and the particle collapses on the
surface.

state collapses. If A <<§, then at the critical value of V,
|AE(£=A)| is comparable to the zero-point energy
#2/2m A2, which tries to prevent the collapse. From Eq.
(21), we thus come to the conclusion that

2

V, = % 3

LomA

To derive this expression, we have assumed that

(S/N)1/2~g, 1. Apparently, the most important contri-

bution to the wave-function renormalization comes from
large wave-number phonons.

This result should be compared with the prediction of
the naive perturbative calculation [see Eq. (4)]. The pre-
dicted critical coupling is then =1, which corresponds
to

(Ag,, )72 . (22)

g
VCl = -—E (23)
which is wrong. Our value for the critical coupling has
been reduced by a factor (Ag,,)'"?A/& compared to the
latter value. Thus, the criterion 8=1 is unreliable for es-
timating the point of normal collapse when Ag,, =~ 1.
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B. Long-range potential

For a long-range interaction potential (e.g., charged
particles on a “He film or neutral atoms subject to the van
der Waals attraction of the surface), the situation could
be quite different. Generally, the potential behaves like a
power law at large distances, while it depends strongly on
the ripplon wave number at short distances. We make
the following choice:

U,/N'z¢

¢
Vq(z)= qug/N”z, q DS max(z,,z)

U,/N'z¢, z>max(q~',z,)

1

z,>max(q ™ ',z)

(24)

with £>2 (=2 for electrons on “*He and =4 for nonre-
tarded van der Waals forces'®). Here, z, is a cutoff which
is comparable to g,, ', and has to be introduced as the
power-law behavior becomes invalid at distances which
are comparable to the surface interatom spacing. Fur-
thermore, for long-wavelength phonons, ¥, has to vanish
since, as mentioned, the surface at distances gz <<1 is in-
distinguishable from a flat surface. Since V,(z) is a de-
creasing function of z, for large coupling, the dominant
contribution in AE is expected to come from the behavior
of the integrant where z~¢. For large £, we can truncate
the integral over position in Eq. (18) at z =§ and then ex-
pand the result in powers of 1/£. After extracting the
dominant contribution of the phonon sum, we reach the
following expression for AE:

AE(§)

4, L2§—5
Ni'i_s_f d 2‘7’ q 1 .5

T ox2 9 3 281 2
# N Yo £ £XL2

where y is a numerical constant. The large-£ behavior of
AE (&) would only be significantly affected by the power-
law nature of ¥, (z) if { <4, which is outside the range of
physical interest.

For £—0, the wave function is sharply peaked at z =§,
and we can use a similar argument as in the case of the
step potential:

. m S Im U; _qi
AE(§) 2 N o c qu (26)
which is again independent of £&. The qualitative £ depen-
dence of AE is very similar to the case of short-range po-
tentials, as long as {> 2. We can now estimate the loca-
tion of the minimum of AE. The correction term propor-
tional to 1/£% becomes comparable to the 1/&° term at

distances of the order

. U? . _
‘fo qdqz% ]/ {fo qququ;é 5] ] .
1 27

Looking at the denominator, we see that it is always
dominated by large wave numbers when {=2, and the
position of the minimum is proportional to g,, '
Therefore, following the argumentation of the previous
section, the ground state will collapse when
9, U? 2 |?
1) L e ‘ﬁ

L;~2§— | (28)

1/(26—3)

gmin -
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IV. PARALLEL MASS

After normal collapse, there is a considerable increase
in the amplitude of the wave function for small z. This
leads to an increase in the effective electron-phonon cou-
pling constant. The simplest way to see this is by first
considering the Born-Oppenheimer approximation for
the in-plane mass enhancement coefficient m * /m, as was
done in Sec. II. For the step potential of the previous
section, we should expect that a depends on £ as

alE)=al0)A/E)S . (29)

A reduction in & by a factor 2 would imply an increase in
a by 2 orders of magnitude.

In this section we include the z dependence of the pho-
non amplitudes in the calculation of the effective mass.
To go beyond the perturbative result, we use again the
variational method, this time allowing for a finite parallel
momentum P. The energy is now written as

— *® £ 2 2
E—E0+f0 dz )+§q;quq g, (30
where E|, is defined as in Eq. (17).
Here, however, f q is a solution of the equation
d P'g 2 2m 2
~ fq -2 7 (1—mn) gfq+—ﬁ—2—ng =0.

(3D

Since we are interested in the computation of the parallel
mass, we expand the energy in powers of the parallel
momentum P:

E=E(P=0)+——"

> ot |, (32)

Equation (40) suggests that second-order contributions to
the energy will come from the zero-order contribution of
7 and from the second-order contribution of f,.
Defining Gq(z,z') as the Green’s function associated with
Eq. (31), the perturbative expansion of f in powers of P
can be written as

foa= O+ P+ (33)
with
fO@= [ "dz'G (z,2") ———ﬁ"i V,(z)g¥z") (34a)
and
n R . , 2P- ,
fil )(z)=f0 dz'G,(z,z )—ﬁq-[l—'n(z )]
Az )y 2 . (34b)

In the latter expression, f a”) is defined as the nth-order

contribution of the phonon amplitude, for n > 1. Insert-
ing the last equation in the expression for the energy and
using the symmetry of the Green’s function, we can now
write the second-order contribution as
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oE =1
op? |~ —(1=(n)) (35)

which has exactly the form of the perturbative result of
Sec. I. To calculate {7), we first extract the zero-order
contribution of 7 using the earlier definition, Eq. (5). For
0<z,z' <<§, we know the limiting form of the Green’s
function defined above, and we obtain the following in-
tegral equation for n:

Im S g o dz’
= (0) ’ (0) —
() 0 27r o L, T e @@ =m(z)]

z' —L |z=z2'| —L (z+2')
X—(e 7 —e 1 ).
z

(36)

For small 1, we can compute its expectation value, which
appears in the expression for the effective mass, Eq. (45).
To do this, we split the integration range over momen-
tum into two parts, giving rise to the contributions (7™ )
for g£>>1 and (77_ ) for g& << 1. In the former case, the
kernel in Eq. (36) is sharply peaked at z =z’; for the step
potential with A, g,, ! <<£, this leads to
}\‘3

§

Since L, ~gq for ¢ >>g*, the integral over momentum
in (n7) 1s dominated by the regime g=~£~!. Short-
wavelength phonons do not contribute to the in-plane
mass enhancement. Our final expression is
2 24

EZ— .

For £*>>A, (77 ) =(A/£){n™ ) and it is thus small com-
pared to {7+ ). However, for the collapsed state, {7 )
and (1~ ) are of similar magnitude. We must conclude
that the perturbative result greatly overestimated the true
mass-enhancement factor. A collapse of the normal part
of the wave function from £ to A leads to an increase in
the in-plane coupling constant only by a factor (§/A).
We can now estimate the point of in-plane collapse by us-
ing Eq. (35). As (%) approaches 1, the in-plane effective
mass becomes large. The divergence at (1) =1 only in-
dicates that our ansatz is invalid for () > 1. We should
then be in the small-polaron regime, by analogy with bulk
polarons. In the literature, the existence of a transition
from small to large polarons is still being questioned.
This controversy does not affect us here since we are only
trying to locate at which value of the coupling strength
the extended surface-state scheme breaks down. The fact
is that a transition of the perpendicular component of the
wave function is unavoidable here, as the surface poten-
tial is peaked near the surface. The main purpose of the
present section is to support the validity of the result of
the previous section.

Setting (" )=1, we find the estimated critical cou-
pling constant for the parallel transition to be

S

N

2m
h2

(,,+)2L 2

Y (37)

(g y=Sp2 L 27’"

N o (38)

Ve =52 Az(kqm)l/z(é‘q )2 (39)
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On the other hand, normal collapse occurred at V = Vc1

defined by Eq. (22). Thus, we must conclude that normal
collapse is expected before in-plane collapse, at least if
&*q,, > 1. After the collapse, £ is reduced to A. This in-
creases the effective electron-phonon coupling constant
and thus reduces the critical value ¥, by (A/£)!/2. Fur-
ther increases in V will thus possibly produce an in-plane
collapse of the wave function when ¥ ~V,(Aqg,,)!”?. For
clarity, a schematic diagram of the transition is drawn in
Fig. 3, showing the different regimes which can be ex-
pected in the (A, ¥) configuration space, for g, ! <A <&*.

V. CONCLUSION

We have studied the ground state of a particle interact-
ing with the excitations of the surface on which it is
trapped. To represent the many-body wave function of
this system, we used a variational ansatz which is a gen-
eralization of the LLP wave function. The specific choice
for the wave function was justified by the fact that we can
recover many of the known limiting behaviors: the
weak-coupling limit, where perturbation theory holds;
the large-binding-energy limit, where the wave function
can be factored into a particle and a phonon contribu-
tion; the classical limit; and finally the adiabatic limit
where the interaction potential is a smooth function of z.
The parameters of the ansatz were then determined upon
minimization of the energy functional of the global sys-
tem. From this, we obtained a set of NV +1 coupled equa-
tions, where N is the number of phonon modes. Each
mode amplitude is the solution of an inhomogeneous
second-order differential equation whose coefficients de-
pend on both the spatial variation of the particle wave
function and the interaction potential.  For phonon wave
numbers which are sufficiently large or sufficiently small
compared to the extent of the uncoupled system, it is pos-
sible to obtain a closed expression for the phonon ampli-
tudes. Due to momentum conservation along the sur-
face, in our formulas, the phonon dispersion relation only
appears together with the free particle dispersion. The
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FIG. 3. Schematic diagram of the instability, in the (A, V)
plane. A is the range of the inelastic potential, while V is the
coupling strength. Equations (22) and (39) define the boundaries
between the different regimes: the extended (EX) regime, the
normal collapsed regime (1), and the regime where the wave
function has collapsed in all directions (L +]|). We only consider
the range ¢,, | <A < £*.
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latter always dominates at high energies, and as a result
the ground-state energy depends mostly on the contribu-
tion of short-wavelength phonons.

We found little difference between short-range interac-
tion potentials and the power law potentials relevant for
image-charge and van der Waals potentials.

With increasing coupling constant, we found a collapse
in the normal part of the ground-state wave function at a
critical coupling constant. The transition is rather
different from the controversial in-plane collapse, since it
is driven by the renormalization of the zero-point energy
by short-wavelength phonons. Surprisingly, if the typical
height £* of the bound state above the surface exceeds
the range A of the particle-phonon interaction potential,
the normal collapse will take place before a possible
change in the parallel extend of the wave function, such
as in-plane collapse. The normal collapse enhances the
electron-phonon coupling constant and triggers in-plane
collapse for a slightly larger coupling constant.

This result is disturbing because it would imply that
previous treatments of surface polarons could be qualita-
tively in error as they only allowed in-plane collapse.
Our result suggests that the parallel mass enhancement is
basically slaved to the zero-point energy renormalization.
We thus reexamine some of the important assumptions
we made. The above result is valid when the range of the
inelastic potential is smaller than the normal extent of the
wave function in the absence of coupling. For electrons
on “He, we know that £* >>A, but for electrons trapped
on solid surfaces, § may be comparable to A. At the same
time, since E is found to be sensitive to the short-
wavelength cutoff, our conclusions could be affected if we
have overestimated g,,. If g,, was comparable to ¢g*, for
instance, a much larger coupling constant would be need-
ed for normal collapse. For typical surface-phonon and
ripplon dispersions, this is not the case.

A number of significant questions still remain to be set-
tled. First, the nature of the transitions.

We would expect the normal collapse to be similar to a
first-order phase transition, since upon varying the cou-
pling strength, the ground-state energy acquires a meta-
stable state which becomes the true energy minimum at
the critical coupling Vcl. Whether or not the in-plane

collapse is a transition is, as in the case of bulk polarons,
a delicate question. Our variational method is certainly
not appropriate to study this aspect of the problem. As
was pointed out by Peeters and Devreese® in the case of
the bulk polaron, critical behavior may be a mere artifact
of the method of approximation.

Secondly, and related to the first point, we have not
mentioned finite-temperature effects. We shall briefly dis-
cuss their importance here. In a path-integral approach,
Jackson and Platzman!* showed that the inclusion of
temperature will smooth out the transition (in the
effective-mass enhancement, for example). Moreover,
Peeters and Jackson!® showed that dynamical quantities,
such as the frequency-dependent mobility, could still ex-
hibit visible rapid crossover behavior at finite tempera-
tures. In our case, it is possible to generalize the varia-
tional method introducing a ground-state energy which is
thermally averaged over all phonon configurations, as



40 SURFACE POLARON: STATICS

was done by Davidov'® in his description of the propaga-
tion of electronic exitations along DNA chains. Upon in-
spection of this new functional, we find that the interac-
tion potential will be effectively reduced at finite tempera-
tures, therefore suggesting that the collapse of the wave
function will be less abrupt in this case.

We will end this discussion with the example of elec-
trons on “He. For this system, the interaction potential is
well understood. For electron parameters, the criterion
of Eq. (28) is violated, which indicates that we are far into
the weak-coupling regime. This is indeed seen in the ex-
perimental situation, as the electrons trapped upon a
thick helium film seem to lie in the hydrogenlike levels of
the elastic image-charge potential. For Eq. (28) to hold,
we would need the mass of a heavy ion. At this point, it
is tempting to draw a parallel between the surface-
polaron behavior and the adsorption probability of a par-
ticle incident on a surface. In a numerical experiment,9
we measured the sticking probability of an electron, solv-
ing the time-dependent Schrddinger equation for the par-
ticle wave function in the time-dependent Hartree (TDH)
approximation. We observed a transition in the adsorp-
tion as the coupling strength was increased. One way to
increase the coupling strength is to use heavier masses
than that of the electron. We observed that significant
adsorption only occurred for masses comparable to the
mass of a fluoride ion, which roughly corresponds to the
criterion of Eq. (28). We thus believe that the transition
in the adsorption behavior is a mere consequence of a
singular feature of the static system. Above the critical
coupling constant for normal collapse, the particle poten-
tial is strongly renormalized by the interaction with sur-
face phonons, which yields the transition from an extend-
ed to a collapsed state. As a parallel between the static
and dynamic situation seems justified, we believe that an
extension of the present formalism to time-dependent sys-
tems should be investigated. This will be the subject of
the next publication. !’
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APPENDIX: DETERMINATION OF 4,

hZ
2m

3y

fq}—zf dz g’ ”

qu

+2V,f, | » (A1)

where f, =7, + 4,fF.
Inserting this expression in (Al) and minimizing the
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energy with respect to 4, yields
. Nq
Aq—D—q , (A2)
with
Y o H 9 (H O
N,= fodz f+ qazf+ v.fE g%,
(A3a)
3 2
H2 H
+ | = A3b
D,= f dz |L % fq ( )

The denominator D, is positive definite.
According to Eq. (12), f, qH is a solution of the equation

_ 9 m_, (1 _ 11|08 cn joen_
az2” 1 z £ |0z SotLefg=0. (A4)
For large z, we get the two limiting behaviors
172
fE=e"* with K, = ;_ 7 Loir? (AS5)

The + subscript solution grows at infinity faster than
e*’5. This suggests that one look for solutions of Eq.
(A4) in the form

1/2
fEH=e Fu, |F2 z +L2 zl , (A6)
where u . satisfies the equation
d*u, du
+(2— —y+=0, A7
de (2—x) dx Y+ ( )

with y . = F[1£(1+L2E*) ']

Equation (A7) is known as Kummer’s equation.

Let us look at the small-z behavior of the solution of
Eq. (A5) which is regular at infinity (f,5). With the sub-
script —, Eq. (A7) has two solutions:® M (y_,2,x) and
U(y_,2,x). The latter solution is regular at x =0, but
blows up exponentially for large x. On the other hand,
for large x,

Uly_,2,x)=x '[1+0(x"H], (A8)

which means that 7 4 — must be connected to this solution.
For small x,

1

U(')/_,2,x)=‘r‘(y—_)x

1 (A9)
X

- Therefore, f 5 has a 1/z singularity at z =0, which will

lead to a dlvergencc of the denominator D,. At the same
time the exponential behavior of f}, oH also leads to a diver-
gence in D,. We thus conclude that D, = . On the oth-
er hand, smce f ¢ is a well-behaved functlon, the factor g2

in the integrant of N, will not allow for any divergences

q
of this integral. Therefore,

A4,=0 . (A10)
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