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Surface studies of A "'B compound semiconductors by ion channeling
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Backscattering-energy spectra were measured for 2-MeV He ious channeled in (100) GaP,
GaAs, and InP single crystals with natural oxide surface layers. The analysis of the experimental
spectra was performed by the Monte Carlo simulation. The simulation program is based on the
binary-collision model. The influence of the surrounding atoms and the energy loss of the chan-
neled particles were taken into account. Also, different types of the ion-atom potential were tested.

t

The simulated channeling spectra were calculated with respect to the random yield which makes it
possible to fit experimental spectra without any normalization. Based on the simulation program,
the thickness of the surface oxide layer, thermal vibration amplitudes of crystal atoms, and random
stopping power of incident ions were determined. The values obtained were compared with the pre-
viously published theoretical and experimental data.

I. INTRODUCTION

In the last decade ion channeling has become a well-
established and valuable tool of surface science. The
method was successfully applied to study the structure of
clean surfaces as well as to characterize thin surface lay-
ers and interfaces. ' Thermal surface-atom vibrations
were also investigated with use of this method. In all
above applications accurate evaluation of a backscatter-
ing surface peak (SP) for an ideal bulklike surface is
essential. This was usually performed by use of a stan-
dard Monte Carlo simulation technique. ' However, the
SP intensity obtained in this way is affected by inaccura-
cies of an ion-atom interaction potential and —most of
all —by the used values of thermal vibrational amplitudes
of atoms in crystals. Moreover, the necessity of the back-
ground subtraction leads to an uncertainty of the experi-
mental SP evaluation. All these factors limit the sensi-
tivity of the ion scattering-channeling technique as re-
gards the determination of the structure of surfaces and
interfaces.

In this paper we demonstrate that the above sources of
errors can be substantially reduced by means of the
Monte Carlo simulation of the whole backscattering-
energy spectra instead of calculation of the SP intensity
alone. The main idea underlying the method is to employ
the experimental channeling spectrum itself for evalua-
tion of needed physical quantities. In this manner, prop-
er evaluation of the SP associated with an ideal surface
can be made from the spectra obtained for real samples.
By actually fitting the experimental spectrum in the re-
gion below the SP, the difference between measured SP
and the SP for an ideal surface can be determined in the
accurate way. This procedure, apart from enabling the
reliable determination of the SP, simultaneously yields
valuable information on the ion-atom interaction poten-
tial, vibrational amplitudes of bulk atoms, and ion stop-
ping power in the investigated crystal. This comes into
line with earlier studies on the yield oscillations in planar
channeling ' where potential and stopping-power infor-

mation were obtained or recent attempts to study lattice
dynamics and/or thermal vibrational amplitudes by ion
channeling. ' In contrast with those works which are
based on the analysis of breakthrough or critical angles,
our approach of direct fitting to the experimental spec-
trum offers better precision and is applicable to the axial
as well as planar channeling.

The SP evaluation by the standard method becomes
much more difFicult in the case of binary-compound sin-
gle crystals. The large errors associated with background
subtraction in the region where the spectrum of the light
component appears make this method quite unreliable.
In contrast, our approach enables us to achieve improved
accuracy for all components of a spectrum.

In this paper we report the results of channeling
analysis of GaP, GaAs, and InP single crystals. No care
was taken to avoid the formation of thin oxide surface
layers. The applicability of the method for analysis of
clean surfaces is obvious.

II. EXPERIMKNTAI.

The backscattering-channeling measurements were
performed with 2-MeV He ions. The beam current was
kept at 5 nA and the beam angular divergence was about
0.01'. Samples of ( 100) GaP, GaAs, and InP single crys-
tals' covered by a natural oxide surface layer (after
mechanical and chemical polishing) were mounted on a
three-axis goniometer having an angular resolution of
0.025 . The scattering chamber was evacuated to a pres-
sure of about 10 Torr. A liquid-nitrogen —temperature
cold finger was placed in the vicinity of a sample. The
carbon buildup on a sample surface was observed during
the measurements, although the accumulated amount of
it was small [(1—5) X 10' atoms/cm ]. The analysis
beam-induced damage to the sample was kept as low as
possible by not exceeding a total beam Auence of 6X 10'
ions/cm (Ref. 1). The results presented were checked to
be reproducible by repeating the measurements several
times.
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In calculation of the deAection function 6(b), for an
impact parameter b, a screened Coulomb potential is as-
sumed,
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V(r)= u(r) .
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To investigate the sensitivity of the simulation to the
choice of the potential, three forms of the screening func-
tion u (r) were considered.

(a) The independent-particle —model (IPM) atomic
screening function'

In
u (r) = [H [exp(r /dao ) —I ]+I ) (2)
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where H =dZ2" and d is an adjustable parameter given
in Ref. 12.

(b) The Ziegler-Biersack-Littmark (ZBL) "universal po-
tential" '

4
u (r) = g c, exp( b; r/a—),

FIG. 1. Channeling (line) and random (dots) spectra for 2-
MeV He ions scattered on (100) InP, measured with the
grazing —exit-angle geometry.

with

[c, )
= [0.02817,0.2802, 0.5099,0. 1818),

[b, J
= [0.2106,0.4029, 0.9423, 3.2},

In order to improve the depth resolution of the back-
scattering spectra, the grazing —exit-angle (15') geometry
was used with scattering angle of 105'. Typical spectra
(aligned and random) for (100) InP are shown in Fig. 1.
The exit angle of 15' was found to be the best for the ob-
servation of an oscillatory structure in the channeling
spectrum below the SP. This structure —crucial for our
analysis —becomes less pronounced when one changes to
the "more grazing" angles, usually employed for rnaxim-
izing the ratio of the SP to the background level. With
the overall energy resolution of the detecting system
ranging from 15 to 20 keV, the depth resolution was
100—130 A. To measure the random spectrum —used for
normalization —the sample was rotated by 360' (or multi-
ples thereof) about an axis normal to the sample surface.
The axis was tilted by several degrees with respect to the
beam direction (critical angles for the investigated strings
vary from 0.5' for P to 0.9 for In).

III. MONTE CARLO SIMULATION ANALYSIS

A. Simulation program

A detailed review of channeling simulation programs
already described in the literature has been recently given
by Smulders and Boerma. " Our approach of the
modified binary collision model generally follows the
well-known work of Barrett, although essential exten-
sions were added. First of all, in addition to the binary
collisions of a projectile with the nearest crystal atom, the
inhuence of surrounding atoms via binary collisions is
also taken into account. Next, energy loss of the chan-
neled particle is included in the calculation and the back-
scattering spectrum is determined directly rather than
through the nuclear-encounter-probability —versus —depth
relation. Also added is electronic multiple scattering.

a =0.8853ao(Z&' +Z '
)

(c) The classic Moliere screening function'

3

u (r) = g c; exp( —b, r/a ), (4)

with

[c; j = [0.35,0.55, 0. 1)

[b, )
= [0.3, 1.2, 6.0J,

and the Firsov's screening length

a =0.8853a (Z,'~ +Z'~ )

The deflection function is calculated from the exact
scattering integral by means of the Gauss-Mehler quadra-
tures' ' and tabulated for use in the simulation code.
Simple linear interpolation between tabulated values al-
lows for both good accuracy (better than 0.2%) and time
efficiency. The deAection functions for the investigated
systems, calculated for the three potentials (relative to the
Moliere-potential values), are compared in Fig. 2. The
differences between values obtained for various potentials
are clearly visible.

Random thermal displacements of crystal atoms are
chosen according to the Gaussian distribution. Only dis-
placernents perpendicular to the channel axis are con-
sidered. The choice of the root-mean-square amplitudes
of the thermal vibrations is discussed in the next subsec-
tion. To economize on computing time, displacements
with the Gaussian distribution are stored in an array
(1000 elements) and selected randomly. The generalized
feedback —shift-register method' is employed for random
number generation.
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(a) 2MeV He ~ Ga (b) 2MeV He ~ As n,"(r) „n, (r) n, (r)
V ~B C

C V C

n„ (r)
(8)

(c) 2MeV He ~ In (d) 2MeV He ~ P

where n," and n, are the average densities of core elec-
trons, and n," and n, of valence electrons for respective
atoms, while the quantities denoted as functions of posi-
tion r are respective local densities. The last term,
e,2 =e,2+t, z, gives a position-independent contributionAB 3 B

to the stopping. Hence, the energy lost by an ion in a sin-
gle collision with, say, an atom 3 for an impact parame-
ter b is given by

ZBL
2BL bE "(b)=F. L,"(b)+c„",L,"(b), (9)

I I I I

0.5 1 0 0.5
IMPACT PARAMETER (A)

FIG. 2. Deflection functions for the IPM and ZBL poten-
tials, presented relative to the Moliere-potential values, for 2-

MeV He scattering on (a) Ga, (b) As, (c) In, and (d) P.

~AB ~A+~B ~3+~3 +~A +~B+~B +~B

where superscripts 3 and 8 refer to the compound's
atoms, e, is the stopping due to the core electrons, e, &

is
the stopping due to the single-particle excitations of the
valence electrons, and e,2 is the stopping due to plasmon
excitations. The last two terms (for atom A) are given by

4mz', e'
flee U

2fPlq UUF

AG)p

Energy losses of channeled ions are evaluated within
the three-component model. ' Applying it to an AB
compound crystal we assume Bragg's rule of additivity of
the random stopping cross sections. Then the random
stopping cross section in the compound, e, , can be writ-
ten

where L,"(b) and L,"(b) are functions of electronic densi-
ty for atom 3, defined in Ref. 18. They are calculated us-
ing the Roothaan-Hartree-Fock atomic wave functions.

Energy losses according to Eq. (9) are tabulated for
various impact parameters (with step size of 0.001 A) and
employed by the simulation code. As the penetration
depth considered in our simulation is small (usually less
than 4000 A), constant energy of ingoing particles is as-
sumed when calculating channeling energy losses. Simi-
larly, two constant energies of particles scattered at
different crystal atoms A and 8 are used for determining
random energy losses along the outgoing path. These are
average values of energies of particles penetrating into
the region of the peak below the SP, observed in channel-
ing spectra (see Sec. III C).

The depth-to-energy relation for the grazing —exit-
angle geometry is governed mainly by the random stop-
ping for the outgoing path. Accordingly, one cannot ex-
pect the resulting spectra to be strongly influenced by the
energy-loss model used for channeled ions. Additional
calculations performed using the Lindhard model, "
indeed yielded insignificant differences as compared to
the three-component model (see Sec. III C).

The electronic multiple scattering according to
Lindhard ' is included as an option in the simulation pro-
gram. Random deAections related to this scattering are
chosen according to the gaussian distribution with the
one-dimensional standard deviation

4~Z ie
2 4

m, U

1/2
1 me AE

where Z, is the atomic number of the incident ion, U its
velocity, m, is the electron mass, and Z, is the number
of valence electrons per A atom. In the above formulas,
the Fermi velocity UF and the plasmon energy Ace are
calculated for the average density of valence electrons in
the AB crystal. Thus, replacing in Eqs. (6) and (7) Z, by
Z„—the number of valence electrons per 8 atom —one
obtains expressions for e„and e,2, respectively. e," (e, )

is calculated based on the random stopping e„" (e„),
e,"=e„" (&ee+,"z—). The random stoppings e.„"and e„are
taken according to Ziegler's formula. '

Local (channeling) stopping power is now written as

where M, is the ion mass and AF. is the energy lost in a
single ion-atom collision [cf. Eq. (9)]. The effect of the
electronic multiple scattering on simulated spectra was
found to be small, as shown in Sec. III C.

One of the most important elements of our approach is
the method of calculation of backscattering-energy spec-
tra. Contrary to other simulations, this is performed
relative to the random yield. The comparison of a simu-
lated spectrum with an experimental one (also normalized
to the respective random yield) is thus made on an abso-
1ute basis rather than through an adjustable normaliza-
tion constant. Besides, the calculation of the spectrum
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relative to the random one allows us to neglect the energy
dependence of the cross section. In this approximation
the normalized nuclear encounter probability for a parti-
cle moving with an impact parameter b with respect to
the equilibrium lattice position of crystal atom is given by
the ratio of the areal atomic density P(b), sensed by the
channeled particle, to the areal atomic density for the
random incidence, i.e.,

P(b) 1Y(b)= = Ao exp
1&~p ' 2n.u f

b2

2Q ]

Ao represents perpendicular area associated with one
strong and u& is the one-dimensional root-mean-square
thermal vibration amplitude. The above contribution is
accumulated in the appropriate spectrum channel ac-
cording to the current energy of the particle. Sirnultane-
ously, the resulting nuclear encounter probability as a
function of a penetration depth is found.

Particles incident upon the crystal surface with large
impact parameters, having small transverse energy, are
unlikely, on their considered path, to come sufFiciently
close to an atom to produce any significant contribution
[given by Eq. (11)] to the spectrum. Therefore, in the
case of a beam incident parallel to an axial channel, only
particles with sufFiciently large transverse energy are fol-
lowed. The maximum impact parameter for these parti-
cles is determined based on the continuum approxima-
tion. The amount of the particles followed in the calcula-
tion is about 10 fo of all particles which uniformly irradi-
ate the crystal surface. This enables the reduction of the
computing time by a factor of about 10.

Particles scattered through more than a given angle
(typically 3 ) are regarded as dechanneled. It is
noteworthy that in the case of axial channeling the frac-
tion of dechanneled particles (in the above sense) is ex-
tremely small. For example, out of 5. 1 X 10 He ions of 2
MeV energy, incident on (100) GaP (in a calculation for
the ZBL potential), only 43 (0.01%) become dechanneled
within the first 2S-A-thick surface layer; additional 389
ions (0.08%) become dechanneled when the penetration
depth is increased up to 3000 A. Nevertheless, in addi-
tion to the yield contribution from channeled ions [given
by Eq. (11)], the contribution from dechanneled ones is
also taken into account in the program. As the majority
of them are scattered at a small forward angle, each
dechanneled ion is assumed to contribute like particles
moving randomly.

There are also two preset maximum impact parameters
used in the program. For impact parameters greater
than the first limit (typically 1.5 A), the changes in the
direction of particle's motion are neglected, whereas for
impact parameters greater than the second limit (typical-
ly 2 A) the energy loss associated with close collisions
with the atom's electrons [as given by Eq. (9)] is no longer
taken into account. The above procedure applies both to
the nearest atom and to surrounding ones.

The program assumes perfect crystal structure with
abrupt termination at the surface. Possible surface layers
affect particles trajectories primarily through the (nu-
clear) multiple scattering. It can be well approximated

by introducing adequate angular divergence of the in-
cident beam, provided characteristics of the surface lay-
ers are known prior to analysis. If this is not the case,
one can treat the beam divergence as a fitting parameter.
Here we assume a Gaussian angular distribution of in-
cident directions, its standard deviation being an adjust-
able parameter. This is based on the fact that scattering
by thick layers —where the effect is strongest —produces
asymptotically a Gaussian distribution. In the case of
thin layers (approximately below 10' atoms/cm ) respec-
tive distribution deviates noticeably from a Gaussian,
falling off more slowly. However, the magnitude of the
effect in this case is correspondingly smaller, and so is its
inAuence on simulated spectra. In fact, as is shown in
Sec. III C, this influence in the case of our measurements
is negligible.

Additional beam divergence results from the finite sizes
of beam collimators used in experiments. In our ap-
proach it increases, accordingly, the standard deviation
of the assumed Gaussian distribution. In the following,
this standard deviation is cited as a measure of the beam
divergence used in calculations.

B. Thermal vibration amplitudes

The choice of the thermal vibration amplitudes of crys-
tal atoms is of fundamental importance for the shape of
the calculated spectrum and, in particular, for the SP in-
tensity obtained. Often the Debye theory is applied with
the Debye temperature OD taken from a handbook.
However, it has long been realized that there are various
OD's, depending on the method by which they were deter-
mined. Debye-temperature values given in standard
handbooks are usually determined by the calorimetric
methods and are known to yield overly low thermal vi-
bration amplitude. More realistic are the so-called x-ray
Debye temperatures OM, determined by the x-ray
diffraction or neutron scattering methods. In the
case of A "'8 compound semiconductor crystals reliable
and consistent data on OM or the vibration amplitudes are
still missing. This is illustrated in Table I, where root-
mean-square vibration amplitudes for the investigated
crystals, extracted from the published data, are reported.
One notes wide scattering of the values listed, persisting
up to the recent measurements. As simulated channel-
ing spectra are very sensitive to the magnitude of thermal
vibration amplitudes, the possibility of independent
determination of these amplitudes is made feasible by
fitting experimental spectra with simulated spectra. This
procedure turned out to be quite successful, as is shown
in the next subsection.

The problem of equal-time displacement correlations
and their inAuence on channeling simulations was investi-
gated by Jackson and Barrett. They have shown that
displacement correlations may cause a decrease of the SP
intensity and the minimum yield of about 10 Jo. The
equivalent decrease of the SP and the minimum yield can
be simulated by a similar change of uncorrelated vibra-
tion amplitudes. Thus, determining the amplitudes by
simulation which assumes no correlation, one finds their
effective value which incorporates the effects of correla-
tions.
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u]" (A) u, (A) u, (A) Method'

GaP
0.068
0.086
0.078
0.079
0.080
0.081

0.070
0.100
0.095
0.088
0.087
0.090

0.081 RIM
RIM'
XD
XD'
XD'
XD'
SM~

0.073

0.072
0.089

0.098

0.091
0.093

0.073

0.072
0.082

0.092

0.094
0.073

0.100
0.100
0.048
0.107
0.065

0.084

0.087
0.089

0.094

ND"
RIM"
LEED'
XD'
I.EED"
RIM'
LEED'
RIM
XD
XD"
XD"
XD'
XD'
SM~

XD

InP 0.080
0.080
0.100
0.107

0.082
0.080
0.116
0.086

RIM'
RIM
XD
VSM~

TABLE I. One-dimensional root-mean-square amplitudes of
thermal vibrations at room temperature for GaP, GaAs, and
InP, extracted from the published data. 3 and 8 refer to the
type of atom in the compound 3"'8

C. Fitting to experimental spectra

The program described above was applied to simulate
backscattering spectra for 2-MeV He ions channeled in
(100) GaP, GaAs, and InP single crystals. When com-
paring the results with the experimental spectra one
should take into account the oxide and carbon surface
layers present in the investigated crystals (cf. Sec. II).
The e6'ect of these layers on the spectra measured is
essentially threefold: (a) C and 0 peaks appear, superim-
posed on the substrate background, (b) the SP's due to
the crystal atoms increase, and (c) the beam angular
divergence is increased through the multiple-scattering
effect.

C and 0 peaks do not interfere with the comparison
between experimental and simulated spectra because
their energies are su%ciently low. As mentioned in Sec.
II, the amount of carbon atoms was estimated to be
(1—5) X 10' atoms/cm, depending on the measurement.
Very poor statistics of the oxygen peaks in all measure-
ments renders determination of the amount of oxygen
atoms impossible. At any rate it is much less than the
amount of carbon atoms.

The analysis of the SP's due to the crystal atoms is
given in the next section. Based on the results of
Stensgaard et al. and on average thermal vibration am-
plitudes deduced from Table I, it can be estimated from
the experimental spectra that the amount of substrate
atoms in the oxide layer is of the order of 2.5X10'
atoms/cm (1 atom/row).

In order to estimate the inhuence of these surface lay-
ers on the beam divergence, angular distributions accord-
ing to the multiple-scattering theory of Sigmund and
Winterbon were calculated. Figure 3 presents the nor-

'Theory —rigid-ion model (RIM), shell model (SM), valence-
shell model (VSM); experiment —x-ray diffraction (XD) neutron
diffraction (ND), low-energy electron diffraction (LEED).
R. Banerjee and Y. P. Varshni, Can. J. Phys. 47, 451 (1969).

'J. F. Vetelino, S. P. Gaur, and S. S. Mitra, Phys. Rev. B 5, 2360
(1972).
V. T. Bublik and S. S. Gorelik, Krist. Tech. 12, 859 (1977).

'R. N. Kyutt, Fiz. Tverd. Tela (Leningrad) 20, 395 (1978) [Sov.
Phys. —Solid State 20, 227 (1978)].
'H. -G. Bruhl, Krist. Tech. 15, K83 (1980).
~Reference 28.
"G. Arnold and N. Nereson, Phys. Rev. 131,2098 (1963).
'A. Yu. Mityagin, V. P. Orlov, and V. M. Brylov, Fiz. Tverd.
Tela (Leningrad) 12, 2321 (1970) [Sov. Phys. —Solid State 12,
1854 (1970)].
'R. Uno, T. Okano, and Y. Yukino, J. Phys. Soc. Jpn. 28, 437
(1970).
"B.A. Nesterenko, A. D. Borodkin, and O. V. Snitko, Surf. Sci.
32, 576 (1972).
'B. A. Nesterenko, A. D. Borodkin, and O. V. Snitko, Fiz.
Tverd. Tela (Leningrad) 15, 2602 (1973) [Sov. Phys. —Solid
State 15, 1731 (1973)].
D. N. Talwar and B.K. Agarwal, J. Phys. C 7, 2981 (1974).

"T. Matsushita and J. Hayashi, Phys. Status Solidi A 41, 139
(1977).
'Reference 29.
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FIG. .3. Normalized (radial) angular distribution for 2-MeV
He-ion beam multiply scattered in a layer of 5X10' carbon
atoms/cm, calculated according to Ref. 23 (solid line), in com-
parison with Gaussian distributions with the standard devia-
tions of 0.01' (dashed line) and 0.02' (dotted line).
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malized radial distribution, 2moF(0), calculated for the
thickness layer of 5X10' C atoms/cm, in comparison
with two Gaussian distributions having standard devia-
tions of 0.01 and 0.02. One notes that the maximum of
the obtained distribution agrees with the maximum of the
Gaussian with a standard deviation of 0.01', while most
of its large-angle tail is contained in the Gaussian with a
standard deviation of 0.02'. The effect of the other sur-
face atoms is significantly smaller. One can only specu-
late about details of an angular distribution of the pri-
mary beam obtained from an accelerator. In any event,
its standard deviation does not exceed 0.01' and-
contrary to the angular distributions due to multiple
scattering —it most likely has a sharp cutoff at a max-
imum angle. Thus, the assumption of a Gaussian distri-
bution with a standard deviation of 0.01' or 0.02 that
represents an overall angular divergence of the beam
seems to be reasonable. At least it should enable us to
perceive the effect of an angular divergence on simulated
spectra if there is any.

As mentioned in Sec. III A, the comparison between
simulation and measurements is made for spectra nor-
malized to the respective random yields. This procedure
eliminates efficiency-calibration errors and, putting the
comparison on an absolute basis, i.e., without any arbi-
trary parameters, enables reliable determination of the
thermal vibration amplitudes. On the other hand, it al-
lows us to neglect the energy dependence of the scatter-
ing cross section, since this dependence is to a good ap-
proximation canceled out by dividing the channeling
spectrum by the random one. Normalization to the ran-
dom yield of the heavier element of the compound is con-
sistently used in this paper. When normalizing an experi-
mental spectrum, the linear dependence of the random
yield on energy was assumed, which is sufficiently good
approximation in the energy interval of interest. In the
case of GaAs, for which the spectrum components due to
the individual elements of the compound cannot be
resolved, a perfect stoichiometry was assumed in order to
determine the As contribution.

Before presenting the final results of the simulation let
us first demonstrate the effect of the change of different
simulation parameters. Figure 4 shows a number of the
simulated spectra (curves A F. ) together wit—h the experi-
mental one (histogram) for the GaP single crystal. The
IPM ion-atom potential and Ziegler's random stopping
power were used in the calculations. Spectra A and B
correspond to the vibration amplitudes u

&

' =u,=0.068 A deduced from the Debye temperature
OD =445 K (Ref. 31). According to the discussion in the
preceding subsection, the calculated yield appears too
low in comparison with the experimental one. Spectrum
A was calculated for a perfectly collimated beam, while
spectrum B corresponds to an intentionally large beam
divergence of 0. 1'. Hence the observed difference be-
tween experimental and calculated yields cannot be attri-
buted to the presence of oxide and carbon surface layers,
as their inAuence on the beam divergence was estimated
to be much lower. Spectra C, D, and E correspond to the
increased vibration amplitudes u, ' =0.084 A and
u, =0.086 A. They match the experimental yield quite

I I I

2ijjieV He ~ &100& GaP

015 expt. — hi stogr am

simu). —
A

— E

0.05

I I I

1.4 1.5 1.E'

ENERGY (IjleV)

FIG. 4. Experimental (histogram) and simulated {curves
A —E) backscattering spectra for 2-MeV He ions channeled in
(100) Gap (see text).

well although a difference persists in the position of the
peak below the SP for Ga. This can be attributed to the
energy-loss model used in the calculations. The three-
component model of channeled particle energy loss was
applied for calculation of the spectrum C while spectrum
D was calculated using the Lindhard model. It seems
that choice of the energy-loss model has only limited
influence on the simulated spectra, as can be expected for
the grazing —exit-angle geometry. The inhuence of the
electronic multiple scattering, which is included in spec-
trum E, also appears to be small. All three spectra C, D,
and E indicate that in order to match the experimental
peak at 1.63 MeV an increase of the random stopping
power is needed.

According to the above discussion, when fitting simu-
lated spectra to the experimental ones, thermal vibration
amplitudes and random stopping power were varied. The
final calculations were performed for the three-
component model of channeled ion energy loss, including
the electronic multiple scattering, and for the beam diver-
gence of 0.01'. It should be pointed out that changing
the beam divergence to 0.02' virtually has no inhuence on
the resulting spectra. If higher values of the divergence
are used, it affects the spectra mainly below the first sub-
surface peak (cf. curves A and B in Fig. 4). As a conse-
quence, the yield in the simulated spectrum increases fas-
ter with decreasing energy than in the experiment, which
makes it impossible to reproduce the experimental spec-
tra by adjusting the vibration amplitudes. This observa-
tion is consistent with the estimates of the thickness of
the surface layers (and their inliuence on the beam diver-
gence) given at the beginning of this subsection, as well as
with the final results on the thickness of the surface-oxide
layers, presented in Sec. III D.

To investigate the inAuence of the ion-atom potential,
the fitting was repeated for the IPM, ZBL, and Moliere
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2MeV He ~ &100& GaP

.15—

g 0.10-

— histogram
IPM

simul. ----- ZBL
3000 A ------- Moliere

expt.

Si

1.3
I I I

1.4 1.5 1.6
ENERGY (MeV)

FIG. 5. Experimental and simulated backscattering spectra
for 2-MeV He ions channeled in (100) CxaP. Simulated spectra
correspond to the IPM, ZBL, and Moliere potentials; penetra-
tion depth is 3000 A.

potentials. In order to assess statistical deviations, four
(statistically) independent runs were performed for each
potential, without changing the final parameters, Usually
(1—1.5)X10 particle trajectories were calculated in a
single run (applying nonuniform irradiation, cf. Sec.
III A), which yielded total effective statistics for four runs
of (3—6) X 10 particles. The spectra presented below are
averages of individual runs. Statistical errors are very
small (at most few curve thicknesses) and were not indi-
cated in the figures.

The final results of simulation for GaP together with
the experimental spectrum are shown in Fig. 5. As can
be seen, excellent fits to the experimental data were
obtained —except for the SP's —for all investigated po-
tentials. A small rise of the experimental yield with
respect to the simulated spectra is observed below the
phosphorous SP. Its position corresponds exactly to a
surface peak for silicon (indicated by an arrow in Fig. 5).
A surface impurity of silicon was suspected in the crystal
on the grounds of the employed procedure of the surface
preparation. Based on the comparison between the ex-
perimental and simulated spectra, it can be concluded
that the amount of silicon present at the crystal surface is
much smaller than the thickness of the carbon layer (the
main factor affecting the beam divergence), and its
inhuence on the simulation results is negligible.

The amplitudes of thermal vibration and the random
stopping power used in the simulations are given in Table
II. In the course of seeking the best value of these. quan-
tities, a number of adjacent values have been tried. Since
the statistical deviations in the simulated spectra were
very small (as discussed above), it allowed us to estimate
fitting errors quite accurately. The errors given in Table
II set limits on the range of acceptable values. If a given

TABLE II. Thermal vibration amphtudes and random stop-
ping powers used in the simulations for GaP, GaAs, and InP
{The numbers in parentheses are estimated fitting errors on the
last digit shown. ) A and B refer to the type of atom in the com-
pound A'"B

GaP

GaAs

InP

Potential

IPM
ZBL

Moliere

IPM
ZBL

Moliere

IPM
ZBL

Moliere

Q," (A)

0.084(1}
0.088(1)
0.084(1)

0.100(2)
0.100(2)
0.102(2)

0.116(1)
0.116(1}
0.114(1)

Q) (A)

0.086(2}
0.083(2)
0.086(2)

0.105(2)
0.105(2)
0.102(2)

0.118(2)
0.118(2)
0.116(2)

Random
stopping'

1.10(1)
1.02(1)
1.02(1)

1.05{2)
1.00(2)
1.00(2)

1.03(1)
1.00(1)
0.97(1)

'Relative to Ziegler's data (Ref. 19) (assuming Bragg's rule).

quantity is changed beyond its error limits, it will result
in a noticeable deterioration of the corresponding fit to
the experimental spectrum.

It should be noted that the best values of the vibration
amplitudes and the random stopping power are potential
dependent. The differences are of about a few percent
only, but nevertheless they are beyond the estimated er-
rors. Thus, one cannot discriminate between the poten-
tials studied, based solely on the analyzed spectrum.
However, if more precise data on the random stopping
power were available, it would be possible to determine
the best potential and the more accurate vibration ampli-
tudes. The vibration amplitudes for GaP, determined for
the IPM and Moliere potentials (cf. Table II), are in a
good agreement with some experimental results listed in
Table I and with the most reliable theoretical estimate of
Reid. In the case of the ZBL potential, the vibration
amplitude for Ga (0.088 A) is greater than that for P
(0.083 A), contrary to all other results. As mentioned in
the previous subsection, vibration correlations are expect-
ed to decrease vibration amplitudes obtained by our
method. Thus, in view of a general agreement found be-
tween our amplitudes and those from different sources,
the infIuence of correlations does not appear to be
significant.

The comparison between the spectra simulated for
different potentials and the experimental one for CxaAs is
presented in Fig. 6. The simulated spectra agree well
with the experiment although the fit is not as good as in
the case of GaP. This can be attributed to the difhculties
in fitting a spectrum composed of two completely over-
lapping components. The thermal vibration amplitudes
and the random stopping powers obtained for various po-
tentials (cf. Table II) are —as in the previous case—
slightly different. The vibration amplitudes obtained for
GaAs are in reasonable agreement with the average
values listed in Table I, although they are somewhat
larger. The amplitude for As atoms, used for the IPM
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FIG. 6. Same as in Fig. 5 for GaAs; penetration depth is
2500 A.

FICr. 7. Same as in Fig. 5 for InP; penetration depth is 3800
A.

and ZBL potentials (0.105 A), is greater than that for Ga
atoms (0.1 A). This is contrary to all x-ray results, but in
agreement with the shell-model predictions.

Figure 7 presents the best fit of the simulated spectra
for InP in comparison with the experimental one. As can
be seen, the agreement is nearly as good as in the case of
GaP, although the statistics of the experimental spectrum
is poorer. This is particularly clear for the experimental
phosphorus SP, which is seen to be smaller than the
simulated ones. The data on the vibration amplitudes for
InP are especially scarce and inconsistent (cf. Table I).
As listed in Table II, the amplitudes used in the simula-
tions are in general larger than the previously published
ones.

At this point we would like to comment on the possible
presence of imperfections in the investigated single crys-
tals and on their inhuence on the results of our analysis.
The present simulations demonstrate that the charac-
teristic oscillatory shape of the backscattering spectra for
the systems studied is in a direct way connected with the
(perfect) crystallographic structure assumed in the calcu-
lations. This shape exhibits yield oscillations with the
pronounced subsurface peak, superimposed on a back-
ground which rises slowly with decreasing energy. When
the amplitude of thermal vibrations is changed in the cal-
culation (within reasonable limits), the average yield in
the resulting spectrum changes accordingly, but the spec-
trum shape is basically retained. Thus, the almost perfect
matching of an experimental spectrum with the shape of
the calculated one gives evidence of very good crystal
quality. At the same time it proves that the inferred
thermal vibration amplitudes are not overestimated. If
an appreciable amount of imperfections were present in
the crystals, it would result not only in an increase of the
average backscattering yield, but also in a smoothing
over of the oscillatory structure of the spectrum. Such an
efFect was indeed observed during prolonged irradiation

of the crystals. That is why as a low beam fluence as pos-
sible was used in the measurements (see Sec. II).

D. Surface-peak analysis

In applying our simulation program to analyze the SP
intensity for the investigated samples, we make the usual
assumption that the observed intensity comes from the
crystalline substrate and nonregistered crystal atoms
present in the surface-oxide layer. ' The substrate con-
tribution can be accurately determined by the simulation
program which assumes an ideal bulklike surface struc-
ture. Then the difference between the measured and cal-
culated SP's gives direct information on the number of
nonregistered crystal atoms in the surface oxide. Cer-
tainly, based on our single measurement, nothing can be
said about possible structure of this layer.

As mentioned in Sec. III A, the simulation program is
used not only to calculate an energy spectrum, but it
simultaneously yields the nuclear encounter probability
(NEP) as a function of depth. The latter quantity is best
suited for the SP intensity determination. Figure 8
presents the comparison between the simulated energy
spectrum (dashed line) and the NEP (histogram) for the
GaP case. The depth-to-energy relation associated with
the random beam incidence was used to convert the NEP
to a function of energy. The channel width corresponds
to a depth interval of 25 A. As can be seen, in this case
over 90% of the SP intensity comes from the first 25-A-
thick surface layer.

The SP intensities associated with the ideal bulklike
surface were determined based on the NEP obtained for
each component of the investigated crystals. The results
are summarized in Table III, where they are referred to
as the calculated values.

The evaluation of the SP's for the experimental spectra
is based on the total number of counts present in the re-
gion of a given SP, corrected for background counts. Ba-
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FIG. 8. Backscattering spectrum (dashed line) and related
nuclear encounter probability (histogram) for 2-MeV He ions
channeled in (100) GaP.

sically, there are two kinds of background in the case of
binary compounds (cf. Figs. 5 and 7). One of them, relat-
ed to the finite detecting-system resolution, is present in
the SP for each component of the compound. The other
one, pertaining to the lighter component only, comes
from the portion of the spectrum due to the heavier com-
ponent. Since simulated spectra reproduce experimental
spectra very well, the former background correction was
found as a difference between the total number of counts
in the SP region in the simulated spectrum and the SP in-
tensity derived from the related NEP (see Fig. 8). This
difference was determined for each potential and then
averaged in order to increase the statistics. The latter
background correction was also evaluated based on the
simulation results. It was taken as an average of the total
yield (in the proper region) for the partial spectra corre-
sponding to the heavier component, simulated for the
three potentials. The final SP intensities determined for

the experimental spectra are reported in Table III as the
measured values. They are potential dependent, which is
related exclusively to different stopping powers used for
various potentials, as described in the preceding subsec-
tion. Differences between the measured and the calculat-
ed SP intensities are also given in Table III.

In the case of GaAs it was impossible to determine in-
dividual components for Ga and As (cf. Fig. 6). There-
fore, in order to evaluate difference between the measured
and the calculated SP's, the yield for the simulated spec-
tra, integrated in the region encompassing both SP's, was
subtracted from that for the experimental spectrum. Un-
der the assumption of perfect stoichiometry, the
difference in the SP's was the same for Ga and As.

Errors given in Table III for the measured values are
the statistical ones. Deviations between the values corre-
sponding to various potentials reflect an uncertainty due
to the inaccuracy of the potential (stopping power). Er-
rors for the calculated values were evaluated based on the
four statistically independent runs performed for each
case (cf. Sec. III C). Both kinds of errors were taken into
account when determining errors in the difference be-
tween measured and calculated values.

It can be noted that the calculated SP intensities ob-
tained for various potentials are quite consistent, al-
though in some cases deviations greater than the estimat-
ed errors are observed. The same conclusion holds for
the difference in the SP intensities. In the case of P in
InP, this difference was negative, which can be attributed
to rather poor statistics in the P peak in the experimental
spectrum. The relative error was about 12%. Generally,
it was found that the surface-oxide layer on the analyzed
samples did not exceed approximately 1 atom/row. This
layer appears to be smallest for GaP (about 0.7
atom/row), for which the best agreement between the
simulated and experimental spectra was obtained (cf.
Figs. 5-7).

IV. CONCLUSIONS

A method has been developed which makes it possible
to reproduce accurately experimental backscattering
spectra of channeled ions by means of the Monte Carlo

TABLE III. Surface-peak intensity results [the numbers in parentheses are statistical errors on the last digit(s) shown]. A and B
refer to the type of atom in the compound 3 '"B

Surface peak intensity (atoms/row)

GaAs

InP

Potential

IPM
ZBL
Moliere

IPM
ZBL
Moliere

IPM
ZBL
Moliere

Measured

3.97(7)
4.28(7)
4.28(7)

4.89(7)
5.04(8)
5.19(8)

Calculated

3.35(6)
3.65(2)
3.51(5)

4.10(2)
4.20(5)
4.40(4)

4.06(7)
4.02(3)
4.07(6)

Difference

0.62(9)
0.63(7)
0.76(9)

0.98(4)
1.11(5)
1.11(5)

0.83(10)
1.01(8)
1.12(10)

Measured

5.2(3)
5.6(3)
5.6(3)

6.4(8)
6.6(8)
6.8(8)

B
Calculated

4.69(6)
4.60(4)
4.94(3)

4.20(2)
4.32(3)
4.24(4)

6.66(8)
7.07(9)
7.04(11)

Difference

0.5(3)
1.0(3)
0.7(3)

0.98(4)
1.11(5)
1.11(5)

—0.2(8)
—0.4(8)
—0.2(8)
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simulation technique without any normalization pro-
cedure. As a consequence, the SP intensity for an ideal
bulklike surface can be determined in the most reliable
way. The uncertainty of the SP intensity of about few
percent, due to the potential inaccuracy, was found. The
method of analysis presented in this paper can also be ap-
plied to clean surfaces according to the chosen model of
the surface. It seems that the present approach, provid-
ing improved accuracy of the analysis, could diminish
some discrepancies which were found between results of
the high-energy ion scattering and other surface-analysis
methods.

A weak, but clear, interdependence between the ion-
atom potential, random stopping power, and thermal vi-
brational amplitudes has been established. The results of
the present work are in reasonable agreement with the

mean values of the previously published data. The
present method is particularly valuable for the deter-
mination of thermal vibrational amplitudes. Often these
data are either scarce or widely dispersed. Apart from
their importance for analytical methods they can be used
for testing different lattice-dynamics models, calculation
of the Debye-&aller factors, etc.

It would be of great interest to extend the analysis to
other axial, as well as planar, channels.
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