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The time-dependent density-functional approach is used to determine the frequency dependence
of second-harmonic generation (SHG) at various simple metal surfaces. In particular, the function
a () which characterizes the perpendicular surface contribution to the nonlinear polarization is
calculated for realistic ground-state density profiles and by taking into account the nonlocal nature
of the self-consistent electronic screening response to the applied fields. At the laser frequency of
1.17 eV, the real part of a(w) is much larger than the imaginary part and is typically 25-100 %
larger than in the static limit. Ima () exhibits a feature for 2w near the threshold for electron emis-
sion and a second one for 2w near 0.8w,, where ), is the bulk-plasma frequency.

I. INTRODUCTION

Recently, considerable progress has been made in the
understanding of the nonlinear electrodynamic response
of simple metal surfaces. Weber and Liebsch! used the
density-functional approach to determine the second-
order induced-surface-charge distribution in the low-
frequency limit. This treatment incorporates a realistic
description of the ground-state electronic density profile
as well as the nonlocal nature of the electronic response
to an applied electric field. An important discovery of
their work is that the nonlinear response of a diffuse
profile is significantly larger than that obtained for sys-
tems whose profiles have been truncated. This conclusion
is drawn by a comparison of their results with the low-
frequency limit of the calculations of Corvi and Schaich.?
The latter authors found the efficiency of second-
harmonic generation at arbitrary frequencies, but to do
so they used a hydrodynamic model for the electrons’ dy-
namics and represented the surface density profile by a
sequence of discrete steps. The cause of the disagreement
between the two sets of calculations was clarified by
Chizmeshya and Zaremba,® who showed that the static
density-functional results can be reproduced reasonably
well by a generalized Thomas-Fermi model with a realis-
tic density profile. This demonstrates that a semiclassical
description of the response to a constant applied field can
be in good agreement with a quantum-mechanical theory
as long as the electronic density is represented accurately.

These developments raise serious doubts about the a
priori quantitative accuracy of hydrodynamic estimates at
finite frequencies. To address this issue we present here a
new calculational scheme which allows the application of
a density-functional approach away from the static limit
up to a driving frequency of w, /2, where w, is the bulk-
plasma frequency. Part of its formal justification is based
on the reanalysis by Schaich and Liebsch* of the model
treated in Ref. 2. They show that the original numerical
results, which were obtained from the full solution of
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Maxwell’s equations, can also be derived from a simpler
theory in which certain quantities are calculated in the
electrostatic limit. In particular, the intrinsic nonlinear
response of electrons in the surface region which is relat-
ed to the short-range variation of the normal component
of the electric field at the metal-vacuum interface, can be
calculated by letting the speed of light ¢ be infinite, i.e.,
by ignoring the long-ranged spatial variation of the trans-
verse electric fields. This simplification is of considerable
practical importance since it is then necessary to evaluate
only the density response to uniform fields rather than
both current and density responses to general fields. The
validity of this approximation was demonstrated explicit-
ly in Ref. 4 for the hydrodynamic model. However, it is
plausible that the electrostatic limit remains valid more
generally since quantum-mechanical corrections to the
hydrodynamic model are independent of retardation
effects. We use it as the basis of this work.

In agreement with previous authors®~’ we assume that
the second-harmonic-generation amplitude for semi-
infinite jellium arises from three contributions: a bulk
polarization due to the Lorentz force of the first-
harmonic magnetic field acting on the first-harmonic
current distribution, a surface polarization parallel to the
surface due to the parallel Fresnel electric field acting on
the integrated first-harmonic screening charge, and a sur-
face polarization normal to the surface due to nonlocal
corrections to the Fresnel fields. Whereas the bulk and
parallel surface contributions depend only on macroscop-
ic linear-response properties of the system, the normal
surface contribution involves the microscopic nonlinear
screening characteristics of the electron gas at the sur-
face. In the notation of Rudnick and Stern,® this contri-
bution is represented by the dimensionless function a(w)
which is proportional to the integrated weight of the nor-
mal component of the second-harmonic surface polariza-
tion. In the present work, the frequency dependence of
a(w) is calculated for several simple metal surfaces using
a time-dependent (but nonretarded) extension®° of the
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density-functional approach.!® Thus, the ground-state
density profile and the nonlocal response to the applied
field are calculated self-consistently. In the adiabatic lim-
it, the results for a(w—0) coincide with those in Ref. 1
which had been obtained from a purely static density-
functional calculation. A preliminary discussion of the
frequency dependence of a(w) has already appeared.'!

Since the density-functional approach has led to an ex-
cellent understanding of certain linear dynamical
response properties (e.g., the local-field enhancement ob-
served in surface photoemission from Al),'? one has
reasons to believe that it might provide an equally suc-
cessful description of nonlinear dynamical response
characteristics. It should be noted, however, that the
nonlinear screening involves regions even farther outside
in the vacuum tails of the ground-state density profile
than does the linear response. For example, in Ref. 1 it
was shown that the centroid of the static second-order
polarization is located typically 0.5 Bohr atomic units
farther from the jellium edge than the static image plane.
Since these outer regions of the density are less well de-
scribed within the local-density approximation, the non-
linear induced dipole moments are presumably somewhat
overestimated.'>!* The second limitation at present is
the omission of lattice effects because of our use of the jel-
lium model for the positive ionic charges. Aers and
Inglesfield!® have shown that for Ag(100) much smaller
static nonlinear polarizabilities are obtained than for a
jellium surface of similar free-electron density. However,
as long as the employed laser frequencies are not too
close to some interband transition, the time-dependent
density-functional scheme in conjunction with the jellium
model should be at least qualitatively correct for nearly-
free-electron systems and, possibly, for Ag at sufficiently
low frequencies. Comparisons of our theoretical predic-
tions of the second-harmonic signal with recent data for
Al (Ref. 16) suggest that this is indeed the case.

The outline of this paper is as follows: In Sec. II we
present the ©basic equations for the second-
harmonic-generation efficiency in terms of the funda-
mental quantities that characterize the bulk and surface
nonlinear polarizations. We also specify the response
equations that determine the linear and nonlinear
induced-surface-charge distributions within the time-
dependent local-density approximation (TDLDA). Final-
ly, this section contains the derivation of a sum rule
which leads to a convenient expression for the nonlinear
induced dipole moment. In Sec. III we discuss the results
of our calculations, in particular the frequency depen-
dence of a(w) for various simple metal surfaces. A sum-
mary is given in Sec. IV.

II. THEORY

A. Second-harmonic intensity

Let us assume that linearly polarized light of frequency
o is incident on a semi-infinite jellium system. The polar
angle of incidence with respect to the surface normal is
denoted as 0 and the angle of the polarization vector with
respect to the plane of incidence is defined as ¢ (¢=0°
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p polarization; ¢=90° s polarization). The generation
efficiency of p-polarized second-harmonic reflected out-
put radiation may be parametrized as follows:>*

I, _ 8me?

2 m?w%?

elw)e(w)—1]
e(Q)+s(Q)

2
X (P cos’p+S sin’$)tand | , (2.1)

where
P= a(w)fglsinze—b(w)wcosze
elw) elw)
+% [elw)+s(w)]72, (2.2)
s=— o) (2.3)
2e(w)[1+s(w)]?
with
s(w)=[e(w)—sin?0]'"?/cos0 . (2.4)

Here e,m,c are fundamental constants, Q=2w, and
e(a))=l—w[2, /w?* is the bulk dielectric function with w,
the bulk-plasma frequency. _

The functions a(w), b(w), and d(w) which appear in
(2.2) characterize the two nonlinear surface polarizations
(normal and parallel to the surface) and the bulk polariza-
tion, respectively. As shown by Corvi and Schaich? for
the hydrodynamic model, this parametrized form of the
SHG intensity is nearly identical to the exact radiation
obtained from the complete solution of Maxwell’s equa-
tions. Moreover, these authors found that 4 (w) and d(w)
are practically independent of frequency and are given by
their free-electron values b(w)=—1 and d(w)=1. The
remaining quantity of interest is the function a(w) whose
evaluation is the topic of the following subsection. It re-
quires a detailed calculation of the microscopic nonlinear
response of electrons in the surface region.

We point out here an interesting feature that does not
seem to have been noticed in the past, namely, that the
second-harmonic intensity is proportional to the square
of the transmission coefficient at the harmonic frequency:
t2w)=2/[e(2w)+5s(2w)]. Thus, in contrast to the
linear reflectivity, the second-harmonic intensity exhibits
a maximum near the minimum of |e(2w)|. This behavior,
which involves only linear bulk response properties, is ap-
parent in the recent measurements of SHG from Ag,!’
where a pronounced maximum is seen just below 2w =3.9
eV, i.e., below the bulk-plasma frequency. The observed
variation of this peak with angle of incidence and with
temperature are in qualitative agreement with the behav-
ior expected from the transmission coefficient ¢(2w).
Thus, the frequency dependence due to the macroscopic
parameters in Egs. (2.1)—-(2.4) can be significant and may
outweigh structure due to a(w).
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B. Density-functional response

As shown in Ref. 4 it suffices to calculate the function
a(w) in the electrostatic limit, i.e., by considering the
density response to a uniform external electric field
oriented perpendicular to the surface and varying in time
like e ~'“’. The spatial variation of the corresponding ap-

Sn(z,a))-——fizj—r)—fdz’Xl(z,z’,w’)¢SCF(z’,w')2778(a)-w’)

dml dw’l ! ”n ’ ”n ’ " ’ ’ ”n ”n ’ r
+f o f o fdz fdz X2z,2,2" 0", 0" Vpgcp(z’, 0" Vpscp(z”, 0" 278 (0 — 0" — ") ,

where Y, and Y, are the first- and second-order
independent-particle susceptibilities of the semi-infinite
electron gas. The self-consistent potential ¢gp differs
from the bare applied potential because of local-field
effects.

In linear response only that part of 8n which oscillates
at the frequency o of the applied field is of interest:

on,(z,0)= fdz’Xl(z,z’,w)qﬁlyscp(z’,w) , (2.6)
where
}1,5cr(2,0) = dopy(2) +8¢(z,0) +8V | s (z,0)  (2.7)

and 8¢, and &V, ,. are the Coulomb and exchange-
correlation contributions to the linearly induced poten-
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plied potential will be taken as ¢,,,(z)=—2mz where z is
the coordinate normal to the surface (the jellium back-
ground is assumed to occupy the half-space z <0). Mak-
ing use of the translational symmetry parallel to the sur-
face and applying second-order perturbation theory,!®!°
the induced electron distribution near the surface is given
by the expression (Hartree atomic units are used unless
noted otherwise)

(2.5)
[
tial:®?
8¢1(z,a))=—21rfdz’ lz—2’'| 8n,(z',0) , (2.8)
5V, =2V ()|  &n(z,) (2.9)
1,xc an XC no(z) 1 ’ . .

Here, V,_ is the local ground-state exchange-correlation
potential and n,(z) denotes the equilibrium density distri-
bution.

In order to find the nonlinearly induced density that is
relevant for second-harmonic generation, we consider
those terms in (2.5) which oscillate at frequency Q=2w
and denote them as 6n,(z,w)=086n(z,Q). This density
obeys the equation

on,(z,0)= fdz’fdz" X22,2",2",0,0)¢, scpz’, ) scp(z”, @)

+fdz')(l(z,z’,Q){%V;'C[Snl(z’,a))]z-k Vion,(z',0)+8¢,(z" @)} ,

where 8¢,(z,w) is the Hartree potential corresponding to
on,(z,w):

8¢y(z,0)=—2m [ dz’ |z2—2'|8n,(z",0) (2.11)

and Vi,V are the first and second derivatives of V,,
with respect to the ground-state density.

The underlying structure of Egs. (2.6) and (2.10) be-
comes clearer if we introduce the following “driving”

terms or unscreened induced densities:

£(z,0)= [ dz' x)(z,2",0),pp(2", ) , (2.12)
§2(z,co)=fdz'fdz")(z(z,z',z",w,(u)
Xé1,scrlz’,0)¢) scp(z”, o)
+ [dz' (2,2, LV (Bny (20 . (2.13)

We find then that 8n, and 8n, obey the same type of

(2.10)

[

self-consistent response equation in which only the driv-
ing terms differ (i =1,2):

8n;(z,0)=¢&(z,0)+ [ dz' x,(2,2",iw)
X [dz"" K(z',2")8n,(z",0) .
2.14)

Here the function K represents the static linear-response
kernel

K(z',z")=—2m|z’' =z"|+ V. (n(2'))8(z' —2z") (2.15)

which accounts for the screening of the ‘“unscreened” in-
duced densities £(z,w) and &,(z,®). In principle, the
response kernel function K should also be frequency
dependent. However, since the TDLDA as described
above and the LDA-based random-phase approximation
(RPA) (neglect of all terms involving V. and V', in these
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equations while retaining the LDA for the ground state)
give qualitatively similar linear and nonlinear induced
densities, the static approximation of K is presumably not
very severe.?’

The susceptibility functions Y, and Yy, are given by the
expressions® 1819

J
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k
X2,z 2" 0,0)=— fo de(k}—kz)[z/;k(z)zpk(z")G(z,z’, €, +20)G(z',2", €, + )

17,2

+ 3k (2" )y (27

Here k. is the Fermi wave vector, ¥, denotes the bound-
state wave functions of the semi-infinite electron system,
and G represents the corresponding Green’s functions
(see definitions in Refs. 21 and 22).

The numerical solution of Egs. (2.14) is complicated
because of the long-range nature of the Coulomb part of
the response kernel function K. Rather than using the
form given in (2.15) it is more convenient to calculate the
Hartree potential from an equivalent expression which
contains a short-range kernel:>

si(z,0)= [dz' e~ | 2 g0, (21,0)+ K54, (2',0)

(2.18)

which satisfies the Poisson equation 8¢;= —478n; in-
dependently of the value of the range parameter k. In
practice, k is chosen of the order of a Thomas-Fermi
screening vector.??

As discussed in detail in Ref. 22, the solution of the
linear-response equation is simplified further by separat-
ing from 8n, a “model” density 6n,, which generates the
known asymptotic fields in the vacuum and in the interi-
or of the metal. The difference 8n,;=86n,—8n,, pro-
duces only short-range fields which exist in the surface
region. The solution of the response equation for 8n;
can then be obtained by a simple matrix inversion. Since
this procedure works well even at very low frequencies
we use an analogous method to solve for the second-
“harmonic density 6n,. In the adiabatic limit the calculat-
ed induced densities were found to agree exactly with
those in Ref. 1 which were obtained directly by solving
the Schrodinger equation in the presence of the uniform
static electric field.

To find the self-consistent solution, the model densities
are placed at two different positions near the jellium edge
and the dipole moment of the resulting induced density of
each is calculated. By interpolation we then find that po-
sition for which input and output dipole moments coin-
cide. The response equation is then solved once more for
this new position in order to verify that the induced den-
sity in this case is indeed the self-consistent density.

Finally, the function a(w) which characterizes the
weight of the perpendicular second-harmonic polariza-
tion P,(z,w), is defined by the relation>*%’

40
o)=L [ Taekzi—k?
Xi(z,z",0)= ) fO (kg )
X[ (2 (2')G (2,2, €, + @)
+H oo —o)] (2.16)
and
)G(z,2', ¢, +©)G(z,z", 6, —w)+ (w——w)] . (2.17)
[
o _alw) 7el
fvwdzPZ(z,a)): 2 22 %,in
2
_a(@) | Eiou elw)—1
47 47 elw) ’ 2.19)

where E, . (E, ;,) is the total linear electric field outside
(inside) the metal and 7 >0 is the bulk density. With our
definition of E,,, =27 we have E, ,,,=27[1+0(w)] and
E,,=27[1—0o(w)] with o(w) the integrated first-
harmonic induced density

_ elw)—1

U(a))Zf_wdz on(z,0)= o) b1 (2.20)
Then E, juw=4me(w)/[elw)+1] and using
(8/9z)P,(z,w0)=8n,(z,w), we find

a(w)=—4r‘1fjo dz z 8n,(z,0)/o(w)*

= —4np,(w)/0(w)*, .21

where p,(w) is the dipole moment of the second-
harmonic density. Here we have used the fact that the
surface second-harmonic polarization vanishes in the in-
terior of the metal, i.e., that the integrated weight of
8n,(z,w) vanishes.

C. Sum rule for nonlinear induced dipole moment

The calculational route to a(w) described above is for-
mally correct but computationally impractical at one
step. The direct numerical evaluation of the induced di-
pole moments,

pil@)=[7 dzz6n,(z,0), (2.22)
is difficult because of the slowly decaying Friedel oscilla-
tions that the induced densities exhibit in the interior of
the metal. It was shown in Ref. 22 how the dynamical
force sum rule?* can be used in the linear response to cir-
cumvent this problem by providing an analytical relation
between the full dipole moment and the first moment in
the region outside the jellium edge. For a full LDA cal-
culation one has

_ €lw)—

l =
prle)=="" [ “dzz8n,(z,0) . (2.23)
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Here we derive an analogous sum rule with the second-
harmonic density which also relates the full moment to
the external moment. Again for the full LDA, it appears
as

e(Q)—1
e(Q)

(co)

prlow)= f dzz dn,(z,0)+—— (2.24)

The basic argument for the sum rule comes from calcu-
lating in two different ways f, the force per unit area on a
semi-infinite grounded jellium slab. First, using the total
electric field we write

f= fj’ dz(—e)n, (2)E(z) , (2.25)

where n_ (z)>0 describes the variation of the positive
background density. For clarity we explicitly show in the
rest of this subsection factors of the electron’s charge,
e <0; all the n’s in the next several equations are number
densities. In the applications of this paper n,(z)
=nO(—z) with ©(z) the unit step function, but to indi-
cate how the answers change when an adlayer is present
we imagine for the derivation that

n,(z2)=n0(—z)+én,(z), (2.26)

where 6n(z) is nonzero only for z>0. Now use
Poisson’s equation which at the second harmonic has the
form dE,/dz=4medn,(z,w) to reexpress (2.25) and
(2.26) as

fr=ma? [° dzz8ny(z,0)

+mw12, fowdz 8n+(z)fwdz'8n2(z’,ca)/ﬁ , (2.27)

where w; =4me’n /m. We have assumed here that E,
vanishes as |z| — .

The alternate way of finding f uses the forces from the
applied electric field and the system’s electrons to write

f=[" dz(—em DE+3f 4, (2.28)

where f_ , is the force that a negative charge (an elec-
tron) exerts on a positive charge (a piece of the jellium).
|

€(Q)—1

f_mdzz on,(z,0)= )

- fowdz 8n+(z)fz°°dz’8n2(z’,w)/ﬁ

If we ignore F,, and 8n, and replace E,,

0 Eapp 0
[ “dzz8n,(z,0)+0(0) =22+ [ dz 8n,(z,0)
0 m —
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Adapting the argument of Epstein and Johnson,? we
note that by action-reaction f_ . =—f, _ and that f_ _
appears in the electrons’ equation of motion:

d o
EEP— =>f+_-+>3f__+ fﬂndz en(z)E,,,

+ [ © dzn(2)F ,(2) , (2.29)

where p_ is an electron momentum, f__ is the
electron-electron force, and F,, describes the influence of
any external potential energy constraining the electrons.
This last term is absent in a fully consistent LDA theory
but appears when one does an LDA-based RPA calcula-
tion or more generally an RPA calculation for a model
potential energy such as an infinite or finite step barrier.
The potential energy used for the ground-state calcula-
tion is for these cases written as

Vi (2)=V o (2)+V](2) (2.30)
where V(z) is the electronic Hartree potential energy
for the ground-state density and V., (z) varies so V,,(z)
represents the model potential energy of the ground state.
Then when one does a response calculation, V,,,(z) is
held fixed while the Hartree term is self-consistently
modified by the changes in the electron density.
Now use (2.29) to solve for ¥ f_, and substitute in
(2.28) to obtain at the second harmonic
fo=[7 dzedn,(z,0)E

app

+m92f_°° dz z 8n,(z,w)

+3f_+ [dz8n,y(z,0)F o (2) (2.31)

where the time derivative of the electrons’ momentum
has been replaced with a second time derivative of their
dipole moment. We further simplify this result by noting
that the total force due to electron-electron interactions
vanishes and by replacing f ? A4z edn (z,0) with o(w).
Then equating (2.25) and (2.31) yields after some straight-
forward algebra

Fex(2)

2
a)p ma)p

(2.32)

with 27 as we revert to atomic units, then (2.32) becomes (2.24). If we fur-

ther go to the static limit, the result reduces to that of Budd and Vannimenus.?® For a LDA-based RPA calculation

F.,=—(3/3z)V

. So with 8n ; set to zero the generalization of (2.24) is

_ €Q)—1 olw) 2 3
pz(w)~w ' py —o, f_wdz én,(z,w) 3 Vie (2.33)
At the same level (2.23) should be generalized to?
€(
pil@)= :‘zw) [f dzz8n,(z,0)~0,” [ dz Sn,(z,cu)— (2.34)
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III. RESULTS AND DISCUSSION

Figure 1 shows the real and imaginary parts of the
second-harmonic density &n,(z,w) for r,=3 at several
frequencies below 0.50,. The integrated weight of these
induced densities vanishes. Thus, at low frequencies, the
main feature near the jellium edge has dipolar shape with
weak Friedel oscillations extending into the interior. To-
wards higher frequencies, however, the oscillations be-
come very prominent so that it is no longer justified to
speak of a main peak localized within a Thomas-Fermi
screening length of the surface. Instead, the range over
which the second-harmonic density is large, extends
several tens of angstroms into the metal.

In the adiabatic limit, the period of the Friedel oscilla-
tion is 2ky as in the case of the linear induced density.
At small but finite frequencies, the wave vector of this os-
cillation increases according to the relation
q/kp=1+(1+2w/E;)""%2. At higher frequencies
(0=0.3w,) a new, long-wavelength oscillation becomes
important whose wave vector obeys roughly the relation
q/kr=w/Er. The actual wave vectors of these oscilla-

01 01w, R T
0 A\/A /\
V

Re 6n; (z,w)

LY

-0 45 30 a5 0 15
z(a.u)
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tions at the fundamental frequencies ®=0.3w,, and 0.4,
are plotted in Fig. 2 for various bulk densities. This
graph shows that the long-wavelength Friedel oscillation
are in fact better described by the so-called emission
threshold wave vectors’’ q/kp=(V/Ep)'*—[(V
—2w)/Er]'"? (see thin solid lines in Fig. 2) where V is
the height of the surface-barrier potential and Ef is the
Fermi energy. In the linear case, the dominant short-
and long-wavelength wave vectors were found to be given
by q/kp=1+(1+w/Ep)"/?* and q/kp=(V/Ep)'?
—[(V—w)/Eg]'? (for V—Er <o <V), respectively.?>?’
Thus, the oscillations exhibited by the harmonic induced
density in the entire frequency range below 0.5, seem to
be dominated by the linear screening at 2w as indicated
by the second term in Eq. (2.14) involving x,(z,z',2w).
The same behavior was observed for all other bulk densi-
ties (r;,=2,3,4,5).

The large penetration depth of the harmonic density
seen for @ 2 0.3w, was also obtained for other bulk densi-
ties. These results have important consequences for SHG
from thick alkali overlayers (10-50 A).2%2 For exam-
ple, in the case of Rb (r,=5.25), the laser frequency of

Im &n,(z,w)

-120+ E

-60 =45 -30 -15 0 15
z(a.u)

FIG. 1. Second-harmonic induced screening density for r, =3 at several frequencies below 0.5w, where w, is the bulk-plasma fre-

quency. The positive background occupies the half-space z <0.
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FIG. 2. Wave vectors of second-harmonic induced densities
for various bulk densities at frequencies 0.3w, (lower symbol)
and 0.4w, (upper symbol). The width of the bars indicates the
uncertainty of determining the wavelengths from the graphs of
8n,(z,w). Thin solid lines denote threshold oscillations (see
text); dashed line denotes g/kr=0.50w/Er; heavy solid line
denotes left boundary of bulk electron-hole pair excitation spec-
trum, q /kp=(w/Ep+1)"?2—1.

1064 nm =1.17 eV corresponds to about 0.3w,. At this
frequency, therefore, the second-harmonic signal cannot
be considered as originating separately at the vacuum-
adsorbate and adsorbate-substrate interfaces. Instead,
the perpendicular surface polarization extends across the
entire overlayer and involves electrons at both interfaces.
It would be interesting to investigate whether these slow-
ly decaying Friedel oscillations can lead to standing
waves between the two interfaces.

According to the relations (2.21) and (2.24), the func-
tion a(w) which specifies the weight of the normal sur-
face polarization, is given by the first moment of the har-
monic densities shown in Fig. 1. The frequency depen-
dence of the real and imaginary parts of a(w) is plotted in
Fig. 3 for various bulk densities. The imaginary part
clearly exhibits two features: a maximum near 0 =® /2
where @ is the work function and a second maximum
near ®=0.4w,. For large r; these features cannot be
resolved since ® /2 is too close to 0.4w,. The real part of
a(w), which agrees for ®—0 with the previously calcu-
lated static values,! shows the typical behavior expected
from Kramers-Kronig relations. The results shown in
Fig. 3 correspond to the full TDLDA. They improve
earlier, more approximate results!! which were derived
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for a simplified linear self-consistent potential in the non-
linear driving term and which erroneously used o rather
than () in the frequency argument of the linear suscepti-
bility x, in the second term of (2.10).

The spectral features that we find for Ima(w) can be
directly correlated with similar features exhibited by
Imd (w), the imaginary part of the centroid of the linear-
ly induced screening density, d,(w)=p,(w)/c(w). As
discussed in detail in Refs. 22, 27, and 30, Imd, (),
which is a measure of the power absorption due to excita-
tion of electron-hole pairs in the surface region, increases
at first linearly with w, then more rapidly when  passes
through the threshold for electron emission, and finally
near 0.8w, shows the well-known resonance’! that is also
observed in surface photoemission.!? Similarly, Ima(w)
first rises significantly when 2w is near threshold, even de-
veloping a separate peak if the bulk density is large
enough, and then shows a resonance structure near
20=~0.8w,. This resonance in the nonlinear response is
always present but becomes more prominent towards
larger r, values, where the surface barrier is smoother.
The same trend is found in the linear case.

One of the important results of the nonlinear density-
functional —response calculations is the overall magnitude
of the parameter a(w). In Table I we list the static values
of a(w) for various bulk densities and for different kinds
of response treatments. This comparison demonstrates
the extreme sensitivity of a(w=0) to the details of the
ground-state density profile. Model densities such as
those obtained for the infinite potential barrier are not
sufficiently polarizable and give accordingly too small
values of a(0). Surprisingly, even the finite-barrier mod-
el, which gives much smoother density profiles than the
infinite-barrier model, leads also to serious underesti-
mates of a (0).

To illustrate this point further, we show in Fig. 4 the
value of a(0) for a series of model potentials of the form
V(z)=V /(e**+1) where V is the height of the surface-
barrier potential obtained within the LDA for a given
bulk density. For a=0.5 a.u., a(0) nearly coincides with
the corresponding LDA value. As «a increases, the sur-
face potential as well as the electron distribution become
stiffer and the polarizability diminishes. In the limit of
large a, a(0) approaches the value obtained for the
finite-barrier model (single-step surface potential; see
Table I).

On the other hand, it is known that the local approxi-
mation to the exchange-correlation functional is less
applicable at low densities. As a consequence, the polari-
zability of the tail region of the density is presumably
overestimated in the LDA. One indication of this effect
is the =~25% reduction of |a(0)| that we obtain if
exchange-correlation contributions to the induced poten-
tial are omitted, i.e., if the response to the external per-
turbation is treated within the RPA (see Table I). It
would be of interest to determine the magnitude of
a(w=0) within a nonlocal exchange-correlation scheme.

In order to check the importance of exchange-
correlation effects for the frequency dependence of a(w),
we have also carried out RPA-type response calculations
at finite o (the ground-state properties are described
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FIG. 3. Frequency dependence of a(w) for various r, calculated within the time-dependent density-functional approach. The vert-

ical arrows denote ® /2 where ® is the work function.

within the LDA). These results are shown in Fig. 5. The
qualitative behavior of a(w) is similar to that in the con-
sistent LDA approach. The overall magnitude is some-
what reduced and the resonance near 0.4w, is shifted to
slightly higher frequencies. These modifications are
analogous to those which have been found previously for
linear response.?”?”30 The relatively small difference be-
tween RPA and LDA suggests that improved descrip-
tions of electron-electron interactions at finite frequencies

TABLE 1. Adiabatic values —a(w=0) for various bulk den-
sities and surface response treatments: LDA (Ref. 1); LDA-
RPA (ground state: LDA, response to static field in RPA);
FBM-RPA (finite-step potential barrier, step height from LDA,
response in RPA); IBM-RPA (infinite-step potential barrier,
response in RPA); one-step (single-step ground-state density,
hydrodynamic response, from Ref. 2); ext-Th-F (extended
Thomas-Fermi calculation, from Ref. 3).

rS'

2 3 4 5
LDA 28.4 12.9 8.6 6.6
LDA-RPA 22.1 10.0 6.6 5.0
FBM-RPA 7.0 4.0 32 2.8
IBM-RPA 0.8 1.0 1.2 1.5
One-step z z z 2z
Ext-Th-F 34.7 14.9 8.9 6.2

will not lead to a significantly different frequency depen-
dence of a(w).

At the laser frequency of 1.17 eV, the real part of a(w)
is typically 25% (for r;=2) to 100% (for r;=35) larger
than in the static limit, while the imaginary part of a(w)

30 T T T

201

-a (0)

10r

a (a.u)

FIG. 4. Variation of a(0) for increasingly stiffer surface po-
tential of the form V(z)=V /(e*+1) where V is the surface-
barrier height calculated within the LDA. The arrows mark the
LDA values of a(0) (see Table I).
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FIG. 5. Frequency dependence of a(w) for various r, calculated within the LDA-based RPA. The vertical arrows denote

® /2 where @ is the work function.

is still rather small [20-30 % of Rea(w)]. The adiabatic
values can therefore be considered as representative of
the low-frequency behavior of a(w). Accordingly, we can
expect in this range a similar dependency of a(w) on sur-
face conditions as in the static limit. Thus, if the surface
electrons of the semi-infinite free-electron system would
take part in more localized chemisorption bonds, their
polarizability would be reduced and the magnitude of
a(w) would diminish.

IV. SUMMARY

For simple metals, it has been known for a long time
that second-harmonic generation originates from a bulk-
like magnetic dipole source polarization and two surface
polarizations related to the rapid variation of the normal
component of the electric field in the vicinity of the sur-
face. Of these three sources, the bulk and parallel surface
contributions are not surface sensitive as they depend
only on bulk macroscopic screening properties at the fun-
damental and harmonic frequencies. The perpendicular
surface harmonic polarization, however, is determined by
the nonlinear dynamic response of the surface electrons.
It is this term which is primarily responsible for the sur-
face sensitivity of SHG. Since this contribution depends
sensitively on the details of the electron distribution at
the surface, it is necessary to calculate it quantum
mechanically and to account for the self-consistent
screening of the surface charges that are induced by the
external electromagnetic fields.

In the present work we have used the time-dependent
density-functional approach to calculate the frequency
dependence of the function a(w) which characterizes the

perpendicular SH surface polarization. Since we are pri-
marily concerned with the nonlinear response of conduc-
tion electrons at simple metal surfaces, the positive ionic
charges are treated within the jellium model. For all bulk
densities that we have studied, we have found that a(w)
exhibits two characteristic features, one related to the
threshold for emission (2w~ work function) and another
related to the electron-hole—pair resonance or quasicol-
lective mode (20~0.8w,). These features are analogous
to those familiar from the frequency dependence of the
linear surface response function d,(w). As a result of
these spectral features, both real and imaginary parts of
a(w) vary appreciably with @ and also change their sign.
Obviously, these effects have important consequences for
the angle of incidence and polarization dependence of the
SH intensity.

At low frequencies, the imaginary part of a(w) is rela-
tively small and the real part is somewhat larger than in
the adiabatic limit. As we have shown in a previous
work,!! the magnitude and sign of a(w) in this region
lead to characteristic features which should be observable
experimentally. Recent data by Murphy et al.!® indicate
that these predictions agree rather well with SHG from
clean Al surfaces at the fundamental frequency of 1.17
eV. Earlier data on Al and Ag,>*>3% which were ana-
lyzed with a(w) of the order of unity, were presumably
influenced by surface conditions. As we have argued
above, adsorbates on such surfaces will tend to reduce the
nonlinear polarizability of the surface-electronic density
and thereby reduce the overall magnitude of a(w). The
perpendicular SH surface polarization in this case tends
to be dominated by the bulk magnetic dipole and the
parallel surface contributions.
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