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Entropy of migration for atomic hopping
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The entropy of migration of an atom undergoing an atomic hop into a nearest-neighbor vacancy

is calculated under the assumption that the entropy is translational at the saddle-point configuration

and vibrational at the initial, equilibrium state prior to the hop. These contributions to the entropy
of migration are calculated using standard statistical thermodynamic expressions, assuming that the

translational entropy is given by the particle-in-a-box approximation and the vibrational entropy is

that of a simple harmonic oscillator vibrating at the Debye frequency. This formulation of the en-

tropy of migration is then quantitatively applied to explain the abnormal prefactors experimentally

deduced in InP drain-current —drift measurements, in deep-level-defect —transformation kinetic

studies of the metastable M center in InP, and in Si and Ge self-diffusion experiments.

I. INTRODUCTION

A = Aoexp(b, S, /kii ),
E~ =AH, ,

(2)

(3)

where Ao can loosely be interpreted as an attempt fre-
quency and ES, and AH, are, respectively, the entropy
and enthalpy of activation. These activation quantities
represent the difference of the reactant at its saddle-point
configuration with respect to its initial configuration.

The prefactor A has often been observed experimental-
ly to be abnormally large, or alternatively, abnormally
small, in a variety of solid-state processes such as self-
diffusion and deep-level —defect transformations.
The unusual magnitude of the prefactor is attributed to
the correspondingly abnormal magnitude of the entropy
of activation. The physical reason for the unusual magni-
tudes of these empirically determined activation entro-
pies (i.e., b,S, /kii ) 5 or hS, /k~ & —5) is generally con-
troversial or unexplained in the prior literature and the
subject of this work.

Three contributions to the entropy of activation have
been discussed in the literature: (1) A vibrational contri-
bution due to a modification of the vibrational frequen-
cies of the lattice when the reactant achieves its saddle-
point configuration, ' ' (2) a configurational entropy due
to the different multiplicity of bonding configurations
(e.g., Jahn-Teller distortion) at the saddle point compared
to the initial state, ' and (3) the entropy of ionization due

The kinetics of solid-state processes such as diffusion
and defect-transformation reactions are often found to
exhibit the Arrhenius form, '

k = A exp( E, /kit T—),
where k is the rate constant, 3 is the prefactor, E, is the
activation energy, and kz is Boltzmann's constant.
Adopting the thermodynamic formulation of rates, ' it is
possible to make the following identifications:

to the softening of the lattice when an electron or hole is
emitted from a defect state compared to when it is local-
ized at that state. ' '

Note that ionization must occur concomitant with the
process of interest for mechanism 3 to appear in the cor-
responding activation barrier. In the prior literature, the
first two mechanisms are generally regarded as producing
a bS, /kit & 5 and the third mechanism is usually either
neglected or argued not to contribute on the ground that
ionization is not correlated with the process. It has often
been said a value of bS, /kit ) 5 for a simple point-defect
migration process is "unphysical;" see, for example, Refs.
4 and 5.

The purpose of the work discussed herein is to propose
a physical mechanism associated with atomic migration
which is capable to explaining the very large magnitudes
of the activation entropies hS, /kit ))5. The proposal is
motivated by our own observation of hS, /k~ —15 for
certain defect-transformation processes in InP.

Our explanation is based upon the ballistic-model
(BM)' ' hypothesis that atomic migration into a va-
cancy on a nearest-neighbor site may be calculated by as-
suming that the migration energy is kinetic in origin.
Within the context of this model, the migrating atom
must attain a sufIicient kinetic energy to successfully
transverse the saddle-point configuration. In the spirit of
the BM, we propose that the activation entropy of a pro-
cess involving atomic migration (e.g. , diff'usion, metasta-
ble defect transformations) will be determined (at least to
a large extent) by the diff'erence of the translational entro-
py of the hopping atom in its saddle-point configuration
and the vibrational entropy of the hopping atom in its
equilibrium position prior to the hop. These two contri-
butions to the activation entropy are calculated using
standard statistical thermodynamic expressions.

Using this formulation for the entropy of activation of
atomic migration, we provide quantitative justifications
for experimentally obtained prefactors for the activation
entropy for phosphorus-vacancy nearest-neighbor hop-
ping contributions to drain-current drift in InP metal-
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insulator-semiconductor (MIS) capacitors and field-effect
transistors, ' ' for the prefactors found in defect-
transformation experiments involving the M center ' in
InP, and for the self-diffusion of Si and Ge.

II. ENTROPY OF MIGRATION FOR NEAREST-
NEIGHBOR HOPPING

The physical picture adopted in the BM is as follows.
At temperatures above the Debye temperature OD, the
thermal vibrations of the atoms surrounding a vacancy
fluctuate with a characteristic frequency given approxi-
mately by the Debye frequency vD =k+8D/h, where h is
Planck's constant. Periodically these thermal Auctua-
tions conspire to provide a path for an atom to hop into
the vacancy at a cost of very little potential energy. The
venue for this path is limited by the thermal motion of
the surrounding atom to a period of order the zone-
boundary phonon period of the host lattice, which is pro-
portional to the Debye period vD'. For an atom to suc-
cessfully migrate it must make the hop in a time less than
the lifetime of the favorable venue. This requires a
minimum velocity of the hopping atom to be

U =Vg)d (4)

—ln 1 —exp

where the factor 3 is due to the three degrees of freedom
of the oscillating atom.

According to the BM, during the limited venue that
the atomic migration actually occurs, i.e., when an atom
moves through the saddle-point configuration, the hop-
ping atom is essentially a free particle moving ballistical-
ly. Thus, for this brief period of time the vibrational
modes are replaced by a translational mode. We can cal-
culate the translational entropy using the particle-in-a-
box approximation, '

where d is the distance between lattice sites. This veloci-
ty corresponds to a kinetic energy

2
Ekin =

2 mU

where m is the mass of the hopping atom. Thus, since
the potential energy that the atom must overcome is as-
sumed to be quite small during this favorable venue, the
enthalpy of migration is given by

b,H =
—,'mv =

—,'m(Fdv~)

where F is a geometric constant equal to 0.9 in the case of
a diamond or zinc-blende lattice. '

In order to calculate the entropy of migration, we ex-
tend the BM treatment. At temperatures above the
Debye temperature an atom on a normal lattice site can
be modeled as a simple harmonic oscillator vibrating at
the Debye frequency. The entropy associated with this
vibrating atom can be calculated from statistical thermo-
dynamics and is given by '

S, h /vk~T
3

k~ exp(h vD /k~ T) 1—

S, =ln
k~

(2m emkz T) ~

V (8)

hS =S,—S, . (9)

Therefore, our formulation for the entropy of atomic mi-
gration is given by Eqs. (7)—(9). We will now employ
these equations to explain the abnormal activation entro-
pies found experimentally in defect-transformation reac-
tions and self-diffusion.

We note that our formalism is implicitly based on a
constant volume ensemble, whereas the experimental
data we wish to consider are obtained under constant
pressure. Thus, it is necessary to distinguish between
constant volume and constant pressure entropies. We
do not correct for this difference since these corrections
are rather small, less than k~, for the semiconductors of
interest in this work.

We also note that our formulation for the migrational
entropy differs from that normally employed, ' '

AS co;=gin (10)
CO;

where co; and m,
'. are the normal-mode frequencies on the

initial and saddle-point configurations, respectively.
Equation (10) is valid only in the context of the harmonic
or quasiharmonic approximation and is deduced assum-
ing that the migrational barrier is best calculated assum-
ing it is potential energy in origin. Thus, the essential
difference between our approach and the conventional
approach is whether the migrational barrier is more
readily calculated as a potential or kinetic energy barrier.
It is difficult to believe that modifications of the vibra-
tional frequencies of atoms surrounding a vacancy during
atomic hopping could be of a sufficient magnitude to ac-
count for migrational entropies as large as 15k&.

III. ENTROPY OF MIGRATION EXAMPLES

A. Phosphorus-vacancy nearest-neighbor hopping

Phosphorus-vacancy nearest-neighbor hopping
(PVNNH) has been linked' ' to drain current drift
(DCD) in InP metal-insulator-semiconductor field-effect
transistors (MISFET's). Consider an InP MISFET or

where e =2.718 and Vis the volume of the box which we
take to be the volume occupied by two nearest-neighbor
atoms. In the present work we estimate the volume of
the box as the atomic volume of two atoms as defined by
the Van Vechten —Phillips tetrahedral radii. There are
other equally reasonable ways of approximating the box
volume, such as a narrow channel geometry in which the
hopping atom is restricted in directions perpendicular to
the migration path. We note that either method of calcu-
lation yields approximately the same estimate of the box
volume. Furthermore, it is clear from Eq. (8) that the en-
tropy depends weakly (i.e., logarithmically) on the box
volume.

The entropy of migration of an atom hopping into a
vacancy is thus given by,
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Application of the law of mass action to this defect reac-
tion results in

[ V,„Inp ']
a[e ]

[Vp ][Ini.]
(12)

The application of a positive gate bias to an InP MIS
capacitor or MISFET induces an accumulation of elec-
trons in the channel and hence an increase in [e ] which
shifts the equilibrium to the right-hand side of the defect
reaction. Four of the accumulated channel electrons are
captured for every P vacancy annihilated. DCD in
MISFET's or hatband voltage shift in MIS capacitors is
attributed to the loss of these electrons from the channel.

From the BM an activation enthalpy of b H ( Vp )
=1.2 eV was predicted' which was found to be in good
agreement with experimental values' deduced from
variable-temperature bias-stress measurements of InP
MIS capacitors. Additionally, a computer simulation of
the effect of the PVNNH mechanism on Hatband voltage
shift versus bias stress measurements was performed. '

In the kinetic analysis it was found that the rate-limiting
step in the total reaction given by Eq, (11) was

Vp+e =( V,„Inp) (13)

and an entropy of activation ES, was used as an adjust-
able parameter (the only adjustable parameter) in the
computer simulation to fit the experimental data. A
value ES,'"p'/k~ =15.3 was deduced from the computer
simulation' compared to that originally estimated' by
Van Vechten and Wager from

b,S, /k~ =ln(8DO/a vD), (14)

where Do is the prefactor of the diffusion constant for in
self diffusion in InP. Using an experimental value of
Do = 1 X 10 cm/s as reported by Goldstein gives
ES, /k~ = 17.5.

To calculate the entropy of activation we recognize
that the rate-limiting reaction given by Eq. (13) involves
both In hopping and ionization so that the activation en-
tropy is given by

MIS capacitor which has P vacancies in the channel re-
gion under its gate. Nearest-neighbor hopping of an In
atom into the P vacancy can be described by the follow-
ing defect reaction:

In(„+ Vp +4e = Vi„Inp

ters used in this calculation are summarized in Table I).
In the calculation 325 K was used because it is the aver-
age temperature at which the activation energy was ex-
tracted in the computer simulation. We regard the close
agreement between experiment (15.3) and theory (15.0) as
strong support for the importance of the translational
and ionization entropies in determining the total activa-
tion entropy.

3 ~B stage 1:

k =10' exp[ —(0.40 eV)/k~T], T=110 K

A ~B stage 2:

k =10"exp[—(0.42 eV)/k~ T], T =160 K

B~ A: k = 10 exp[ —(0.24 eV ) /k~ T], T = 140 K .

(17)

(19)

We have proposed' an atomic model for the M center.
In terms of this atomic model, the reversible transforma-
tion A =Bmay be written as follows:

(V P+) +3e = Pi„+ Vp +Pi+„,
P hop

(20)

where the parentheses around the first term denotes a
Coulombic attractive interaction between the initial point
defects and P hop identifies P atomic migration to a
nearest-neighbor vacancy as the transformation mecha-
nism. We have discussed' the atomic model in some de-
tail; it is our present objective to offer a quantitative ex-
planation for the three widely divergent prefactors found
in the kinetic equations.

First note that the reversible transformation between
configurations as specified by Eq. (20) involves the cap-
ture or emission of three electrons as well as a P hop. We
propose that the wide range of empirically deduced pre-
factors results from differences in the rate-limiting step in
the defect complex transformation. We now individually
treat each of the kinetic equations.

B. The metastable M center

The metastable M center ' is an electron-
irradiation-induced defect complex in InP which exhibits
two distinct configurations denoted A and B. There is a
reversible transformation between the configurations
which exhibits the following kinetics ' as deduced from
Arrhenius plots:

AS, =ES +ES; (15) 1. A ~Bstage 1
where b,S; is the entropy of ionization. We calculate hS;

g16, 18,23

b,S;(T)= b,Sci,( T) =
(T+P)'

(16)

where ESci is the entropy of the band gap (i.e., the en-
tropy of formation of free-electron-hole pairs) and for InP
(Ref. 24) a=6.63X10 eV/K and P=162 K. b,S is
calculated using Eqs. (7)—(9) which results in an activa-
tion entropy hS,'""'/k~ =8.2+6.8=15.0 (the parame-

The process occurs at a temperature of 110 K with a
prefactor Ao""'(110 K)=10' . We assume that the rate-
limiting step is a process involving a P hop and emission
of a single electron,

( V;„Pi+)0 Pi++ Vop+Po, „+.— .
P hop

(21)

Ao=vDexp[(bS +AS;)/k~] . (22)

For this rate-limiting defect reaction the prefactor can be
written as
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The parameters used to calculate Ao are summarized in
Table I. The calculated prefactor A(110 K)=1.2X10'
is an excellent agreement with that found experimentally.
Note the very large value of the activation entropy,
b,S, /kz = 12.2 and that the translational entropy
S, /k~ =8.0 is a dominant contribution.

2. A ~8 stage 2

This process occurs at 160 K with a prefactor
A 0"~'(160 K) = 10" s '. We assume that the rate-
limiting step is due to the emission of a single electron,

states. Assuming o =10 ' cm, which is a typical cap-
ture cross section, we obtain Ao""'(160, K)=9.6X10"
s (see Table I) again in good agreement with experi-
ment.

3. B~A
At a temperature of 140 K the prefactor of the 8~ A

transformation is found to be A 0" '(140 K)=10 s '. In
accordance with Levinson et al. we assume that the re-
verse reaction occurs in one stage with the capture of
three electrons as well as a P hop,

( V,„P,+„) ( V,„P,+„)++e (23) pr + Vp +pr +3e - (&g„pt+„)
P hop

The prefactor of the rate-limiting step corresponds to
electron emission and can be written,

The prefactor of this process can be written as,

2 0
=v,ho N, exp(ES; /k~ ), (24)

Ao=vnexp[(bS —3bS; )/k~], (26)

where v,h is thermal velocity, o. is the capture cross sec-
tion, and X, is the conduction-band effective density of

where the negative sign before the ionization entropy
arises because of electron capture and a concomitant har-
dening of the lattice. As summarized in Table I, this re-

TABLE I. InP parameters used in the phosphorus vacancy nearest-neighbor hopping and metastable
M center calculations.

Lattice constant a (A) 5.868 75
Debye temperature OD (K) 292
Debye frequency vD (s ') 6.1x 10"
Mass I (kg) In ——1.91x 10-", P =5.14x10-"
Tetrahedral radius r (A) In = 1.405, P = 1.128
Volume V (~ ') 1.76 x 10

Phosphorus vacancy nearest-neighbor hopping
Temperature T (K) 325
Vibrational entropy S, /k& 3.4
Translational entropy S, /kz 11.6
Migrational entropy AS /kz 8.2
Ionization entropy 4S;/k~ 6.8
Activation entropy 4S, /k& 15.0

Metastable M center
A~B stage 1

Temperature T (K)
Vibrational entropy S„/k&
Translational entropy S, /kz
Migrational entropy AS /k~
Ionization entropy ES;/k&
Activation energy AS, /kz
Prefactor Ao (s ')

3~B stage 2
Temperature T (K)
Thermal velocity v, h (cm/s)
Capture cross section o. (cm')
Density of states X, (cm )

Ionization entropy hS;/kz
Prefactor Ao (s ')

110
0.8
8.0
7.2
5.0

12.2
1 2x1018

160
3.1X 10

—15

1.04X 10'
5.7

9.6x10"

Temperature T (K)
Vibrational entropy S, /k&
Translational entropy S, /k&
Migrational entropy ~S /k~
Ionization entropy AS;/kz
Activation entropy AS /kz
Prefactor Ao (s ')

140
1.3
8.4
7.1

—5.5
—9.4

5.0X 10
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suits in a prefactor A 0"'"(140 K) =4.0 X 10 s ' in
reasonable agreement with that found experimentally.
Note that in this case, the large entropy of three captured
electrons dominates, yielding a negative activation entro-

py

hS is temperature dependent so that the average tem-
perature over the experimental range is used to calculate
AS . The parameters used to calculate ES for Si and
Ge are summarized in Table II. The entropies of forma-
tion were taken ' to be b,S&(Si)/k+=3. 0, KSI(Ge)/
k~ =2.6. Using Eq. (30), we find

C. Self-dift'usion in Si and Ge D'""'(Ge)= 11 cm~/s, (31)

D 0~'(Ge)=7. 8 cm /s . (27)

The prefactor for Si self-diffusion when the self-diffusion
data has been At to a simple Arrhenius plot, has been re-
ported over a very wide range (1—9000 cm s). Demond
et al. have shown, however, that the rate of self-diffusion
in Si does not obey a simple Arrhenius law. They have
interpreted this as due to the superposition of two ac-
tivated processes. For the temperature range
830—1200'C the dominant process has a prefactor that
falls within the range,

Let us now test our proposal for the entropy of atomic
hopping by applying it to the experimentally deduced
prefactors for self-diffusion in Ge and Si. The prefactor
for self-difFusion Do for Ge over a temperature range of
766—928 'C was found to be

Dto""'(Si, low T)=24 cm /s (32)

which are in reasonable agreement with that found exper-
imentally, particularly when it is realized that precise
values for ASI are not well established and there is a
large spread in the experimental data in the case of Si
self-diffusion. Note that the total activation entropy of
the prefactor (i.e., b,S, =AS +AS&) is quite large for
both Ge and Si, b,S,'""'(Ge)/kz =8.9 and b,S,'""'(Si)
=9.2.

An alternative mode of vacancy migration that yields
the same theoretical prefactor for low-temperature Si
self-diffusion is that singly ionized vacancies, rather than
neutral vacancies, are the mediators of self-diffusion and
that they are deionized through capture of free carriers
concomitant with the hopping event, i.e.,

Do"~'(Si, low T)=0.2 —20 cm /s . (28) Vs+; +e = Vs;
hop

(33)

For temperatures greater than 1200'C the dominant pro-
cess has a prefactor of order or

Do ~'(Si, high T)=2000 cm /s . (29) Vs +~+ X-Vs.
hop

(34)

We assume that self-diffusion in Ge and low-
temperature self-diffusion in Si proceeds via neutral
monovacancy diffusion. The prefactor for self-diffusion is
given by4'5'25

Do= —,'a fvDexp[(b. S +b,S/)/ks], (30)

where a is the lattice constant, f is the correlation factor
(equal to —, for self-diffusion by vacancy migration in dia-
mond lattices ), and b,S& is the entropy of formation of a
vacancy. b,S is calculated using Eqs. (7)—(9). Note that

The activation entropy for both of these self-diffusion
mechanisms is the same as in Eq. (30), namely
( ES +b,S& ) /k~, since the ionization entropy contribu-
tion from the singly ionized vacancy is canceled by the
ionization entropy associated with the free-carrier cap-
ture. Note that Eqs. (33) and (34) for Si are similar to
Eqs. (13), (21), and (25) for Inp in that our prefactor
analysis suggests that carrier capture or emission often
occurs concomitant with atomic hopping.

The prefactor for high-temperature self-diffusion in Si

TABLE II. Parameters used to calculate the entropy of migration for Si and Ge self-diffusion. The
values in parentheses refer to high-temperature self-diffusion in Si.

Parameter
0

Lattice constant a (A)
Debye temperature 19D (K)
Debye frequency vD (s ')
Mass m (kg)
Tetrahedral radius r (A)
Volume V {m )

Temperature T (K.)
Vibrational entropy S, /k&
Translational entropy S, /k&
Migrational entropy AS /kz
Formation entropy AS&/k&
Ionization entropy AS;/k&
Activation entropy hS, /kz
Prefactor Do (cm /s)

Silicon

5.430 72
648

1.35 x10"
4.66 X 10

1.173
1.35 X 10
1288 (1573)

s.1 (s.7)
11.3 {11.6)
6.2 (5.9)

3.0
(5.0)

9.2 (13.9)
24 (2708)

Germanium

5.657 54
374

7 79 X 101~

1.21x10-"
1.225

1.54 X 10
1120
6.3
12.6
6.3
2.6

8.9
11
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can be justified in accordance with our activation entropy
formulation if the total activation entropy used in Eq.
(30) is given by

ES, =hS +ESf+hS; . (35)

Using an average temperature of 1573 K and Eq. (16) to
evaluate bS; with' a=4.73X10 eV/K and P=636 K
yields b.S; /kz =5.0. This leads to (see Table II)
hS, /k&=13. 9 and a prefactor for high-temperature Si
self-diffusion

Do""'(Si,high T)=2708 cm /s (36)

which is in reasonable agreement with that deduced by
Demond et al. There are various mechanisms for self-
diffusion which would result in this prefactor: neutral va-
cancies which ionize concomitant with the hop to become
singly ionized, singly ionized vacancies which hop
without changing their ionization state, or doubly ionized
vacancies which undergo free-carrier capture during the
hop to become singly ionized. The situation becomes fur-
ther complicated if the negative U character of Vs; is
brought in to consideration.

IV. CONCLUSIONS

We propose the entropy of atomic migration may be
calculated from a difference of the translational and vi-
brational entropy as calculated using Eqs. (7)—(9). It is
found that in a kinetic process involving atomic hopping
is often dominated by the effects of the migrational and
ionization entropies. We have been able to quantitatively
account for the prefactors, or equivalently, the activation
entropies, of PVNNH in InP MIS devices, transforma-
tions in the metastable M center in InP, and self-diffusion
in Si and Ge. Prefactors with magnitudes as large as
those exhibited in the processes discussed were previously
considered to be anomalous. We believe that analysis o'f
the magnitudes of prefactors, along the lines of that dis-
cussed herein, may be a powerful approach for the micro-
scopic identification of defects and defect-related process-
es.
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