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Structures of [001]twist boundaries in gold. II. Results obtained
by x-ray diffraction and computer simulation
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Absolute grain-boundary structure factors, ~Fb ~, were measured for a series of [001] twist boun-
daries in gold by the x-ray-diffraction method described in the preceding paper. The series included
the X113(t9=7.6'), X25(8=16.3 ), X13(0=22.6), X17(0=28.1'), and X5(0=36.9') boundaries (0
being the twist angle). The atomistic structures and ~Fb ~'s of these boundaries were also calculated
by computer simulation using the embedded-atom model. The calculated atomic relaxations in the
boundary cores consisted mainly of rotations around the 0 lattice elements, in agreement with pre-
vious work, and became monotonically weaker as 8 increased. A considerable degree of consistency
between measured and calculated ~Fb ~'s was obtained for all five boundaries. The calculated results
faithfully tracked large measured decreases in ~Fb~ as 8 increased. Considerable consistency was
found between measured and calculated sets of ~Fb~ s for individual boundaries, particularly for
X113 and X25, where the scattering was relatively strong. For the weakly scattering X5 boundary,
the observed ~Fb ~'s led to a most probable structure with small displacements which closely resem-
bled the calculated structure. For the intermediate X13 and X17 boundaries, the limited number of
measured ~Fb ~'s was reasonably consistent with calculated values. It was therefore concluded that
the atomistic boundary structures calculated by the embedded-atom model were essentially correct.
The present boundary structures were in quite good agreement with those of Fitzsimmons and Sass
for X13, but in strong disagreement for X5, where their model possessed displacements that were
much too large.

I. INTRODUCTION

In the preceding paper, ' we described a method for ex-
perimentally determining absolute grain-boundary struc-
ture factors by means of x-ray diffractometry. The basis
of the technique was outlined and the experimental pro-
cedures for carrying out the necessary measurements
were described. In the present work, we apply the
method to determine experimentally absolute structure
factors for the series of [001] twist boundaries in gold,
which includes the X113(8=7.6'), X25(8=16.3 ),
X13(8=22.6'), X17(8=28.1), and X5(8=36.9') boun-
daries (8 is the twist angle). The atomistic structures (and
structure factors) of these boundaries are also calculated
by computer simulation using the embedded-atom mod-
el, and the measured and calculated results are then
compared in order to check for consistency. In addition,
the results for the 213 and X5 boundaries are compared
with previous measurements of relative structure factors
and models for these boundaries obtained by Fitzsim-
mons and Sass.

II. PREVIOUS STUDIES OF [001]
TWIST BOUNDARY STRUCTURES

The structures of [001] twist boundaries in gold have
been studied previously to various degrees by means of
both transmission-electron microscopy ' (TEM) and x-
ray diffraction. ' ' Direct TEM imaging ' has shown
that "low-angle" twist boundaries (8~20') consist of
square grids of discrete localized lattice dislocations with

Burgers vectors b= —,'(110). The dislocation grid spac-
ing, d, conforms to Franck's equation, ' or, equivalently,
to the geometry of Bollmann's 0 lattice, "and is given by

2 sin(8/2)

As described, for example, by Brokman and Balluffi, ' the
atomic displacements in such boundaries consist, to a
large extent, of local rotations around the 0 lattice ele-
ments in the signer-Seitz cells centered on the 0 lattice
elements, as illustrated schematically for the X25(8
=16.3') boundary in Fig. 1. These relaxations occur in
opposite directions in the two crystals facing the bound-
ary, and tend to produce patches of perfect crystal cen-
tered on each 0 lattice element separated by localized
screw dislocations (dashed lines in Fig. 1).

X-ray-diffraction observations ' ' show that this
general pattern of relaxation extends to higher angles up
to, and including, the X5(8=36.9 ) misorientation. In
the latter boundary, the structure can no longer be well
described in terms of discrete lattice dislocations. Never-
theless, the rotational pattern of relaxation persists.
Brokman and Balluffi' have explained the main features
of the observed distribution of scattered intensity from
the series of boundaries on the basis of an approximate
model in which the boundary displacement 6eld is
represented by low-order Fourier components that
represent the rotational relaxation in a simple manner.
In this model, the intensity from these Fourier com-
ponents falls on the boundary diffraction lattice' (BDL)
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FIG. 1. Schematic diagram of "low-angle" 225(0=16.2')
boundary showing rotational relaxations {indicated by arrows)
that produce a square array of localized lattice screw disloca-
tions. 0 lattice element {encircled) at center of each cell.
Dashed lines indicate square array of dislocations. + and 0 in-
dicate first planes of crystals 1 and 2 facing the boundary.

in satellite clusters which are centered on the various
rejections from the perfect crystals 1 and 2, as is indeed
observed. Computer simulations of the boundary struc-
tures using empirical pair potentials ' also indicate that
the rotational relaxation persists over the full range of
misorientation between 0' and 36.9'. However, the mag-
nitudes of the relaxations tend to decrease substantially
as 0 increases towards the X5 misorientation and the
screw dislocation spacings decrease.

In contrast to this, Fitzsimmons and Sass ' have re-
cently measured relative x-ray boundary structure factors
for both the X13 and X5 boundaries, and have deduced
models in which the rotational relaxation in the X5
boundary is larger than for the lower-angle 213 bound-
ary, and is, in fact, also very much larger than that pre-
dicted by any of the computer-simulation calculations.
This result has been surprising to workers in the field and
has cast doubt on the usefulness of the pair-potential cal-
culations. In an effort to explain this result without
incurring unrealistically large atomic displacements, Oh
and Vitek' proposed a structural model in which the X5
boundary was assumed to possess "structural multiplici-
ty, " i.e., variants of the basic structural units which
would make up the simple short-period X5 boundary.
However, this model possesses a number of ad hoc
features and has remained unconvincing.

crystal gold films together at the desired misorientation
according to the basic procedure first described in Ref. 15
and used subsequently to prepare all specimens used for
boundary x-ray-diffraction studies. ' ' (001) single-
crystal films, 75 nm thick, were first prepared by epitaxial
vapor deposition of gold on cleaved (001) NaCl single-
crystal substrates held at 300 C in a vacuum bell jar eva-
cuated to 10 Torr. The films, while still on their sub-
strates, were then welded together face-to-face at the
desired twist angles in air at 250'C at a pressure of —10
psi using a specially designed press. The welded bicrystal
was then held for 150 min at the welding temperature for
purposes of annealing and then cooled back to room tem-
perature. No intermediate silver "buffer" layer was used,
as in Ref. 15, in order to avoid possible contamination
with silver.

Next, the NaC1 substrate was dissolved away from the
thin-film bicrystal specimen, which was left Aoating in a
shallow dish of water. The Aoating film was then picked
up on a 7.6-pm-thick Kapton polymer film, which, in
turn, was already stretched on a circular aluminum ring,
which served as the specimen holder [see Fig. 7 of paper I
(Ref. 1)] for mounting on the goniometer. With some
practice, the picked-up bicrystal could be laid out on the
stretched Kapton film and drained and dried in a very Hat
condition so that no wrinkling or bending could be
detected by rejected light. In addition, the bicrystal
remained securely attached to the film under all cir-
cumstances after this procedure.

After the diffraction measurements were concluded,
the specimen was removed from the stretched film, and
representative areas from all regions of the boundary
were examined by transmission electron microscopy. A
typical view of a 2113 boundary is shown in Fig. 2. Un-
desirable "extraneous" defects, inevitably present in all of
the specimens prepared, are seen to be present. These in-
clude (1) bubbles (due to incomplete welding), (2) sets of
edge dislocations with their Burger vectors normal to the

III. MEASUREMENTS OF STRUCTURE FACTORS
FOR [001]TWIST BOUNDARIES

A. Specimens

The required thin-film bicrystal specimens [see Fig. 1

of paper I (Ref. 1)] were prepared by welding single-

FIG. 2. Electron micrograph of typical grain-boundary area
in 2113 specimen. Visible are bubbles {at A), dislocations with
Burgers vectors normal to the boundary {at B), and impinging
stacking faults or thin twins {at CI.
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boundary plane (due to the presence of small local tilt
components), (3) variations in the spacings of the intrinsic
screw dislocation network (due to small variations in the
local twist angle caused by the presence of subgrains in
crystals 1 and 2), and (4) thin twins or stacking faults
which impinged on the boundary. We note that the fine
intrinsic screw dislocation network is not visible in Fig. 2.
Also, the thin twins or stacking faults lie in crystals 1 and
2 at an angle of 55' with respect to the boundary plane.
Hence, each produces only a thin line defect along its
trace in the boundary.

Considerable efforts were made in the specimen-
preparation procedure to reduce the presence of these de-
fects. Substrate NaCl crystals producing the sharpest x-
ray-diffraction peaks were selected, and, after the cleav-
ing was performed, care was taken to select the substrates
having the fiattest (001) surfaces with the minimum pres-
ence of cleavage steps. Also, the specimens were an-
nealed after the welding operation to the maximum ex-
tent possible without causing the layered bicrystal
configuration to convert to the more stable columnar
grain structure illustrated, for example, in Fig. 1 of Tan
et a/. ' We note the bicrystal thickness finally chosen
represented a compromise between a specimen that was
thick enough to withstand appreciable annealing, yet thin
enough to produce an acceptably low background-
scattering intensity near the grain-boundary diffraction
peaks of interest. Finally, a considerable number
(-15—20 for each X value) of specimens covering the
desired range of X values was prepared using these pro-
cedures, and the specimens producing the sharpest and
most intense grain-boundary diffraction peaks were
selected for the final diffraction measurements. These
final boundaries possessed twist angles that deviated from
the ideal exact X misorientations by a few tenths of a de-
gree in some cases. The actual deviations (see data in
Tables I and II) were as follows: —0.2' (for X113)0.0' (for
X25), 0.0' (for X13), 0.0' (for X17), and 0.4' (for X5). As
demonstrated in Ref. 17, and as verified by our experi-
mental results, these deviations could not have affected
our analysis significantly, and we shall therefore refer to
our boundaries as "X113,225, 213, 217, and X5 boun-
daries" throughout.

Upon completion of the diffraction measurements, the
fraction of the boundary area in each specimen intercept-
ed by bubbles (e.g., Fig. 2) was carefully measured by
transmission electron microscopy by lineal analysis. The
values were found to lie in the range 0.6—0.8 and were
used as correction factors in the calculation of the final
structure factors in order to account for the missing
grain-boundary areas. As a final check on the entire pro-
cedure, it was verified that reproducible results (within
the final estimated ranges of error described below) were
obtained for specimens of the same X value.

It is believed that any systematic errors in our integrat-
ed intensity measurements caused by the defects de-
scribed above also fell within the final estimated ranges of
error described below. The effects of the bubbles were ac-
curately accounted for as just described. The cores of the
edge dislocation and the traces of the thin twins (or stack-
ing faults) constituted narrow line defects that affected

only a very small fraction of the boundary area. They
therefore should have scattered relatively little intensity
out of the boundary diffraction peaks into regions of re-
ciprocal space where it was not counted. Also, the crys-
tal mosaic and long-range dislocation strai~ fields un-
doubtedly caused some broadening of the grain-boundary
diffraction peaks. However, most of this intensity must
have been included in the integrated intensity measure-
ments as described below.

8. Diffraction measurements and results

H = rh /2 —sk l2,
E =sh /2+ rk l2,
L =I,

(2)

where (hkl) are the lattice refiection indices (referred to
the reciprocal lattice of crystal 1), and r and s are integers
given by (r, s)=(15,1) for X113, (7, 1) for X25, (5,1) for
X13, (5,3) for X17, and (3,1) for X5. The corresponding
indices for crystal 2 may be easily derived on the basis of
symmetry. Absolute static boundary structure factors,
~Fb ~, were then determined from the integrated intensity
data using Eqs. (16)-(18) of paper I.' The required
correction factor, I, was evaluated as will be explained in
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FIG. 3. Typical scan of relatively strong grain-boundary
diffraction peak. (16,0,0) peak for X.113 boundary. Error bars
fall within the solid circles.

Integrated intensity measurements for various grain-
boundary re6ections on the BDL and also for nearby
crystals-1 and -2 reAections were measured in different re-
gions of reciprocal space for the different boundaries us-
ing the scanning methods described in paper I. A typi-
cal relatively strong grain-boundary peak produced by
one of these scans is shown in Fig. 3. A diagram showing
the reQections which were measured in the I.=0 plane of
the BDL of the X113 boundary is shown in Fig. 4. We
note that the BDL indices of the crystal-1 lattice
rejections for all boundaries in the series are given by
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TABLE I. Measured and calculated absolute static structure factors squared, IFb I, for X113, X25,
213, and X17 boundaries.

Boundary

2113
(e=7.4')

X25
(0= 16.3')

X13
(0=22.6')

H, K,L

12,0,0
14,2,0
12,2,0
13,1,0
14,0,0

14,—2,0
16,0,0
17,1,0
18,0,0
17,3,0
18,2,0

19,11,0
17,13,0
16,12,0
17,15,0
15,13,0
18,14,0
18,12,0
17,11,0
16,16,0
15,15,0
14,14,0
28,0,0
26,4,0
27,3,0
28,2,0
29,1,0
30,0,0
28,4,0
29,3,0
31,1,0
31,3,0
32,2,0

8,9,1

25, 10,1

9,24, 1

6,25, 1

7,24, 1

4,21,1

5,22, 1

10,21,1

5,24, 1

7221
8,21,1

9,20, 1

6,21,1

16,0,4

6,2,0
6,0,0
8,0,0
8,2,0

14,0,0
13,1,0
9,5,0
7,7,0

5,3,0
5,5,0
4,0,0

Nearest lattice
reAection (hkQ

200
200
200
200
200
200
200
200
200
200
200
220
220
220
220
220
220
220
220'

220
220
220
400
400
400
400
400
400
400
400
400
400
400
111
311
311
311
311
311
311
311
311
311
311
311
311
204

200
200
200
200
400
400
220
220

220
220
200

I Fb I meas

300+240
30000+7600

150+100
2000+1000

90000+ 18 000
26 000+6600

100000+21 000
2400+800
370+150
610+250
200+100

3300+1500
39000+ 10000

0+100
200+150

0+150
360+180

5700+2000
310+120
590+270

460 000+ 100000
700+350

2300+900
0+150

4000+ 1500
16000+4700
76 000+34 000
91 000+18000

9500+6600
31 000+15000
78 000+23 000
16000+8000

7900+2800
0+100

950+470
4500+1800
2400+840

16000+4000
1700+700

17000+5000
42 000+15000
50 000+ 18000

120000+42 000
12 000+4000

3700+ 1300
3700+1300

63 000+ 19000

200+70
870+440
770+190
100+40
710+210
290+90
530+190

3500+1200

1.8+1.8
170+60
26+9

75
22 000

99
~ 1700

100000
22 000

100000
2400

130
1000
380

1500
59 000

36
500
260

27
7000

38
380

420000
310

3200
590

2600
12 000
59 000
90 000

3600
43 000
51 000
22 000

7100
65

1100
6100
2900

20 000
950

17000
56 000
41 000

150000
18 000

3300
4700

69 000

190
530
830

87
400
410
470

2800

1

230
36
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TABLE I. (Continued).

Boundary H, E,I
6,0,0
8,0,0
9,3,0
3,3,0
5,5,0

Nearest lattice
reQection (hkl)

200
220
220
200
200

I Fb I mess

85+21
170+70
13+8
71+25
79+20

I Fb I canc

89

190
0

23
87

'Calculated using embedded-atom model.

detail in Sec. IVB. All other required quantities in Eq.
(16) of paper I were either known or obtained from ap-
propriate measurements. A listing of all measured struc-
ture factors squared corresponding to integer values of K,
X, and I. is given in Tables I and II. In addition, these
quantities in the L =0 plane are displayed in Figs. 5—8
for the X113 boundary in the vicinity of the (400) lattice
reQection and for the X25, X13, X17, and X5 boundaries.
As may be seen, measurements were made in the L, =0, 1,
and 4 layers of the BDL in regions close to (200), (220),
(400), (111), (311), (204), and (402) lattice reflections. The
error limits given are estimates based mainly on the un-
certainties which were involved in separating the grain-
boundary diffraction peaks from the background. This
was due to the fact that a relatively high background was
present in the low-resolution diffractometry technique
employed [see paper I (Ref. 1)]. The errors were deter-
mined by extrapolating the background intensity into the
peak regions in various reasonable ways in order to esti-
mate the background, and by 6nding the variations in in-
tegrated intensity resulting from the different choices.
The other sources of error, such as errors in counting,
were generally relatively small. Finally, IFb I was also

measured as a function of L, along several relrods' corre-
sponding to relatively strong boundary rejections, as
shown in Figs. 9 and 10.

The results show that the magnitudes of the mea-
sured values of IFbI ranged over about 6 orders of
magnitude and decreased generally in the order
X113—+X25—+X13~X17~X5, which is also in the or-
der of continuously increasing twist angle. This decrease
with increasing twist angle could be shown more sys-
tematically by considering the scattered power from
boundary rejections, which maintained 6xed positions
relative to lattice rejections over the entire series of
boundaries studied. Two of these boundary reflections
are shown at A and 8 in Fig. 4 for the particular case of
the X113 boundary. The reAection at A for the X113
boundary, and for all the other boundaries as well, was
always located on the K axis between the two (200) lattice
reflections at the relative position shown, while the 8
reflection was always midway between the two (220) lat-
tice rejections. In general, the scattering power from
unit area of the grain boundary should depend on the
boundary structure through the quantity InbFbI; nb is
the number of boundary unit cells per unit area of bound-

TABLE II. Measured and calculated absolute static structure factors squared, IFb I~, for X5 bound-
ary

Boundary

X5
(8=37.3')

H, K,I
4,0,0
2,2,0
4, 1,0
2,0,0
3,2,0
1,1,0
3,0,0
1,0,0
3,3,0
5,2,0
6, 1,0
7,0,0
4,4,0
5,4,0

Nearest lattice
reAection (hkl)

200
200
200
200
200
200
200
200
220
220
400
400
420
420

IFb I mess

4.7+1.6
2.2+1.1

0.7+0.4
1.0+0.6
0.0+0. 1

0.0+0.2
0.0+0. 1

0.0%0. 1

6.3%2.2
0.0+0.3
1.3+0.9
0.0+0.2
1.3+0.6
1.8+0.9

IFb'I.'.i.
3.0
1.7
0.9
0.3
0.2
0.0
0.0
0.0
3.7
0.3
1.7
0.0
0.1

1.9

IF'I'

2.98
2.93
0.57
1.01
0.09
0.02
0.00
0.00
7.34
0.31
1.36
0.00
0.68
1.53

IFbol"

164.2
59.7
4.9

31.8
2.9
0.1

0.0
0.0

136.9
34

15.9
0.0

84.5
25.5

'Calculated using embedded-atom model.
Calculated using minimum-8 search method (see text).

'Calculated from the model of Fitzsimmons and Sass (Ref. 4).
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FIG. 9. Measured and calculated (embedded-atom model)
values of tFb t as a function of L along relrods for X25 and X13
boundaries.

reflections at the A and 8 positions, was therefore plotted
versus 0 for the various boundaries, as shown in Figs. 11
and 12, respectively. The results show that the scattering
power per unit area, as measured by tFb t /X, decreased
in a remarkably regular manner with increasing 0.

The relrod scans in Figs. 9 and 10 possessed maxima at
L =0, and full widths at half maximum (FWHM's) which
increased with increasing reciprocal 0 lattice spacing,
1/d, as shown in Fig. 13. Also, as may be seen, the mag-
nitudes of the FWHM's and the values of 1/d agreed
within about 30%.
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FIG. 11. Measured and calculated (embedded-atom model)
values of the quantity tFbt /X (a measure of the scattering
power per unit area of boundary) plotted as a function of 0 for
the present series of boundaries. Also shown are values predict-
ed by the models of Fitzsimmons and Sass (FS} for the
X13(t9=22.6) (Ref. 3) and X5(0=36.9 ) (Ref. 4} boundaries.
All values are for the "A reQection" shown in Fig. 4 for the spe-
cial case of the X113boundary. Error bars fall within the sym-
bols for 9& 20'.
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values of tFI, ~' as a function of L along relrods for X17 and X5
boundaries.
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FIG. 12. Measured and calculated (embedded-atom model)
values of the quantity tFb~ /X' (a measure of the scattering
power per unit area of boundary) plotted as a function of 0 for
the present series of boundaries. Also shown are values predict-
ed by the models of Fitzsimmons and Sass (FS) for the
X13{0=22.6 ) (Ref. 3) and X5(0=36.9 ) (Ref. 4) boundaries.
All values are for the "8 reAection" shown in Fig. 4 for the spe-
cial case of the X113 boundary. Error bars fall within the sym-
bols for L9) 20'.
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FIG. 13. Full width at half maximum (FWHM) of relrod
peaks shown in Figs. 9 and 10 for X25, X13, X17, and X5
boundaries as a function of reciprocal 0 lattice spacing, 1/d.

IV. CALCULATION OF BOUNDARY STRUCTURE
FACTORS USING THK EMBEDDED-ATOM MODEL

A. Computational method

To calculate grain-boundary structure factors, the
equilibrium atomic structure of the boundary must first
be determined using a model for the interatomic interac-
tions and for the thermodynamic environment. While
ab initio molecular-dynamics calculations' of boundary
structure are now possible, they remain computationally
demanding and therefore are limited to short-period
geometries. Many of the previous grain-boundary calcu-
lations' have relied on the empirical pair-potential mod-
el. The simplicity of this model makes it attractive, but
when applied to metallic systems it can suffer from seri-
ous physical deficiencies that are principally related to
diSculties in deahng with the volume-dependent contri-
butions to the total energy. These contributions simulate
the cohesive energy of the electron gas and describe the
elastic properties of the metal. Constant-volume calcula-
tions have been employed in an effort to circumvent this
problem, but they remain unsatisfactory since the local
grain-boundary volume is likely to be different from that
of the bulk. In addition, the constant-volume constraint
excludes any realistic thermodynamic treatment of the
grain-boundary core region and adjoining lattices. In the
present paper we have chosen the empirical embedded-
atom method to model the grain-boundary structure
since it avoids the physical limitations of a pair-potential
method, and also the practical computational limitations
of a formal quantum-mechanical approach. %'hen cou-
pled with molecular dynamics or statics, it provides an
e%cient method for simulating the microscopic proper-
ties of grain boundaries.

The basis of the embedded-atom model may be summa-
rized as follows. The total energy of an assembly of
atoms is decomposed into a sum of short-range pair-
potential interactions plus a sum of embedding energies. .
An embedding energy is the energy required to place an
atom into the background electron density of the sur-
rounding atoms. For simplicity, this electron density is

computed as the superposition of the atomic electron
densities. The embedding function and pair-potential
function are determined empirically by fitting to various
bulk and point-defect properties of the metal —gold in
our case. Since the embedding energy is a function of the
electron density, volume-dependent contributions to the
computed grain-boundary - energy are determined more
accurately than if pair potentials alone were used. As a
consequence, volume changes at the boundary are also
expected to be correspondingly more accurate. The
method has achieved considerable success in simulating a
wide range of defects in a numer of fcc metals and al-
loys. ' The reason for this success can be attributed,
in part, to the physical similarity of the method to more
fundamental approaches based on density-functional
theory, effective-medium theory, ' and tight-binding
theory. "

The computational cells used in the calculations were
rectangular blocks of atoms with cross sections defined
by the appropriate CSL unit cells. Thus, for example, the
cell for the X113 twist boundary had faces parallel to
(001), (15,1,0), and (1,15,0). [001j twist boundaries were
introduced into the cells, without changing their shape,
by displacing non-CSL sites on one side of the boundary
that is located at the midplane of the cell. Periodic bor-
der conditions were applied, both in the boundary plane
and normal to it, thereby introducing a second twist
boundary into the cell. To miminize the interaction be-
tween the two twist boundaries, which are symmetrically
equivalent and separated by half a cell length, the [001j
block dimension was maximized. In the results that fol-
low, this dimension was taken to be 80 (002) planes for all
the CSL boundaries calculated. Thus, in determining the
twist boundary structure factors, only the 20 (002) planes
on either side of a given boundary were considered. In
the case of the X5 and X13 boundaries, four CSL unit
cells were used in the plane of the boundary to avoid
effects due to the range of the potential, and, therefore,
the total number of atoms contained in the computation-
al cell ranged from 800 to 4520 atoms. The embedding
function for gold was used, and no attempt was made to
modify it to improve the fit to the present x-ray observa-
tions.

All five of the CSL boundaries studied (X5, X13, X17,
X25, and X113) were relaxed statically using a conjugate
gradient algorithm in a constant- (zero-) pressure simula-
tion to reduce all the atomic forces to less than 10
eV/A. Having the atomistic structures, the geometrical
grain-boundary structure factor, defined by

Ã

Fb(H, K,L)= g e p[x2mi(Hx„+Ky„+Lz„)j,
n =1

where x„y„,z„are the fractional coordinates of the nth
atom jn the diffracting unit cell containing X atoms, was
then determined for each of the five statically relaxed
structures.

The statically determined structures of the X5 and X13
boundaries were used as initial configurations for a limit-
ed series of additional molecular-dynamics calculations.
In these calculations, as with those performed statically,
flexible borders were employed so that the computational
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cell size and shape could change. The atomic velocities
were rescaled to maintain a constant temperature of 300
K, and the simulations proceeded under hydrostatic pres-
sure. The duration of the simulation for the 2113 bound-
ary was 11 700 time steps (11.7 ps or 265 Debye periods)
and that for the X5 boundary was 3200 steps (3.2 ps or 72
Debye periods) with averages taken after 2000 steps. In
the case of the X5 boundary, the model cross section in
the boundary plane was increased to 100 CSL unit cells
so that possible effects due to structural multiplicity' or
boundary roughening could be observed. As a conse-
quence, the [001] block dimension for this calculation
was reduced, so that the total number of atoms equaled
10000. The instantaneous structure factor was computed
every tenth time step after the 2000th time step, and an
average over the duration of the simulation was deter-
mined. A molecular-dynamics simulation of a single
crystal was also performed, so that an average dynamic
value of ~F, ~„&,could be obtained under the same simula-
tion conditions as those used for the grain boundaries.

B. Computational results

In order to find minimum-energy boundary structures,
several test were made, involving both different transla-
tional states and the addition of structural unit variants.
Rigid-body translations of crystal 2 with respect to crys-
tal 1 in directions parallel to the boundary are possible
for all the twist boundaries studied, but they have poten-
tially the largest effect at the X5 boundary since it has the
largest DSC lattice" unit cell. Therefore, a systematic
study of translation states was only made for the X5
boundary, where it was found that the "CSL" state (in
the notation of Bristowe and Crocker' ) had the lowest
energy. Higher in energy, by only a few percent, were the
"types 1 and 2" translated structures. ' In previous
computer-simulation studies of the X5 boundary, ' ' ad-
ditional structural unit variants of the "CSL" state were
found, involving large rotational displacement. These
structures, called A&(Az) and B&(B2), were found to be
unstable in the present study. The instability of the A
and 8 structures was confirmed in the molecular-
dynamics calculations of the X5 boundary where, during
the simulation time scale, they were not observed to
form. About 10% of the CSL units in this calculation
did, however, migrate normal to the boundary by one
(002) interplanar spacing. Upon quenching, this
roughened boundary structure remained stable, but the
roughening had no significant observable effect on the
computed (H, K, O) structure factors presented in Table II.
The structural model for the X5 boundary proposed by
Fitzsimmons and Sass was also used as a starting
configuration in the calculation, and was found to be un-
stable having an energy about 7 times that of the
minimum-energy "CSL" state. This agrees with a previ-
ous pair-potential calculation of a similar model proposed
by Budai et aI.

Maps of the computed displacement vectors [projected
on the (001) boundary plane] of the atoms in the first two
planes of crystals 1 and 2 facing the boundary midplane
are shown in Fig. 14 for the five boundaries. In these
maps, the arrows, which are enlarged by a factor of 3,
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FIG. 14. Calculated (static embedded-atom model) displace-
ment fields projected onto (001) boundary plane. Vectors point
from the unrelaxed geometrical configuration to the relaxed
equilibrium state, and are magnified by a factor of 3. Only
atomic displacements in the first two planes on either of the
boundaries are shown.

point from the unrelaxed geometrical configuration to the
relaxed configuration. Each structure occupies the
"CSL" translational state. Figure 15 shows the comput-
ed magnitudes of the largest displacement vectors [pro-
jected on the (001) boundary plane] for each twist bound-
ary. Since the X5 and 213 boundaries were of special in-
terest (see below), information describing the detailed
coordinates of the significantly displaced atoms in these
boundaries is given in Table III and Fig. 16. Figure 16
identifies the irreducible set of atoms in each boundary
whose positions must be specified. As pointed out in
Refs. 3, 4, and 9, the positions of all the other atoms in
the CSL translational state are symmetry related. It is
noted that many of the computed displacements, espe-
cially those in the boundary plane, are not significantly
different from those determined using typical pair poten-
tials. ' Displacements normal to the boundary, howev-
er, may exhibit subtle differences that will be rejected in
the detailed shape of the relrod profiles along L. In fact,
further results, to be published elsewhere, indicate that
the embedded-atom model accurately reproduces many
profile details, such as subsidiary maxima, that are not
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FIG. 15. Magnitudes of the largest displacement vectors pro-
jected onto the (001) boundary plane for the present boundary
structures calculated with the static embedded-atom model and
for the Fitzsimmons-Sass models (Refs. 3 and 4).

FIG. 16. Maps showing irreducible set of atoms in unrelaxed
structures of boundaries in CSL translational state (a) X5. (b)
X13.

found in pair-potential calculations.
The calculated structure factors squared, ~F& ~l, for the

entire series of static boundary structures are listed in
Tables I and II and displayed in Figs. 5 —12 for compar-
ison with the corresponding measured values. Not shown
in Figs. 11 and 12 are additional calculated points for the
261, 241, X73, X53, and X29 boundaries, which are all
very close to the curves shown.

As already mentioned, the measured static structure
factors just discussed were derived from the experimental
data through use of a Debye-Wailer difference-factor

correction, I, given by Eq. (18) of paper I.' It was argued
there that this factor is close to unity and can be estimat-
ed to a degree of accuracy sufhcient for present purposes.
The values of the mean-squared atomic displacernents,
(ub ), in units of nrn, required for calculating I' for the
series of boundaries in the present work were taken as
follows: 9.5 X 10 (X113), 10. 1 X 10 (X25), and
10.4X10 (for X13, X17, and X5). Also, (u, ) =8.0
X10 . ' The value 10.4X10 for all three high-angle
boundaries is intermediate between the value for the X13
boundary estimated by Fitzsirnrnons, Burkel, and Sass '

TABLE III. Atomic displacements in X5 and 213 boundaries.

Atom' ax (nm) hy(nm)' hz (nm)'

3D Structure
-calculated using

embedded-atom model

0.0024
—0.0031

0.0
0.0

0.0085
—0.0014

0.0
0.0

0.0182
0.0123

—0.0031
—0.0190

A

B
C

6
H

0.0169
—0.0060

0.0207
—0.0019
—0.0013

0.0065
0.0
0.0

X13
—0.0042

0.0323
—0.0080
—0.0057

0.0028
0.0034
0.0
0.0

0.0123
—0.0018

0.0198
0.0129
0.0126
0.0127
0.0021
0.0004

Projected structure

yielding
minimum R factor

B
C
D

0.0
—0.0008

0.0
0.0

0.0105
—0.0040

0.0
0.0

'See Fig. 16.
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from widely scattered experimental data and the value
calculated recently by Sutton. The lower values for the
X113 and X25 boundaries were chosen to be consistent
with the expectation that (uI, ) should progressively de-
crease with decreasing angle in the low-angle regime.
This expectation is based on the fact that an increasingly
large fraction of the scattering from low-angle boundaries
arises from the only slightly strained bulk lattice, which
is outside the distorted material in the primary disloca-
tion cores as the twist angle decreases. The value of
( u ) in this slightly strained region should be close to
that of the perfect bulk lattice. Use of these values pro-
duced values of I in the range 0.9(I ~1.25.

We note, finally, that the molecular-dynamics calcula-
tions performed for the X113 boundary yielded values of
I =lsbl'lr, l'lie,'I'IZ, I' for all strong and rnedium-

strength re6ections for which there were observations. It
was found that this ratio for the majority of the values
could deviate from unity by up to 20%, depending on the
diffraction vector. However, in a few apparently anoma-
lous cases, larger deviations were computed, as well as
negative ones, suggesting that the simulation time scale
was probably too short to obtain accurate dynamical
structure factors. Because of this problem and the prohi-
bitively long computing times required, the dynamical
calculations were eventually abandoned.

Figs. 14 and 15, and reach quite small values for the XS
boundary. This should cause a corresponding monotonic
decrease in the scattered intensity per unit area of grain
boundary, as is verified in Figs. 11 and 12. A simple in-
tuitive interpretation of this result may be given in terms
of the dislocation model for [001] twist boundaries de-
scribed in Sec. II. At small twist angles, the screw dislo-
cations are far apart and highly localized. Hence, large
relaxational displacements are present over relatively
large volumes of material, such as, for example, for the
X113boundary in Fig. 14. As 8 increases, the dislocation
spacing decreases until eventually the dislocation cores
overlap. At this point, the dislocations are no longer
discrete and localized, and the displacements associated
with them are greatly reduced. In addition, the thickness
of the displacement field is drastically reduced. These
factors then combine to produce a relatively weak bound-
ary scattering.

The overall degree of agreement between the measured
and calculated structure factors for each boundary may
be examined on a more quantitative basis by evaluating
the R factor:

V. ANALYSIS AND DISCUSSION OF RESULTS

A comparison of the measured and calculated
structure-factor data presented in Tables I and II and in
Figs. 5 —12 shows general agreement (within estimated
experimental error) between measured and calculated
values of ~Fb ~~ for the strong and medium re6ections.
For the weaker reflections, larger discrepancies are
present in a number of cases, and this may be attributed
to relatively large uncertainties in estimating errors in the
weak cases. This agreement is consistent with the boun-
daries being in the CSL translational state, which concurs
with the previous conclusion of Fitzsimmons and Sass '

for the X5 and X13 boundaries. In particular, we find

~Fb ~

=0 for the (100), (300), and (700) rejections for the
X5 boundary, in compliance with the selection rules for.
the CSL translational state. ' '

The general forms of both the measured and calculated
scattering results appearing in Figs. 5 —13 are readily un-
derstood on the basis of the main features of the calculat-
ed boundary structures shown in Figs. 14 and 15. The
calculated relaxations in Fig. 14 have predominant rota-
tional components around the 0 lattice elements, in
agreement with the discussion in Sec. II and the schemat-
ic diagram in Fig. 1. The displacement fields correspond-
ing to these rotations are therefore expected to extend
into crystals 1 and 2 adjoining the boundary a distance
approximately equal to the 0 lattice spacing, d, The
boundary "thickness" is then approximately d. The full
width at half maximum of the diffraction relrods shown
in Fig. 13 should then be about equal to I/d, as is indeed
the case.

The magnitudes of the calculated relaxations are seen
to decrease monotonically with increasing 8, as shown in

This residual is essentially a least-squares fit of the ob-
served data to the calculated structure and is used in con-
ventional crystal-structure analysis as a parameter that is
minimized with respect to the location of atoms within a
trial structure. Other similar forms of the residual have
been used previously, including the g parameter ern-
ployed by Fitzsimmons and Sass. ' All residuals involve
a sum of relative discrepancies between the observed and
calculated structure factors. Care is needed in the inter-
pretation of R, since, at best, it is a measure of how well
the model structure has been fitted to the experimental
data, and not necessarily how accurate the derived struc-
ture actually is. Although values of R less than 0.1 are
usually considered to indicate a good correlation between
a proposed structure and the observations for usual
three-dimensional bulk diffractometry, higher values may
be expected for grain-boundary structures because of the
generally poorer signal-to-noise ratios and larger experi-
mental errors. We also note that normalization of the
structure factors will lead to different values of R, de-
pending on the choice of the reference reQection. Al-
though the use of relative structure factors may not be
important if there are many observations, it may be criti-
cal if the data are sparse. Normalizing the structure fac-
tors to one particular reQection places in artificial condi-
tion on the evaluation of R that is not present if absolute
structure factors are used. To avoid possible misinterpre-
tation of the observed data, absolute structure factors
have been used in the present study for the evaluation of
R. Using the embedded-atom-calculated structures, the
following R factors were computed: 0.11 (X113), 0.15
(X25), 0.15 (X13), 0.28 (X17), and 0.31 (X5). The value of
R for the X113 boundary is almost certainly the most
precise since for this boundary the rejections were
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strongest, and the most data of high quality were collect-
ed. Its low value implies good agreement with the calcu-
lations. The relatively larger values of R, particularly for
the 217 and X5 boundaries, indicate a lesser degree of
agreement with the limited number of observations, as
discussed further below.

Because of the controversial situation regarding the
structure of the X5 boundary discussed in Sec. II, more
data were collected for this boundary than for the X17,
X13, and X25 boundaries. This allowed a further test of
the goodness of fit between the observed and calculated
results in the form of a standard electron-density
difference map. This map is the difference between a

Fourier synthesis of the electron-density distribution de-
rived from the observed structure factors and from the
calculated structure factors. If the observed and calcu-
lated structure factors match exactly, the difference map
has a Aat topography. If the observations and calcula-
tions differ slightly, then characteristic minima and maxi-
ma appear, indicating that the calculated structure re-
quires modification. One advantage of computing a
difference map is that series-termination errors in the
Fourier synthesis approximately cancel when the obser-
vations and calculations almost match. The electron den-
sity at a point (x,y, z) in the unit cell of the calculated
structure may be computed accurately according to

p,»,(x,y, z)= —g g gF ( H, K,L)»,e xp[ 2rri(—Hx +Ky+Lz)],=1
H K L

(5)

where V is the volume of the unit cell, and the summations extend (ideally) over all reciprocal space. (In practice, of
course, the summations can only be performed over values of H, K,L for which there are observations. )

The corresponding expression for the electron density derived from the observations is impossible to evaluate precise-
ly, since only the structure-factor amplitudes and not the phase angles are known from the measurements. It is there-
fore usual practice to evaluate the observed electron-density distribution approximately by using the phases of the cal-
culated structure factors. Thus,

1 F (H, K,L)„„
p „,(x,y, z)= —g g g IF (H, K,L)I „, exp[ 2mi(Hx—+Ky +Lz)] .™asF (H, K,L )

For [001] twist boundaries, it is the projection of the electron density onto the (001) boundary plane that is of most
interest and requires only (H, L,O) reflections for evaluation. Utilizing the conjugate symmetry of the structure factor
and the plane group symmetry of the diffracting CSL unit cell, Eqs. (5) and (6) reduce to

p„„(x,y) =—g g F (H, K)„„cos2~(Hx+Ky ),=1 (7)

F (H, K)»,
p ...(x,y)= —yy IF'(H, K)l ... 0 cos2vr(Hx+Ky),

H x F (HK) canc

where S is the cross-sectional area of the unit cell. Thus, the electron-density difference synthesis is given by

F',.„(IF'I...—IF'I,.„)
pd;s(x, y) =—g g cos2m(Hx +Ky)

H K Fo

The observed and calculated electron-density distribu-
tions were therefore determined for the X5 boundary us-
ing the 14 (H, K) reflections given in Table II, together
with their nearest (h, k) lattice reflections. It was found
that because the measured structure factors for this
boundary were so weak and the calculated displacements
were so small, the electron density from the displaced
atoms could not be resolved from the electron density of
the projected fcc substructure. To gain better electron-
density resolution, a partial Fourier synthesis was there-
fore computed by omitting the lattice reAections. This is
equivalent to determining the complement electron densi-
ty, where the complement structure (displacement field)
is the difference between the superstructure (the relaxed
bicrystal) and the substructure (the rigid unrelaxed bi-
crystal). Figures 17(a) and 17(b) show the XS comple-
ment electron-density maps projected along [001] for the
observed structure factors and calculated factors, respec-

tively. The two maps, which are seen to be very similar,
show contour levels at intervals of four electrons. The
primary characteristic of these maps is the presence of
sharp gradients, indicated by closely spaced positive and
negative contours, which are symmetrically grouped
within the unit cell. These extrema in electron density
are centered around atom positions that experience the
largest displacements relative to the unrelaxed bicrystal.
For example, sharp gradients in electron density appear
at positions (0.3,0.1) and (0.4,0.2) in Figs. 17(a) and 17(b).
These correspond, in the calculated structure, to a pair of
atoms, one above and one below the boundary plane, that
have the maximum displacements (equal to those
displayed in Fig. 15). The complement syntheses there-
fore mirror the projected displacement field of the twist
boundary, as expected. The difference synthesis of the
two complement maps in Figs. 17(a) and 17(b) is illustrat-
ed in Fig. 17(c). Using the same contour scale, it is seen
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FIG. 17. Complement electron-density (difference between
density of relaxed bicrystal and rigid unrelaxed bicrystal) map
projected along [001] for {a) observed X5 static structure fac-
tors, and (b) calculated X5 (static embedded-atom model) struc-
ture factors. Area shown corresponds to that in Fig. 16 for X5.
Maximum height and depth span 19 density contours. (c)
Difference synthesis of the complement densities in (a) and (b).
This corresponds to the difference between the densities of the
observed relaxed structure and calculated relaxed structure.
Maximum height and depth span only three density contours.

that there are no sharp gradients in electron density and
therefore the match between the observed and calculated
structures is quite good. The small (10%%uo) undulations in
electron-density difference seen in Fig. 17(c) probably
reAect uncertainties in the experimental data, but may
also indicate that some small refinement of the calculated
structure is still necessary.

In view of the above possibility, we attempted a
refinement of the calculated projected structure using the
method described by Budai, Bristowe, and Sass. In this
procedure, the two independent atoms in the first two
layers of either crystal 1 or 2 (which are not symmetry re-
lated to other atoms in these layers) are systematically
moved about in a search for a structure of minimum R.
The atoms were moved about on a square grid of spacing
8 X 10 nm over a wide range of displacements covering
all physically conceivable combinations, and a
"minimum-R structure" was found, having a somewhat
reduced R factor, i.e., R =0.206. The atomic displace-
ments for the structure are given in Table III, and the
structure factors are displayed in Fig. 8(b). A compar-
ison of Fig. 8(b) with 8(a) shows a somewhat improved
agreement with the measured structure factors for the
minimum-R structure, particularly for the (4,4), (2,0), and
(3,3) reflections. However, of primary importance, is the
result that the projected small displacements
in the embedded-atom-calculated structure and the
minimum-R structure are of almost exactly the same
magnitudes (agreement to within 1.7X10 nm) and are
in the same general directions.

In general, the results obtained in the present work
(Tables I and II, and Figs. 5 —13) indicate a considerable
degree of consistency between the measured and calculat-
ed absolute structure factors for all five boundaries stud-
ied. The calculated results faithfully tracked the large de-
creases in the values of j FI, ~, which were measured in the
sequence X113—+X25~X13—+X17—+X5. In addition, a
considerable amount of detailed agreement between mea-
sured and calculated values of ~FP ~

was found for the in-
dividual boundaries, particularly for the X113 and X25
boundaries, where the boundary scattering was relatively
strong and could be measured more reliably. In the case
of the weakly scattering X5 boundary, the observed struc-
ture factors led us to a most probable structure with
small displacements, i.e, the minimuxn-R structure,
which closely resembled the calculated structure. In the
cases of the intermediate X13 and X17 boundaries, the
very limited number of structure factors measured were
reasonably consistent with corresponding calculated
values. In view of this generally good consistency, we
conclude that the atomistic boundary structures calculat-
ed by means of the embedded-atom model are essentially
correct. These results, therefore, lend credence to this
method of calculating grain-boundary structure.

Finally, we briefly compare our results with those ob-
tained by Fitzsimmons and Sass (FS) for the X13 (Ref. 3)
and X5 (Ref. 4) boundaries. For X13, the agreement be-
tween models is quite good. Our atomic displacement
map (Fig. 14) agrees quite closely with that deduced by
FS (Fig. 6 of Ref. 3) with respect to both the magnitudes
and the directions of the various displacement vectors.



2792 I. MAJID, P. D. BRISTOWE, AND R. W. BALLUFFI

,The extent of the agreement between the magnitudes of
the maximum displacements may be seen explicitly in
Fig. 15. In addition, if the relative structure factors mea-
sured by FS are normalized [on the basis of the (600)
reAection] and compared with the present calculated
structure factors using the embedded-atom model, an R
factor equal to 0.23 is obtained.

On the other hand, our model for the X5 boundary
differs strongly from that of FS. In general, their dis-
placements are much too large (see Fig. 15) and are clear-
ly highly inconsistent with both the present experimental
results and all calculated structures of this boundary us-
ing reasonable physical models. This is particularly evi-
dent in Table II and Figs. 11 and 12, where we present
the calculated absolute structure factors predicted by
their model. These structure factors are seen to be more
than an order of magnitude too large. %'e therefore con-
clude that their model must be incorrect. This result
demonstrates the difficulty of deducing a correct struc-
ture on the basis of a comparatively small number of
measured relative structure factors. Further discussion
of this difficulty and the strategies to deal with it may be

found in Ref. 35. A more complete comparison between
the predictions of the present embedded-atom model and
the FS diffraction data for the X5 and X13 boundaries, in-
cluding relrod profiles along I., is planned to be described
in a forthcoming publication.
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