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Simple formula for the atomic forces in the augmented-plane-wave method
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We present a simple and explicit method for the computation of atomic forces in ab initio total-
energy calculations using a basis of.augmented plane waves (APW) and the local-density approxima-
tion for exchange and correlation. The force on an atom is given by integrals over its muon-tin
sphere only, which can be obtained easily in existing implementations of the linear APW method,
for example. The extra computational cost of calculating the forces on all the atoms is negligible
compared with that of performing one single self-consistency iteration step.

The ability to calculate the forces on the atoms, in ab
initio electronic-structure calculations, is desirable for
several obvious reasons, the first being that it allows the
minimization of the total energy as a function of the ionic
positions. In the last few years this task has been fre-
quently performed by repeating a total-energy calculation
for different atomic positions and making numerical
derivatives. But this technique is very expensive because
it requires at least one well-converged total-energy calcu-
lation for each atomic degree of freedom, and frequently
many more. An even more interesting perspective is the
technique of ab initio molecular dynamics, recently
developed by Car and Parinello, ' for which the efficient
computation of all the forces at each step is a necessary
prerequisite. On the other hand, once the electronic
structure has been determined, the Hellmann-Feynman
theorem provides a simple, and in principle exact, means
to compute the force on every nucleus. However, this
means has proven in practice to be very inaccurate due to
the practical necessity of using incomplete basis sets and
charge densities that are not perfectly converged. The
basic reason for this difficulty is that the core electrons
produce enormous fields in the region of the nucleus,
which can easily hide the chemically relevant fields pro-
duced by the valence electrons. In practive, this
difficulty has prevented the direct calculation of forces in
most cases. An important exception is the plane-wave
pseudopotential method. The success of this method is
based, on the one hand, on the "removal" of the core
electrons and their fields by the use of a pseudopotential
and, on the other hand, on the use of a basis set of plane
waves which does not depend on the position of the
atoms. However, despite its many merits, the plane-wave
pseudopotential method has important limitations on the
kind of systems it can describe. Some elements, and the
transition metals in particular, have such strong pseudo-
potentials that a prohibitively large number of plane
waves are required to represent the wave function in the
pseudopotential region. In these cases a basis set of

mixed, localized or augmented-type orbitals is
necessary. These basis sets depend on the atomic posi-
tions, changing when the atoms move, and this leads in
practice to force corrections' difficult to calculate. The
so-called "force theorem"" provides, in principle, an ex-
act way to compute the forces in these cases, without
dealing with the high-field cancellations involved in
Hellmann-Feynman forces, but the application of this
method has been confined mostly to the calculation of the
pressure and, to our knowledge, no sufficiently practical
formulas have been obtained for the forces on the atoms,
similar to those existing for the plane-wave pseudopoten-
tial method. In this work we present such a practical for-
mula for a basis of augmented plane waves (APW's).

For a better comprehension of what follows, we will
refer to the standard linear APW (LAPW) method '

even though the linear character of the LAPW is related
to the solution of Schrodinger's equation and has nothing
to do with the computation of the forces described here.
In fact, we have presented' an APW scheme in which
the exact wave functions inside the muffin-tin spheres are
used, rather than their linearized counterparts. In the
LAPW method, space is divided in two regions: intersti-
tial space (and sometimes vacuum regions) and nonover-
lapping muffin-tin spheres centered on every atom. Plane
waves are used to represent the wave functions in the in-
terstitial region. Each plane wave is "augmented" by
matching it on the surface of the muffin-tin sphere of
each atom a to a linear combination of spherical func-
tions of the form P t (r)Yt (r). Here

jim�}

specifies the
angular momentum and o. is an index with two possible
values (P with cr =1,2 correspond, respectively, to what
is generally referred to as P and P). By choosing ade-
quately the functions P t one ensures that all the wave
functions are close to an exact solution of Schodinger's
equation in the core region, orthogonal to the core states
and with an energy in the range of interest. Although the
usual point of view is to think of the augmentation of
each individual plane wave, it is more convenient here to
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consider directly the augmentation of the electron wave
functions. We will assume that we already know these
wave functions g,.(r) in the interstitial region, as given
by their Fourier coefficients g;o..

g;(r) = g g;Ge
G

where 0 are the reciprocal-lattice vectors within some
selected cutoff' k,„:

~

k;+ Cx
~

~ k,„. k; is a point within

the first Brillouin zone and index i labels bands as well as
k points. Then the augmented wave functions are

max 1

y;(r)=y;(r)+ y+(s —r ) y y [y; / (» }—y; / (r )]I'/ (r },
1=0 m= —I

where 6(x) is the Heaviside unit-step function, s is the
muffin-tin radius of atom a, and r—:r —R, with R the
atom position. f; &

(r )Y& (r ) are the terms of the ex-
pansion of g;(r) in spherical harmonics and

2

Pialm ( a } g Pialmakala( a } ~

I

posed by 5$;(r) on the sphere surface. Within density-
functional theory the total energy is given by the sum of
the kinetic, electrostatic, and exchange-correlation (xc)
energies E = T + U+E„,. The kinetic energy is

where g; &
are expansion coefficients determined by the

matching conditions g; &
(s )=g;

&
(s ) and P,' &

(s )

(s ). Notice that both P;(r) and g, (r) are perfect-
ly well defined in all space and identical in the interstitial
region. Notice also that the components of f(r) with an-
gular momentum l )l,„,which are not augmented, are
nevertheless allowed to "penetrate" into the sphere. '

The reason for doing this is that, because of their —r be-
havior, the high-I components of g;(r) and f;(r) are usu-

ally largest near the sphere surface, where they coincide
in value and slope. Therefore, making f; &

(r )

(r } is a much better approximation for these
components than making them zero. Also, this ensures
that the augmented wave functions g;(r) are perfectly
continuous and smooth across the sphere boundary, in-
dependent of the value of l,„.

The expansion coefficients f; &
are totally deter-

mined by the matching conditions, once we know f;(r}
and R . Thus we can write the total energy E as a func-
tion of the only independent variables [P;G,R ), subject
to the orthonormality constraints. The force on atom a
is given by the total derivative dE/dR but, since E is
stationary with respect to g;G, this equals the partial
derivative BE/BR, except for the forces arising from the
orthonormality constraints that we will address later.
Thus, our first objective is to calculate this partial deriva-
tive, that is, the change in total energy when we move
sphere a (and ion a) by an infinitesimal distance 5R
while keeping fi'xed the coe+cients g;G. In other words,
we will move our muffin-tin sphere across the "sea" of
fixed "floating" wave functions g;(r). It is convenient to
think of the displacement of sphere e rather as an oppo-
site displacement of the rest of the system while the ion cx

and its muffin-tin sphere remain stationary. Then the
wave functions f;(r) are displaced and consequently
change by 5f;(r)=5R Vg;(r). The augmented wave
functions g;(r) also change inside our stationary sphere a
because of the change of the matching conditions im-

+ g f [—f,*(r)V f, (r)
p P

+ f,*(r)V g, (r)]dr (4)

Making use of the Gauss theorem and of the fact that
g;(r)=P;(r) and 5$;(r)=5/;(r) at the sphere surface,
one can transform Eq. (5) into

5T= +2w;Ref [—5g;(r)V f;(r)
a

+5/, '(r)V g;(r)]dr,
where Re is the real-part function.

In order to calculate the change in the electrostatic en-
ergy we will follow the ideas introduced by Weinert' for
the solution of Poisson's equation in a crystal. In his
method, the true charge density n(r) ( which includes
ions and electrons) inside the muffin-tin spheres is re-
placed by a smoothed charge density n(r). In each
sphere n(r) has the same multipole moments as n(r) (in-
cluding the monopole or total charge within the sphere).
In the interstitial region n(r) and n(r) are identical. Be-
cause the potential created outside a sphere by the charge
inside it depends only on its multipole moments, the po-
tential V(r) created by n(r) is exact in the interstitial re-

where m; are occupation and k-sampling weights and S&
represents the muffin-tin sphere of atom P. The sum on P
extends to all atoms in the system. Atomic Rydberg
units are used throughout the paper. When we move
sphere a the change in kinetic energy is

5T= g w; f [ 5$,*(r)V g;—(r) P,*(r)V 5g;—(r)
g

13

+5/, '(r)V i)'j, (r)+f,*(r)V 5$, (r)]dr .
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U= U+ g (Up —Up),
P

where

U =
—,
' f,V(r)n (r)dr,

U&= f V~„(r)n„(r)dr+ —,
' f VPi(r)n, &(r)dr,s s e

U&= ,' f —V~(r)n(r)dr .p

(7)

(10)

We have introduced the notation V~(r) to mean "poten-
tial created by charges inside sphere P." The subscripts
ion and el stand for ions and electrons, and no subscript
means both. Thus, for instance,

gion and in particular on the surface of each sphere.
Thus, after finding V( r) by conventional Fourier-
transforrn solution of Poisson's equation, one can also
find the correct potential V(r) inside the spheres using
the Green's-function method' with the true charge den-
sity n (r) and the boundary condition V(r) = V(r) on the
surface. We will assume that V(r) and V(r) have been al-
ready calculated, as they actually are in the full-potential
LAP' method. ' Since the interstitial-interstitial and
interstitial-spheres electrostatic interactions are correctly
represented by the smoothed charge density n(r) (as well
as the interaction between different spheres) we can write
the total electrostatic energy as the self-energy of this
smoothed charge plus a correction term for the self-
energy of every sphere:

The last integral has been restricted to sphere n because
5hn is nonzero only within this sphere. Taking into ac-
count that V(r) is the potential produced by n (r), the first
integral can be integrated by parts and reduced to a zero
surface integral at infinity. This result is obvious since
this term is nothing but the first-order change in electro-
static energy produced by a displacement of the whole
charge n(r). The second integral can also be integrated
by parts and we get

5U= f,5R VV(r)hn (r)dr+ f V(r)5bn (r)dr .
a

Also,

5U = f [ V;,„(r)+V,i(r)]5n, i(r)dr

= f V(r)5n„(r)dr —f V'"'(r)5n, i(r)dr, (16)
a a

where V'"'(r) means "potential created by all charges
outside sphere o," and we have taken into account that
V(r) = V (r)+ V'"'(r), and

5U = f V (r)5n(r)dr
a

= f V(r )5n (r)dr —f V'""(r )5n (r )dr

V(r)5R Vn, i(r)dr+ J V(r)5bn (r)dr
a a

—f V'"'(r)5n (r)d r, (17)

n„(r')
a

The smoothed charge density can be written as

n(r) =n,~(r)+ g bn~(r),
P

where

n, i(r) = gw, .
~ g;(r) ~

(12)

where we have used 5n(r)=5R .Vn„(r)+5bn (r) be-
cause b, n (r) remains static with sphere a when we dis-
place the rest of the system. Now we sum
5U =5U+5U —5U . In doing so we take into account
that 5n(r) and 5n(r) have the same multipole moments
and also that V'"'(r) = V'"'(r) inside sphere n. Thus the
last terms in Eqs. (16) and (17) are equal. If we now call
5n, i(r) =5R Vn, i(r) and 5V,i(r) =5R V V,~(r) we final-

ly obtain

and b n (r) is an extra charge density added in each
sphere to make the multipole moments of n(r) equal to
those of n(r). When we move sphere a, only the term
with /3=a in Eq. (7) will change. Again, instead of
displacing sphere a by 5R it is more convenient to think
in terms of the displacement of the rest of the system by—5R, leaving the ion and sphere a stationary. Then the
change in the density n(r) will be 5R .V[n(r)

hn (r)]—+5bn (r). The last term must be introduced
because the displacement will produce a change of n, i(r)
and n, i(r) inside the sphere and therefore hn (r) will
have to be changed to match the change in the multipole
moments. The change in the diFerent terms of the elec-
trostatic energy is, to first order in 5n (r) and 5n(r),

Then, to first order in 5n, &
and 5n, ~

M„,= J [p„,(r) n5,&(r) p„,(r)5n—„(r)]dr, (20)

5U= f, 5V(r)hn (r)dr

+ f [V(r)5n, i(r) —V(r)5n„(r)]dr .

The exchange-correlation energy can be written in the
local-density approximation as

E„,=,e„n,] r 6,&
r dr

+ g f IE„,[n,i(r)]n, i(r) —s„,[n,i(r)]n,&(r)}dr .
p a

(19)

5U= J,V(r)5n(r)dr

= f V(r)5R Vn(r)dr —f,V(r)5R Vbn (r)dr

+ f V(r)5b. n (r)dr . (14)

where p„,=d (nE„,)/dn Now w.e use

5n„(r)= +2m;Re[5/;(r)g;(r)] (21)

to write the change in total energy produced by the dis-
placement 5R as
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5E =f,5V(r)bn (r)dr+ +2w;Re f I5$;(r)[—V + V(r)+p„,(r)]g, (r) —5g' (r)[ —V' + V(r)+P„,(r)]it, (r)]dr .I t a

(22)

5'E =5E+ g 5$,*G +
iG , Bgi~G W'i G

(23)

This is not yet the final result for the force because the
change of the wave functions inside sphere u produced by
its displacement destroys the orthonormality, even if we
do not change the interstitial wave functions. Therefore,
we have to change also the coeflicients g;G in order to
reorthonormalize the wave functions after the displace-
ment 5R . Thus we write

5AG —X 54 JPJG5k, k
J

(25)

Here 5k k is a delta function to indicate that only wave
l J

functions with the same k are orthonormalized and 5p;J
are new expansion coefticients to be found. Replacing
Eq. (25) into Eq. (24) and imposing the symmetric orthog-
onalization condition 5'; =5$; one obtains 5$,J= —

—,'5(P;lSlit ). Substituting this into Eq. (25) and the
resulting 5$,G in Eq. (23) and using BE/Blt,*G

=w; & (rlHl &; & we get

where the variations 5g;G must be chosen to solve the
reorthonormalization conditions 5'E =5E —g 5„k '

&y, lHl@, )5(@,lsl@, & .

5&@,Isla, &+ y(5q,* &alslqJ &+ &q, Isla&5' )=0.

where S is the overlap operator,
l

Cx ) is an augmented
plane wave, and 5(p;lslgJ) is the change in (g;lslgj )
produced by the displacement of the sphere. Equations
(24) can be solved by making

Now we can write

&q;Isla, &=f g,*(r)qJ( )d

+ g f [ ti(~r)g (rj) P,'(r)tt(—ir)]dr
p P

and it is then simple to transform Eq. (26) into

(26)

(27)

5'E =5E —g 5k „
l J

Nt +M~
2Re (1t lHlg;) f [5$,*(r)g (r) 5.$;'(r)g;(r—)]dr (28)

Notice that the 5iti;G introduced in Eq. (23) for reorthonormalization have become "virtual" in Eq. (28) in the sense
that, although they are implicitly included, they need not be computed explicitly in any way. Thus, all the 5f; (r) in

Eq. (28) refer exclusively to changes produced by the displacement of the sphere, while keeping all the f;G fixed. If the
wave functions p;(r) are converged eigenfunctions of the Hamiltonian (in the variational sense) then (g; lHlgJ ) =e;5;J
and only the diagonal terms in Eq. (28) are nonzero' . Dividing by 5R we obtain the final result for the force,

F = —f, VV(r)bn (r)dr

—y2w, Re f
t

Bit~,*(r) BQ; (r)
[—V + V(r)+p„,(r) —c,, g,.(r) — [—V +V(r)+P„,(r) —c,; ]g;(r) dr

a a
(29)

or, more schematically,

F = —f VV(r)bn (r)dr
R

—g 2w; Re[ ( V.y; l
(H —E, S) I g; &

—(V g, l(H —s, s)lg, ) ], (30)

where ( ) means "integral in sphere a." For simplicity
we have not included in these expressions the nondiago-
nal terms of Eqs. (26) and (28). These terms are likely to
be rather small in practice, even for nonconverged wave
functions. And even with these terms included, the
forces calculated with nonconverged wave functions and
potentials will be only approximate (as is the total ener-

gy). Thus we suspect that an efficient energy minimiza-
tion can be done simultaneously for ion positions and
electron wave functions even ignoring these nondiagonal
terms. If this hypothesis would prove to be incorrect, it
is clear that the inclusion of these terms would not
represent any serious complication. Also, the nondiago-
nal terms are probably necessary in a molecular-dynamics
simulation' for good stability in the integration of the
equations of motion. '

Equation (30) is remarkably simple and practical. The
dependence of g,*. (r) on R comes only from structure
factors of the form (CzlR ) ~exp[ i (k+Ci) R ).—No-
tice also that, in the case of a well-converged basis [i.e.,
for a sufficiently high k,„ in Eq. (1)], Schrodinger s
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equation holds everywhere in space and the first term in
the square brackets in Eq. (30) cancels. Thus, in this
case, only nonaugmented functions enter in the computa-
tion of the force. However, in the practical case of a
basis not perfectly converged we believe that it is better
to keep this term, making a rigid shift of the potential in-
side the sphere. " Then the core density and the func-
tions P I (r ) in Eq. (3) are fixed and only the expansion
coefficients P;~i depend on R through the same struc-
ture factors & G

~
R & because of the change in the match-

ing conditions imposed by g,.(r) on the sphere boundary.
Thus, the gradient t)/t)R simply implies a product of
each structure factor by i (—k+G). The part which mul-
tiplies k is pure imaginary and one obtains

R.e&V.q, ~H~@, &.=1m' G@,* &G)H. ~@, &. , (31)

and performing a similar operation with the other terms
in Eq. (30) one finally obtains

max

F = —Im g GVobno
G

max—y2~;lm y Gq,'~[& GI(H —H)ly; &.

+E, &G~(S—s)~y, & ], (32)

where Vo and b,nG are the Fourier coefficients of V(r)
and b, n (r), respectively, and G,„ is the cutoff for the
expansion of the smooth density and potential. We have
introduced the notation S meaning "overlap without aug-
menting" and H is also defined to apply between unaug-
mented wave functions. The matrix elements in Eq. (32)
may be written as

&G~(H —H)~g; &
= g &G~(H —H)~G'& g, G, (33)

and the same for &G~S—S~t)j, & . The matrix elements
& G~(H —H) ~G' & and & G~(S—S)~G' & are currently
computed in the LAPW method as parts of the secular
matrix elements &G(H~G'& and &G~S~G'&. Therefore it
should be trivial to compute all the forces at every self-
consistency step with a negligible increase in computation
time.

We have assumed that the exact potentials V(r) and
V(r) are calculated and used to compute the matrix ele-
ments &G~(H —H)~G'& . But notice that approxima-
tions to the shape of the potential inside the spheres will
benefit from the same cancellations usually argued for the
total energy. Thus, the nonspherical (NS) part of the po-
tential only enters as VNs(r)n, &(r) —VNs(r)n, &(r). Since
VNs(r) and VNs(r), as well as n, &(r) and n,&(r), are equal
in value and slope at the sphere surface (where these
quantities are usually largest) an important cancellation
occurs between the terms neglected in a spherical-
muffin-tin approximation.

We have recently obtained preliminary results' for
frozen-phonon frequencies in semiconductors and transi-
tion metals, and for the bond length and bond stiffness in
diatomic molecules, using the formula presented in this
work. These preliminary results suggest that the forces
calculated with the APW method are at least as accurate
as those obtained with the pseudopotential-plane-wave
method and converge considerably faster. More
thorough calculations are currently under way.
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