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Ab initio method for calculating response functions in transition metals
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We present a new approach for calculating charge- and spin-density response functions in transi-
tion metals from first principles, using tight-binding linear muffin-tin orbitals as basis functions. It
is advantageous to use a partitioning in terms of small and large reciprocal-lattice vectors and to
treat only the former exactly. We show that for the set of large reciprocal-lattice vectors, the dielec-
tric matrix becomes separable, because only the plane-wave matrix elements between orbitals at the
same lattice site contribute. Our method allows the evaluation of the electronic self-energy of tran-
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sition metals within the GW approximation of Hedin [Phys. Rev. 139, A796 (1965)].

I. INTRODUCTION

The variety of dynamical excitations in elementary
transition metals? is mainly a consequence of the com-
peting tendencies of the d electrons towards band forma-
tion on the one hand, and localization due to the
Coulomb correlation on the other. Despite strong efforts
during the last few decades,® and in striking contrast to
the quantitative success of ab initio Hohenberg-Kohn
density-functional methods using the Kohn-Sham local-
density approximation (LDA) in describing ground-state
properties,*? electronic excitations are still far from be-
ing understood on a microscopic level. Previous many-
body treatments on single- and two-particle excitations in
transition metals have mostly relied on Hubbard-like
models, ™! where the correlation energy U of the d elec-
trons is treated as a parameter, which could be adjusted
in such a way, that it fitted into the actual problem under
study. Consequently, different values of U (e.g., for nick-
el) have been given in the literature.®!' % First attempts
to include interatomic correlation effects!® used a
Hubbard-like model as well.

Meanwhile, more reliable methods are available, which
allow for the calculation of dynamical correlation effects
from first principles, using Hedin’s GW approximation. '
In this theory, the electronic self-energy is expressed in
terms of the single-particle Green’s function (G) and the
self-consistently screened Coulomb interaction (W), thus
taking into account the strong correlation effects in the
electronic system. However, due to the numerical com-
plications of a GW-type calculation, this method has been
applied, up to now, only to simple metals'”'® and semi-
conductors. * 72! A direct generalization of this work to
transition metals seems to be impractible. The calcula-
tion of the screened interaction W, requires the calcula-
tion of the dielectric function € and its inverse. In recent
GW calculations, " !82%2! ¢ was expressed as a matrix
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€g.g» where G and G’, are reciprocal-lattice vectors.
While the number of important reciprocal-lattice vectors
is manageable for simple metals and semiconductors in a
pseudopotential treatment, this number becomes very
large for transition metals, due to their compact d orbit-
als.

It seems promising to overcome this problem by
changing to a local-orbital representation of the dielectric
matrix, which is then separable in the reciprocal-lattice
vectors.??”2* In s-p —bonded semiconductors and insula-
tors, by taking advantage of the directional properties of
the hybridized s-p orbitals, the size of the dielectric ma-
trix can be further reduced, and finally the computation
becomes manageable. 19,24 1n transition metals, however,
this procedure is impractible, because the dielectric ma-
trix remains very large, due to the large number of d or-
bitals and lattice sites involved. In earlier qualitative dis-
cussions, >>2° only diagonal contributions from d elec-
trons at the same site were considered, which is too crude
an approximation in a quantitative analysis

Here we propose an efficient ab initio approach to cal-
culate the dielectric-response properties of transition
metals, using the Andersen linear muffin-tin orbitals
(LMTO) method?® in the tight-binding (TB) representa-
tion.?” We show that a partitioning of the dielectric ma-
trix can be attained in terms of two sets of small and large
reciprocal-lattice vectors G. Whereas the first set of G
vectors (smaller than a certain limiting value, |G| <G )
must be treated exactly, only the contributions from or-
bitals situated at the same crystal lattice site have to be
retained in the second set of G vectors (|G| > G, ). One
“subblock” of the dielectric matrix thus becomes separ-
able, and the solution of the response equations becomes
feasible.

The remainder of this paper is organized as follows:
First, we explain how the dielectric matrix can be set up
and inverted, using the partitioning approach. In the
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second part it is shown that this ansatz is justified in a
standard transition metal (nickel) by computing the two-
center integrals between TB LMTO’s and plane waves,
characterized by certain (small and large) wave vectors.
Finally, we give a short summary and conclusions.

I1I. DIELECTRIC FUNCTION

We want to describe the electronic self-energy of a
crystalline solid within the GW approximation.'® This
requires knowledge of the quasiparticle Green’s function
and the inverse of the dielectric function in the Bohm-
Pines random-phase approximation (RPA). The RPA
dielectric function is expressed in terms of the bare elec-
tronic polarizability function p°(q,) and the unscreened
Coulomb interaction v (q) as

fj',k+q,o'_fjka

0 _

Peel(go)= 3 3
E; —E, . —w—i0
hi'ko Tjk+q,0 jko

Here, fjy, is the Fermi occupation number for state
j-k,0. A similar expression holds for the spin-density
response function.?® 73° We shall assume that the single-
particle energies and wave functions can be taken as the
LDA ceigenvalues and wave functions. The latter may
then be expanded in terms of TB LMTO’s,?” yg,(r—R),
situated at the atomic sites R and with the collective
angular-momentum index L (={/,m}):

Vi (D=N"123 y; (r—R)e’*Rp, . . (4)
R,L
For the sake of simplicity, we merely consider the case of
one atom per cell and assume that we can use the same
orbitals for both spins. The matrix elements in (3) may
then be expressed as

fj’,k+q.a_fjka

0 =
Pp R, L,L,R,(Q®) >

. «n+ L
i ko Ej'k+q,cr_E'ka o—i0

J

is the bare polarizability in the representation of localized
orbitals. In the matrix equations (1) and (7), and in the
following, we use the convention that quantities ex-
pressed by lower-case letters are matrices in the
reciprocal-lattice representation, quantities expressed by
capital letters are matrices in the localized-orbital repre-
sentation, and quantities expressed by script letters are
(nonquadratic) matrices in the mixed representation.

The LMTO expansion (4) requires a finite number N,
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e(q,0)=1+p%q,0v(q) , (1)

where q is the momentum in the first Brillouin zone and
o the frequency. Moreover, €, 1, p°, and v are matrices in
the reciprocal-lattice (G) representation whose elements
are, respectively, €g g(q,0), 8,6 P &,6'(q, ), and

UG,G'(q)E4ﬂ'1q+GI_ZSG’GI . (2)

where 85 g is the Kronecker symbol.

The matrix v is diagonal and p° is Hermitian. The
problem is to solve the infinite matrix equation:
e (1+p%)=1.

The bare electronic polarizability can be expressed
through the single-particle energies Ej,, and wave func-
tions W, (r)=|jko), j being the band index, k the
Bloch vector, and o the spin quantum number, as

(jkoleHa+C) | ¥ +q,0)(j' k+q,oe’ 97O jko ) . 3)

(j',k+q,0le’9*C) 1| jkg )

= 3 blijurarbiee 2 ¢ " Trirel@, )
L L' R

where
Trirol@= [xi(De!CT9 Ty, (r—R)d’r (6)
is the Fourier transform of the product of two localized

orbitals displaced by R. The bare polarizability may,
finally, be expressed by the matrix product

p%q,0)=T'(q)P%q,0)T(q) , (7)
where
ik-(R,~R,)
l;;’,k+q,ab1fz,jkoe v bz3;j',k+q,abL4,jk0 ®

of L values. For a transition metal, the five nd bands, the
(n +1)s band, and the three (n +1)p bands are well de-
scribed by a LMTO set having only one radial function
per [ value, i.e., by a minimal basis set, provided that the
energies E;, about which the linear expansion of the ra-
dial functions are performed, are well chosen.?® To de-
scribe the important unoccupied states, f orbitals (/ =3)
may also be needed. Hence, we expect reasonable accura-
cy for € ! with N; =9 or N; =16. Better accuracy may
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be obtained by including LMTO’s with more radial func-
tions. For TB LMTO’s the product of two orbitals is
non-negligible only for a relatively small number N =15
of nearest- and (possibly) second-nearest-neighbor orbit-
als, and this holds not only for d LMTO’s but for all TB
LMTO’s.?” Asa consequence, the number of rows in the
matrix 7 is finite and equals Ng (N, )*~10°. This is also
the dimension of the square matrix P°.
By virtue of (7), one obtains a matrix equation,

“11+TPTv)=1, c))

which is separable:?>?* Right multiplication by T" and
definition of the finite-sized Hermitian matrix,

V(q)=T(qw(q)T'(q), (10)

which is the bare interaction in the localized-orbital rep-
resentation, yields

e ' T=T'1+PWM)". (11)
When this is inserted back into (9), the result
e '=1—T'1+P°»)"'P°Tv
=1—T[(P) '+ V] 'Tv (12)

is obtained. This shows that the infinite dielectric matrix
may be inverted through inversion of the finite-sized ma-
trix 1+ P%q,w)V (q), or through inversion of the Hermi-
tian matrices P°(q,w) and [P%q,®)] '+ ¥V (q). For sp*-
bonded semiconductors, N; =4, and the directional char-
acter of the hybridized orbitals can be used to reduce the
number of overlaps, Ny, so that the size Ng(N, )? of the
matrices becomes manageable. 24 For a transition metal,
however, the matrix size cannot be reduced below = 10°
and, since the inversions must be made for many values
of q and o, the calculation of P° and its inversion accord-
ing to (12) is not practical for present-day computers.

Before explaining our modification to this scheme, we
introduce a symmetrized dielectrix matrix®'**? through

?Evl/zev*l/zz1+U1/2p0v1/2=1+‘7'TP°‘7', (13)

where we have defined

T=Tv'"?, (14)
with matrix elements T, g (q)(47)'"?|q+G| ™. The
symmetrized dielectric matrix is thus expressed in terms
of just two matrices, P°(q,w) and 7(q). Left multiplica-

tion of (12) by v!/? and right multiplication by v ~!/2 now
yields

e l=1—-T(PO ' +¥]7'T. (15)
where ¥ may be expressed by

v=TT". (16)

To obtain a practical scheme for transition metals, we
note that the product of two TB LMTO’s centered at the
same site has a different real-space behavior than the
product of two orbitals centered at neighboring sites:
The product of two orbitals on the same site is large and
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peaks at the atom, where it exhibits rapid variations. On
the other hand, the product of two orbitals on neighbor-
ing sites is relatively small and peaks between the atoms,
so that the rapid atomic variations are strongly damped.
It therefore seems plausible that the Fourier components
Trrr+0,6(qQ) of the neighbor-site overlaps can be
neglected when |G| exceeds some reasonably low limit
G,.x- We shall now label the subset of on-site local-
orbital indices by “0”, i.e., (L'LR),=(L’,L, R=0), and
the subset of neighbor-site indices “n”, i.e.,
(L'LR),=(L',L,R¥#0). Whereas the number of local-
orbital indices N, + N, is (N, )?> Ng =~10°, the number of
on-site indices N, is only (N, )*~10%. We shall, further-
more, label the subset of small G vectors “1,” i.e.,
|G| <G« and the subset of large G vectors “2,” i.e.,
|G,|>G .. We expect that the number N, of small G
vectors is of order 100. With 7 in block form we thus
define

. {‘Tol 7.02 ,

Toz
0

7.01
T

nl

TE 7’11 7.112 (17)

and hope that G,, can be chosen so small that the parti-
tion scheme to be described in the following will be prac-
tical.

Lowdin partitioning of the (symmetrized) dielectric
matrix in the block form,

€ €
€= |_ _ , (18)
€1 €22
yields
(@ "y =len—en@Ey) 517", (19)

Here, (2 1), is the lower block of € !, whereas (&,;) !
is the inverse of the higher block of €. The other blocks
of € " ! are given by

(?_1)2 — (&)~ 521(6~1)11 (20)

and

(8 Dp=(8y) = (@ TyEnE,) . 21D

Now, the first problem is to invert €,,. This matrix is
given by the (2,2) block of (1) and, since v is diagonal,
only the (2,2) blocks of p° and v are involved. The former

is given by (7) as
p(Z)Z:'(;TT)ZaP;)a‘ToZ ’ (22)

which, due to (17), only involves the on-site block of PO,
The inversion of €,, is done by separation, as was de-
scribed in Eqgs. (9)—(16) with the difference that the in-
dices G are now restricted to subset 2. This means that
in (10) or (16) the internal summations only run over sub-
set 2 and, using again (17), we see that the V' (q) involved
vanishes outside the on-site block. It is given by

Voo =T o0 (T oo =T o T, - (23)

oo

The result analogous to (15) is then

(€)' =15 —(T Dy [(PO)Y '+ P, 17T, . (24)
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This shows that (2,,) ! may be obtained by inversion of
only on-site block matrices with dimension N,~ 10%. For
use in (19)-(21) we furthermore need

g‘21=(‘7-T)20301 ) (25)

fj’,k+q,a

—fjkrr
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as found from (12), making use of the fact that
(T"),,=0. Here, B,, is the lower block, of dimension
N, XN ,z102><102, of the bare polarizability in the
mixed representation:

i(q+Gy)r

Brroe @)= 3 brjixiqoblice —(j"k+q,ale’ liko )(4m)!?lq+G,| ' . (26)
Jni' k.o Ej',k+q,a_Ejka“
|
Combining (24) and (25), we then obtain and (3). In (26)+z(1}nd (3) the number of matrix elements
(q
(@) "0 =(T 1)y [1,, + PO P, 1715, , 27) (j'k+q,ole’ 1) ka) for each value of k and q,

which only requires operations with on-site blocks. For
(¢ 1), our final result is

@ Ny={En =B, (P, ' +PL1T'B,} T, (28)

which, in addition, requires the construction of €, from
(3) and (12) and the subsequent inversion of a matrix of
dimension N, XN,. The construction from (20) and (21)
of the remaining blocks of €~ ! is straightforward if one
uses (27); it merely requires summation over the
reciprocal-lattice vectors of set 1.

In conclusion, our scheme for inverting the dielectric
matrix, first of all, requires evaluation of the two-center
integrals 7(q) according to (6) and (14) for all Fourier
components, and determination of the smallest possible
G nax for which (17) is reasonably well satisfied. The in-
verse dielectric matrix is then evaluated using Léwdin
partitioning: Eq. (28) yields the lower diagonal block,
and (20) and (21) with (27) the remaining blocks. We first
compute the on-site matrix elments [V(q)]oo in the
local-orbital representation of the high Fourier com-
ponents of the Coulomb interaction according to (23) by
summing to convergence over all G, vectors. This ma-
trix of size N, X N, ( =10*X 10?) is subsequently inverted.
The on-site matrix elements [P%q,)],, of the bare po-
larizability in the local-orbital representation are calcu-
lated using (8), and then added to {[¥(q)],, ] ' and in-
verted. The lower block B(q,w),; of the bare polarizabil-
ity in the mixed representation is of size
N,XN;~10?X10? and is calculated according to (26).
The lower block €,; of the symmetrized dielectric matrix
is, again, of size ~10%X 10? and is calculated from (13)

1(G+q) r

Trorc(@= [xi(r) L(r—R)d%

equals the number of (j,j’,0) values, i,e., the number of
interband transitions, times the number of G, values.
This yields about 10X 10? matrix elements, and each of
these are calculated from (5) which requires a summation
over (N, )?> Ng = 10° terms. Finally, we need to invert the
~10? X 10? matrix (28).

III. TWO-CENTER INTEGRALS

In this section we shall first explain how the two-center
integrals 7 in (6) can be evaluated for TB LMTO’s. We
then calculate these integrals for the case of fcc Ni and
show that the basic assumption of our method, namely
that the high Fourier components of the product of two
orbitals on different sites can be neglected, is justified.
The calculations also show that a simplified evaluation of
the integrals using the so-called atomic-spheres approxi-
mation may be sufficiently accurate in many cases.

A LMTO at site R may be evaluated in partial-wave
components @;.(r—R’) about any site R’ in the solid.
Each expansion is valid inside the Wigner-Seitz (WS) cell
surrounding that site and, if we define partial waves to
vanish outsxde their respective cells, the LMTO may be
expressed as?’

)+ 2 ¢L'(r_RI)hR'L',RL . (29)
R, L’

X (r—R)=¢;(r—R

Here, the radial part ¢; is the solution of the radial
Schrodinger equation at a chosen energy E,;, and @, is
the energy-derivative function appropriate for the TB
representation. The expansion coefficients & form the
effective two-center TB Hamiltonian.?” With this cellu-
lar expansion the two-center integral (6) becomes

= <¢L'(ei(q+G)‘rl<PL >80,R+ 2 (hOL’,RLl <¢L1 (ei(q-%G)-r‘quL )eiq-k_*_<(pL'Iel‘((l-FG)~1'1¢-)L1 )hOLI,RL )

Ly

+ Ze'q Ry
Rl

L,,L,

2 horrL, <¢’L le’ta* G, DR LR - (30)

=2
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Here, all cellular integrals { - - - ) have been shifted to the cell at the origin, thus giving rise to the factors e’dR. We
follow the common practice of not performing the tedious cellular integrals, but instead first approximate the cells by
spheres of the same volume [atomic-spheres approximation (ASA)] and then perform a so-called combined correc-

tion.2%?” In the ASA we simply have

(prle™py) =3 ami" Y RIC 1o [ i AKD@ (Dir)rdr 3D

I

in terms of the Gaunt coefficients Cy;.;»={ Y| Y| Y. )
and radial integrals. The WS radius is w. An analogous
expression holds for the other one-center integrals in (30).

Performing the integrals over space-filling WS spheres
means that certain parts of space are double counted, and
other parts are neglected. In addition, the summations
over L, and L, in Eq. (30) are cut off at / >2, although
there are non-negligible contribution from higher
angular-momentum values. To correct for these two
deficiencies, we introduce the TM LMTO’s y§; for a flat
potential and normalize these smooth pseudo-orbitals
such that they match the nickel TB LMTO’s at all the

TL'LR,G(Q)zfX}:'(r)e[(G+q)"XL(r—R)d3rz f)(ZPS(r)

WS spheres in the solid.?® Since both yg, and ¥, are
continuous and continuously differentiable with the same
envelope function, they are very similar in the outer parts
of the WS spheres. This is illustrated for the central
sphere in Fig. 1, which shows the 4s, 4p,, and 3d,, orbit-
als along the direction [110] towards a nearest neighbor.
For the s and p orbitals, the agreement is very good for
0.6 <r/w =1, while for the d orbitals the agreement is
limited to 0.9 <r/w = 1. Since for a fcc lattice the closest
approach of one WS sphere to the center of another is
0.8w, the real and the pseudo-orbitals agree almost
throughout the overlap region. We then have

ei(G+q)~rXES(r__R)d3r

__fASAXIPS(r)ei(G+q)~rXES(r_R)d3r
+fASA)(Z'(r)e“G“Lq”’XL(r—-R)d3r . (32)

The last two integrals are performed according to (31) in
the ASA, while the first integral is calculated without any
shape approximation. This calculation is feasible, due to
the slowly varying character of the pseudo-orbitals and
their short range. In performing the first integral, we use
a three-dimensional grid in real space, and we employ the

three-dimensional equivalent of Filon’s method>? in order
to take into account the oscillating behavior of the plane
wave factor.

Results for the two-center integrals calculated with and
without the ASA for fcc nickel are shown in Fig. 2 for
L=L’', q=0, and different choices of R and G, This

3d

(®) - L\ @

00 02 04 06 08 10
r/w

00 02 04 06 08 1.0
r/w

00 02 04 06 08 1.0
r/w

FIG. 1. (a) 4s, (b) 4p,, and (c) 3d,, TB orbitals for nickel (solid lines), as compared to the corresponding pseudo-orbitals (dashed
lines), plotted in atomic units along the [110] direction for 0=<r/w <1 (with w the WS radius).
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two-center integrals
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R=(05.005)a

0.00
0.02 [~ () -
R=(1.00)a
0.01 ,_1_% s
0.00
] 1 2 3 4

FIG. 2. Averaged, diagonal two-center integrals for nickel
[cf. Egs. (32) and (33)] for / =0 (s), [ =1 (p), and I =2 (d), plot-
ted vs G=(G,G,G) for G=0, 1, 2, 3, and 4 in units of 27 /a and
g =0. (a) On-site term, R=0, (b) nearest-neighbor term,
R =(0.5,0,0.5)a, and (c) next-nearest-neighbor term, R=(1,0,0)a.
The solid symbols show the results with pseudo-orbital correc-
tions [cf. Eq. (32)] and the open symbols the ASA results. Note
that in (b) and (c) the scale is enlarged. The straight and dashed
lines are a guide to the eye. The horizontal lines show 1% and
5% of the maximum value of 7.

figure shows the averaged matrix elements

QI+ | Tr el ? (33)

for /=0, 1, and 2. The on-site (R=0) result [Fig. 2(a)]
decays rather rapidly with G for the s and p orbitals,
while for the d orbitals the decay is much slower. This is
due to the relatively large weight of the nonpseudo part
of the d orbitals, and it is the reason why transition met-

.. . RESPONSE FUNCTIONS IN TRANSITION METALS
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als are much more difficult to treat than s-p —bonded sys-
tems. In Fig. 2(b), results are shown for the two-center
integrals, when the two orbitals are centered at nearest-
neighbor atoms. These integrals are typically an order of
magnitude smaller than the on-site integrals. This is due
to the fast decay of the TB orbitals. Results are also
shown, in Fig. 2(c), for orbitals centered on the second-
nearest-neighbor sites. In view of Fig. 2, one can prob-
ably neglect all off-site matrix elements for reciprocal-
lattice vectors larger than (2,2,2)27/a). In set 1 there
are then N, =59 G vectors. The matrix elements in set 2
are then 1% or less of the maximum value. This assump-
tion is further substantiated by the structure of the elec-
tronic polarizability matrix P° in the local-orbital repre-
sentation, Eq. (8). If R,7R,, the oscillating factor
e RTR) iy strongly reduce the corresponding matrix
element. If, on the other hand, R,=R,, the neglected
term c40ntains a factor ‘T‘TT, which is of the order of
<10™*

The open symbols in Fig. 2 show results in the ASA.
The relative errors are small for the on-site terms and
larger for the off-site terms, while the opposite is true for
the absolute errors. The largest error is about 1% of the
maximum value of 7.

IV. CONCLUSIONS

In conclusion, we have presented a method for calcu-
lating and inverting the dielectric matrix for systems,
where many reciprocal-lattice vectors G are needed. We
partitioned the G’s into two sets with N| (|G| <G,,,)
and N, (|G|>G,,,) vectors, respectively, according to
their magnitude. For the N, vectors in set 1, the dielec-
tric matrix is calculated exactly, while for the vectors in
set 2, the two-center integrals 7., g g(q) [Eq. (6)] are
neglected unless R =0 (on-site terms). For nickel we find
that this should be a rather good approximation, if
N,;=100. The approximation makes the dielectric ma-
trix separable in G, and G5. If we assume that N, (~9
or 16) orbitals per site are needed to describe the system,
and that a given orbital has a non-negligible overlap with
orbitals on Ny sites (Np=~12-18 for a fcc lattice), the
calculation of € ! involves the calculation of matrices of
the dimension max[N,,N?], instead of N,+N, or
NRN,E, as in earlier approaches.
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