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The growth modes of amorphous silicon {a-Si) films via vapor-phase and low-energy molecular-

beam epitaxy are investigated with use of molecular-dynamics simulations. In these simulations,

realistic interatomic interaction potentials, which include two- and three-body interactions, are em-

ployed. The dependencies of the growth mechanism and structure of the grown amorphous film on
the method of deposition are investigated. For deposition normal to a {111)crystalline Si substrate,
a uniform a-Si Qm is generated. Deposition using a beam directed at 60 from the normal to the
substrate results in preferential orientation of density inhomogeneities corresponding to a columnar

microstructure in the film, while deposition where the impinging particles arrive at random direc-
tions to the substrate yields an a-Si 61m containing microvoids. The structural characteristics of the
amorphous material and of the interface between the crystal and the amorphous 61m are analyzed.

I. INTRGDUCTIGN

Investigations of the fundamental mechanisms of
crystal-growth processes are of great interest from both
basic science and technological perspectives. Recent
technological advances, particularly in microelectronics,
optics, and other thin-film-based technologies, where the
dependencies of the system (or device) properties and
response on the physical structure are critical issues, pro-
vide the impetus for intensive research eft'orts aimed at
understanding and elucidating the complex relationships
between the operational and structural characteristics
and the dependence of the latter on the method of
growth. ' From the basic science perspective, studies of
crystal-growth processes provide opportunities for in-
tegrated approaches based on statistical-mechanical for-
mulations of nonequilibriurn phenomena, phase transi-
tions and nucleation kinetics, surface-science techniques,
solid-state methodologies, and computer simulations of
materials phenomena.

Crystal growth from the melt or via direct condensa-
tion of vapor atoms onto a cold substrate have been ob-
served and used for many years. Among the various
crystal-growth techniques which are currently used, epi-
taxial growth from the vapor phase and in particular,
growth via molecular-beam epitaxy (MBE) play a major
role. ' Furthermore, employing an arsenal of physical
characterization techniques, it has been demonstrated in
numerous cases that the structural properties of the fabri-
cated samples, on various levels of microscopic detail,
and thus the physical properties (electrical, magnetic, op-
tical, and mechanical) exhibited by the materials, depend
in a critical way on the method of growth and the param-
eters which control the growth process (such as substrate
and vapor temperatures, angle of incidence of the beam,
incident cruxes, and substrate morphology).

While much experimental work has been done on
vapor-phase and molecular-beam epitaxy, ' the avail-

able theoretical approaches to these problems are phe-
nomenological in nature due to their complex many-body
character. On the other hand, computer simulations,
where the evolution of a physical system is simulated,
with re5ned temporal and spatial resolution, alleviate cer-
tain of the difFiculties which hamper other theoretical ap-
proaches, particularly for complex systems characterized
by a large number of degrees of freedom, lack of symme-
try, nonlinearities, and complicated interactions. Recent
progress in large-scale computing coupled with advances
in the development of realistic interaction potentials '
have opened new avenues for the investigation of the mi-
croscopic origins of material phenomena. ' In particu-
lar, molecular-dynamics (MD) simulations, where the sys-
tem evolution is followed via direct numerical solution of
the particle's equations of motion, have been applied to
liquid- ' ' ' and vapor-phase ' epitaxial-growth
problems, yielding a wealth of information about the ele-
mentary, atomic-scale mechanisms of solidi6cation and
crystallization. We note, however, that such atomistic
simulations of growth processes are dificult due to sys-
tem size, physical time span, and intensive computational
requirements, which typically limit the spatial extent of
the simulated systems to several nanometers (i.e., simula-
tions of the dynamics of several thousand atoms, with ap-
propriate periodic boundary conditions) and the physical
time span to up to about a nanosecond. These considera-
tions guide the design and assessment of the simulations
and lead to judicious choices of the phenomena to be in-
vestigated.

In this paper we focus on epitaxial growth of
amorphous-silicon (a-Si) films froin the vapor, which is
one of the most commonly used methods for the prepara-
tion of thin films of amorphous materials. Main issues in
studies of amorphous semiconductors (and other amor-
phous materials) include the structural characterization
of these materials, the correlation between the structure
and the properties of the materials, and the dependencies
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of the above on the method of preparation. Such
dependencies of the growth mode, and consequently, of
variations in the physical properties of amorphous solids
with the conditions of formation, have often been ob-
served and may arise from structural changes on vari-
ous length scales (such as local variations in network
structure, a distribution of voids, columnar morpho-
logies, and other microstructural effects).

The structure, dynamics, and energetics of bulk amor-
phous silicon have been investigated previously via MD
simulations, where several schemes for quenching from
the melt have been employed. " ' ' In a most recent
study, ' ' we have shown that, using the Stillinger-Weber
Si potentials, it is possible to prepare amorphous silicon
via dI'rect cooling of the melt, and that the structural and
dynamical properties of the sample so generated are in
good agreement with available experimental data for the
static structure factor and vibrational density of states.
Furthermore, this study provided evidence for a lack of
medium-range order, measured via correlations between
dihedral angles associated with adjacent bonds.

We note, however, that, in practice, the most often
used method for preparing amorphous silicon (and other
amorphous semiconductors) is by growth via deposition
from the vapor phase, and that the presence of voids and
other inhomogeneities (on a wide spectrum of length
scales) is a common feature in these systems. The charac-
teristics of the void distribution have been shown experi-
mentally to depend on growth conditions, and it is be-
lieved that such structural inhomogeneities result in the
density of elemental amorphous semiconductors (silicon
and germanium) being lower than their corresponding
crystalline phases. Recent MD studies, in which voids
of various sizes have been introduced into bulk amor-
phous silicon, have shown that theoretical amorphous-
silicon models, generated via MD simulations and em-
ploying recently developed interaction potentials which
include two- and three-body interactions, can describe
the intense small-angle scattering observed experimental-
ly [i.e., the Guinier relation, where the presence of
voids results in a rapid increase of the static structure
factor S(k), for k (1 A ']. Furthermore, these studies
show that the presence of voids decreases the local strain
in the a-Si network.

Other microstructural features, which are often ob-
served in amorphous systems using a variety of tech-
niques' (microfractography, transmission electron mi-
croscopy, and small-angle electron and x-ray scattering),
are columnar growth morphologies and tubular, or pipe-
like, voids. The columnar structure consists of close-to-
parallel rod-shaped regions of high density that are sur-
rounded by a material tissue of lower density. The origin
of columnar structures in most thin-film deposition pro-
cesses is related to shadowing of the intercolumnar re-
gions from a directional Aux of incident particles. The
initiation of this growth mode has been connected to ini-
tial roughness in the substrate and self-shadowing due to
fluctuations in the topography of the growing film. Thus
the development of these structures may be described as a
topographical inhomogeneity (either present in the sub-
strate or dynamically developed during growth) which is

perpetuated by the smaller collecting angles for incident
particles in the intercolumnar regions ("valleys" ) than for
sites on the tops of the high-density regions ("hills" ).

Early computer simulations of columnar growth fo-
cused on the geometrical aspects of the problem, '

employing hard spheres (or two-dimensional hard disks)
and limited-mobility deposition schemes, resulting in ap-
parent confirmations of the empirical geometrical rela-
tionship between the polar angle of incidence of the im-
pinging beam, 9, and the angle, P, between the columnar
grains and the substrate normal, tan(8)=2 tan(P), re-
ferred to as the "tangent rule". ' However, more re-
cent MD simulations (employing Lennard-Jones interac-
tion potentials), and certain ballistic deposition mod-
els, have demonstrated, in agreement with experi-
mental observations, " ' the nonunique relationship
between P and 8, and, in particular, the dependence of P
on deposition conditions, such as substrate temperature,
deposition rate, angle of incidence, and surface mobility.
In general, it is observed that the tendency for columnar
growth is enhanced by factors which limit the mobility of
the deposited particles (e.g. , for high-melting-point ele-
ments, for compound and elemental materials of high
binding energy, and for deposition at low temperatures).

The focus of previous ' ' MD simulations of vapor-
phase-epitaxial growth of silicon has been on determining
the conditions which are optimal for growth of ordered
crystals. In contrast to the growth of materials charac-
terized by spherically symmetric interatomic interaction
potentials (such as metals), these simulations have shown
that, in the case of silicon, epitaxial growth into a proper-
ly stacked, ordered crystalline film occurs at high sub-
strate temperatures, T„while at low T, an amorphous
film is grown. The focus of our investigations, on the
other hand, is on the dynamics and mechanisms of
growth of amorphous-silicon films and on identification
of certain deposition parameters (such as incidence
geometry) which control the growth mode and the
structural characteristics of the grown film. In addition,
we provide information about the structure of the interfa-
cial region between the crystalline substrate and the epi-
taxiaHy grown a-Si film.

The simulation method and other pertinent technical
details are given in Sec. II. Results and analyses of simu-
lations of thin a-Si films grown under several conditions,
exhibiting uniform film growth for normal incidence,
preferential orientation of density inhomogeneity corre-
sponding to columnar growth for an incident beam
directed at 60' from the surface normal, and the forma-
tion of voids for deposition using random incidence direc-
tions, are presented in Sec. III. A summary of our obser-
vations is given in Sec. IV.

II. METHOD

In our studies we have simulated, using the MD tech-
nique, the epitaxial growth from the vapor of a-Si films,
deposited onto (111) crystalline-Si substrates. In these
simulations the initial calculational cell consists of two
static crystalline-Si layers and three dynamic crystalline
layers which are positioned on top of the static substrate,
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exposing the (111)surface. The directions in the plane of
the calculational cell are [110]and [101],with the out-
ward normal in the [111](Z) direction. The number of
atoms in each of the crystalline layers in Nh, and while
two-dimensional periodic boundary conditions are im-
posed in the directions parallel to the surface plane, the
system is free in the Z ([111])direction.

To simulate the growth process, following equilibration
of the crystalline substrate at room temperature (T=300
K), particles are released at a rate of one particle every

integration time steps, Ar (where At =1.15X10
psec is the intergration time step), from a randomly
chosen position on a planar source located above the sub-
strate outside the range of interatomic interactions.
Whenever an atom to be released is created (at a random
location on the planar source), such that it is within the
interaction range of any previously released atom, it is
discarded and a new random choice of a point of release
on the planar source is generated. By this procedure we
avoid undesirable sudden acceleration of beam atoms
near the source. By monitoring the frequency of such
events, we found that they are rare and randomly distri-
buted in time. Consequently, no correlations develop be-
tween the release positions of the deposited atoms from
the source. In addition, atoms which, due to interactions
with other beam particles, drift upwards past the source,
are discarded. The initial kinetic energy of the deposited
particles is set to 3k&T, /2, where T, is the melting
temperature of crystalline Si ( T, = 1665 K for the
Stillinger-Weber potential' ' compared to the experi-
mental value of 1683 K) and is equivalent to 0.145 eV,
and their incidence direction is chosen according to the
objective of the simulation.

Amorphous-silicon film growth was simulated for three
incidence geometries: (i) incidence along the normal (Z)
to the surface, with %&=49 atoms per crystalline sub-
strate layer, and a release rate of one particle every
N„=500; (ii) incidence along a direction inclined by 60
from the surface normal, with the plane of incidence
defined by the [111] and [121] directions with X&=96
and N„=250 (thus yielding the same fiux as in the other
incidence geometries); and (iii) random incidence, such
that the azimuthal angle of the velocity vector of each
released particle is chosen randomly in the range (0,2')
and cos 0 of the polar angles, 0, between the particles' in-
itial velocities and the normal to the surface is distributed
uniformly between 0 and 1. In these simulations, X& =49
and N„=500.

In our simulations we have used the interaction poten-
tials developed by Stillinger and Weber (SW), which in-
clude two- and three-body contributions ( V2 and V3, re-
spectively), and which have been used extensively in stud-
ies of crystalline solid and liquid bulk and surface phe-
nomena of silicon, in investigations of amorphous
Si, ' ' ' ' ' [and a-Cxe (Ref. 47)], and in studies of the
structure and dynamics of equilibrium' ' and nonequili-
brium' (liquid-phase-epitaxy) solid-melt interfaces of Si.
The energy scale which we use is c, =—50 kcal/mol, the
length scale o. =2.0951 A, and the time unit, t.u. is
7.66X 10 ' sec [temperature is expressed in units of e;
to convert to degrees kelvin multiply by (2.5173X10"

K)/c, ]. In this unit the melting temperature of crystalline
silicon (T, ) is 0.0662 and that of bulk a-Si (Ref. 52)
T, =0.04. The classical Newtonian equations of motion
were integrated using Gear's fifth-order predictor-
corrector algorithm using a time step At =0.015
t.u. = 1.15 X 10 psec.

The temperature of the system was controlled via scal-
ing of particles' velocities. In our preliminary studies the
velocities of particles in only the first layer of the dynam-
ic crystalline substrate adjacent to the static substrate
were scaled to one-tenth of room temperature. However,
we have found (see Sec. III) that, as atoms are continu-
ously deposited and the thickness of the amorphous film
increases, the removal of heat from the system through
the substrate becomes inefficient, and that the interfacial
region at the growth front of the film heats up to above
the a-Si melting point. In fact, Biswas et al. . have re-
cently analyzed this issue and have concluded that in a
previous MD study of epitaxial growth of silicon, where
heat was removed via scaling of velocities in a similar
manner, the entire deposited growth front had melted
and consequently the growth process observed was that
of a solid growing into a liquid rather than MBE-type
growth. To avoid this problem, which in our simulations
developed only for the normal- and random-incidence
deposition geometries where very thick films were grown,
we have adopted a scheme where the velocities of all par-
ticles in the system, except for the N most recently de-
posited particles, are scaled to bring the auerage tempera-
ture of the system to room temperature every 10 integra-
tion time steps (ht), throughout the simulation (X =8
and 32 for the normal- and random-incidence simula-
tions, respectively). In applying the temperature control,
the factor by which the velocities of the X—X atoms are
uniformly scaled (where N is the number of dynamic par-
ticles in the system at the time that the temperature con-
trol is applied) is given by s = ( To /T )

' ~, where the
desired temperature To =300 K and

3((('—((' ) (, , 2 ) '

where the angular brackets denote averaging over the
10-time-step interval between temperature rescalings.
Thus the temperature rescaling is determined by the
average temperature of the whole system. Since the num-
ber of particles in the bulk of the film is large compared
to that in the vicinity of the growth interface, the
modification to the velocity of any given atom is very
small (typically s=0.999). In particular, over the time
period that it takes for heat generated by a deposited par-
ticle to dissipate from the impact region to the underlying
grown film via natural diffusion processes (see Sec.
III A), the dynamics of particles at the interface region is
only slightly modified, and thus the mobility of the depos-
ited atoms just after impact is not altered significantly.
The values of X were chosen to allow adequate dynami-
cal evolution of the deposited beam atoms before they are
included in the list of temperature-controlled particles.
Thus, time is allowed for the natural development of en-
ergy pathways and dissipation mechanisms of the heat
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generated by the deposition and growth processes, while
maintaining the major portion of the system, and, in par-
ticular, the surface region, below the melting temperature
of a-Si.

The required rate of heat dissipation is also related to
the deposition flux. The flux of incident particles which

0 2 ~

we used (-2.8 atoms/nsecA ) is comparable to those
used in previous simulations. ' While still higher than
deposition fluxes used experimentally (which cannot be
simulated due to prohibitive computational constraints),
through the combination of the flux of deposited beam
particles and the heat-removal procedure employed in
our simulations, we have attempted to model and faith-
fully simulate the main mechanisms and structural
features of a-Si filrn growth.

III. RESULTS

Prior to presenting our results for epitaxial growth of
a-Si filrns for the various incidence geometries, we ad-
dress the issue of heat dissipation during deposition and
growth and its influence on the film-growth process.

In Fig. I plots of particles' trajectories, viewed along
the [101] direction, for a system generated by normal-
incidence deposition with heat removal via cooling of the
bottom layer of the underlying dynamical crystalline sub-
strate to one-tenth of room temperature, are shown, for
two stages of the simulation [Fig. 1(a) for an earlier stage,
1(b} for a later one]. In addition, profiles along the Z
direction of the particle density, kinetic temperature,
three-body potential energy per particle, and average
coordination number are shown in Figs. 2(a) —2(d) and
2(e}—2(h) for the two growth stages, respectively. We ob-
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FICi. 2. Profiles along the Z ([111])direction, normal to the
substrate surface, of the density (p), kinetic temperature (T),
three-body contribution to the potential energy ( V3), and coor-
dination number (C), for the system described in Fig. 1. The
profiles in (a)—(d) were taken at the end of the early stage in the
growth simulation [see Fig. 1(a)], and the ones in (e) —(h) corre-
spond to the end of the later stage [see Fig. 1(b)]. Note the in-
crease in temperature at the surface of the film at the later stage
of growth [compare (b) and (f)], approaching the a-Si melting
point ( T, =0.04). This increase is accompanied by an increase
in V3 at the surface region of the thicker film, (g), as well as an
increase in coordination number, which indicate that the ma-
terial at the top part of the film is characterized by a smaller de-
gree of tetrahedral bonding akin to glassy (or liquidlike) order.

0
Density in units of o. , o.=2.0951 A; energy and temperature
in units of c=50 kcal/mol.
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FIG. 1. Particle trajectories viewed throughout the system
along the [101] direction (see inset in Fig. 8 for definition of
directions) for a thin a-Si grown by normal-incidence deposition
onto a Si(111) substrate {bottom three layers), with heat re-
moved via scaling of particles velocities at the bottom dynami-
cal substrate layer to one-tenth of room temperature. The
linear dimension of the system along the [121]direction is 23.27
A. Views at (a) an early stage of the simulation and (b) at a later
one are shown. Comparison of trajectories at the top of the
grown a-Si film demonstrate the enhanced mobility of particles
in this region at the later stage, (b), due to heating.

serve that while at the earlier growth stage [Fig. 2(b)] the
temperature T in the vicinity of the growth front is well
below the a-Si melting temperature, T, (which we deter-
mined previously to be -0.04m), the temperature in this
region increased, approaching T, , at a latter stage of the
growth process [see Fig. 2(f)]. Upon continued growth,
the top region of the film will melt. The spike in the tem-
perature near the growth-front interface corresponds to
the increase in the kinetic energy of an impinging particle
as it accelerates due to its interaction with atoms at the
top of the film.

Accompanying the increase in temperature, the nature
of the interfacial region near the growth front is changed
(i.e., in the later stage it is liquidlike), resulting in
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enhanced mobility of the deposited particles at the inter-
face [compare particle trajectories in Figs. 1(a) and 1(b)],
which alters the kinetics of the solidification process,
yielding in this region a film characterized by a higher
value of the three-body —potential contribution ( V3), and
a higher overall coordination number of the atoms [com-
pare Figs. 2(c) and 2(d) with Figs. 2(g) and 2(h)]. Note
that V3, which by construction represents the covalent
tetrahedral bonding in Si, approaches zero for an ideally
tetrahedrally coordinated crystal, and that deviations
from tetrahedral bonding are exhibited by positive values
of V3. We note that the properties of the material at the
top part of the sample at the later growth stage are more
akin to those of supercooled Si liquid or silicon glass
than to a-Si. Finally, we remark, that as long as the tem-
perature near the surface of the film is well below T,
[see Fig. 2(b)], the properties of the grown film are similar
to those of a film of similar thickness whose growth was
simulated using our modified heat-removal procedure (see
subsection A).

In view of the above observations, which demonstrate
the deterioration during growth of the efFiciency of heat

I I
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FIG. 4. Profiles of the density and temperature along the Z
([111])direction toward the end of the simulation of a-Si epitax-
ial growth using a normal incident beam. Note that even
though the thickness of the grown film is larger than that de-
scribed in Figs. 1(b) and 2(e) —2(h}, the temperature at the top of
the film is well below T, , as a result of the more eScient heat-
removal procedure adopted in this simulation. The large tem-
perature spikes for Z) 60 A [in (b)] correspond to accelerated

0
incident particles. Density in units of o. , o.=2.0951 A, and
temperature in units of a =50 kcal/mol.

removal from the deposited film, we have adopted the
temperature-control procedure described in Sec. II.

A. Normal incidence

~ ~ Q I ~ ~~ + 0 ~ ~ ~ ~

FIG. 3. Particle trajectories at the end of the simulation of
a-Si epitaxial growth with particles incident along the normal,
[111],direction. The system is viewed along the [10T]direction.
The temperature of the system was controlled according to the
modified procedure described in the text.

Particle trajectories and profiles of the density, and
temperature, near the end of the simulation, for the a-Si
film grown under normal-incidence conditions, are shown
in Figs. 3 and 4, respectively. As seen from Fig. 4(b), em-
ploying our method of heat removal, the temperature
remains well below T, throughout the film. Moreover,
detailed examination reveals that the grown film exhibits
structural and energetic properties which are uniform
throughout the system (for structural characteristics of
the system, cooled after the termination of the growth
simulation to 300 K, see Table I), except at the region at
the interface between the dynamic crystalline Si(111)sub-
strate and the grown a-Si film. From the density profile
[Fig. 4(a)], we observe that the material in this interfacial
region (5 ~ Z 5 12 A) exhibits a certain degree of order in
the direction normal to the (111) substrate [first three
peaks, froin the left in Fig. 4(a), i.e., Z (5 A] extending
over a distance equivalent to about three crystalline
Si(111) double layers. An expanded view of the density
profile in this region is shown in Fig. 5(a), and particle
trajectories in a slice through the system as shown in Fig.
6. We note that while the interface between the crystal-
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epitaxy from the vapor are nonuniform parallel to the
crystalline substrate, exhibiting over a region of -8 A
partial crystalline and amorphous character.

The rough morphology at the top of the grown film
(see, e.g., Fig. 6) is typical of that observed throughout
the entire growth process. %'hile for random-incidence
deposition (see subsection C) such surface inhomo-
geneities can lead to the formation of voids, such micro-
structure does not develop at normal-incidence deposi-
tion, resulting in a more uniform density distribution in
the grown 61m

To elucidate the mechanisms of growth, we show in
Fig. 7 plots of the time evolution of the kinetic tempera-
ture, per particle potential energy (in units of E =50
kcal/mol), and of a measure of the particles' mobility,
R; (t)=[(R,(t) —R;(tc)], for the deposited particles
(these results are averaged over the trajectories of 40 de-
posited particles toward the end of the simulation). The
time origin, to =0, in these plots is the instant when the
deposited particle first experiences an interaction with
the substrate atoms. We observe [Fig. 7(d)] that initially
the kinetic energy (temperature) of the deposited particles

FICx. 5. (a) Expanded view of the density profile shown in
Fig. 4(a) in the range O~Z ~20 A. (b) Particle trajectories in
regions A D[see top —of (a)], viewed down the [111]direction,
i.e., normal to the substrate surface plane. Region A corre-
sponds to the top two layers of the dynamic crystalline Si(111)
substrate. 8—D correspond to the interfacial region of the de-
posited a-Si film. Note the partial crystalline order in regions 8
and C, which corresponds to the crystalline-like features in the
density profile, in these interfacial regions [see {a)].
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FIG. 6. 5-A slice through the system, viewed along the [101]

direction, demonstrating the partial crystalline order at the in-
terface between the crystalline dynamic substrate (bottom three
layers) and the deposited a-Si film (compare to Fig. 5).

line substrate and the grown film exhibits a layered struc-
ture, the deposited film in this region possesses structural
properties which are only of partial crystalline character,
as may be seen from the particle trajectories in slices
through the system viewed along the [111] direction
shown in Fig. 5(b). In Fig. 5(b) the slices marked A D—
correspond to the regions marked, respectively, in Fig.
5(a). Region A encompasses the top two layers of the dy-
namic crystalline substrate, and regions B—D comprise
the interfacial region of the grown film. The trajectories
shown in Fig. 5(b) (and Fig. 6) reveal that the partial or-
der in this interface originates from crystalline intrusions
embedded in an amorphous environment. This interfa-
cial structure is different from that occurring at the inter-
face between a solid and a liquid (both at equilibri-
um' ' ' ' ' and under growth conditions' ' ),
which has been documented previously and which can be
described using liquid-state theories with properly chosen
boundary conditions. Unlike the case of liquid lay-
ering at Jurat Si solid-liquid interfaces [such as the
crystalline-to-melt interface at the Si(ill) surface' ' ],
where the degree of order in the stratified interfacial re-
gion is uniform parallel to the solid surface plane, the
structural characteristics of the interfacial films grown by
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increases due to the acceleration resulting from their in-
teraction with the substrate and the bonding to it. Subse-
quently, this kinetic energy is dissipated, in an efBcient
manner, to the rest of the system, over a short time span
of about 2 psec (i.e., —1700 integration time steps). This
observation guided us in constructing the thermalization
procedure described in Sec. II. %'e remark that we ob-
tained similar results from simulations where heat was re-
moved via scaling of particle velocities in the first dynam-
ic layer only (as long as the thickness of the grown film

was not too large). Furthermore, the properties of an
amorphous film grown via normal-incidence deposition of
particles whose initial kinetic energy was one-third of the
beam energy used in the simulations described here were
found to be essentially the same as those of the film
grown via normal incidence of the higher-energy beam.
These results further substantiate our conclusion that the
mobility of the deposited atoms and the dynamics of par-
ticles in the impact region are not significantly influenced
by our more e%cient thermalization procedure. These re-
sults, which are in contrast to the much slower rate of en-
ergy dissipation for low-energy Si atoms impinging upon
a smooth crystalIine surface, demonstrate the efficient
damping of the particles' kinetic energy upon incidence
on amorphous or disordered substrates due to the lack of
order in the surface which enhances collisional energy
transfer rates. Furthermore, the R (t) plot versus time,
shown in Fig. 7(a), and its components parallel [R ~~(t)]
and normal [Ri(t)] to the (111) surface, shown in Figs.
7(b) and 7(c), respectively, indicate the limited mobility of
the deposited particles on the surface. Most of the initial
rise in R (t) is due to the distance traveled by the depos-
ited particle from its location at to (i.e., first instance of
interaction with the substrate) to the bonding site. The
lack of any significant particle diffusion at the surface
correlates with the observation that growth via vapor-
phase epitaxy of crystalline films of tetrahedrally bonded
materials requires relatively high substrate temperatures,
while growth at low substrate temperature yields a disor-
dered film, in contrast to the results found for other ma-
terials (such as metals) where the reverse occurs. The ori-
gin of the difference is in the relatively strong local bond-
ing characteristic of covalent materials, and, consequent-
ly, high-potential-energy barriers for particle diffusion.
Finally, we note the continued slow decrease of the parti-
cle potential energy [see Fig. 7(e)] as the particles explore
their local-bonding environment, which itself changes as
additional beam atoms are deposited.

Results similar to those shown in Fig. 7 were obtained
for the other incidence geometries, which we now dis-
cuss.

B. Oblique incidence

-1.5:
0

t(poco)

FIG. 7. Time evolution of R (t) and its components parallel
[R ~~(t)] and perpendicular [R', (t)] to the (111}surface plane,
and of the kinetic temperature T and per-particle potential ener-

gy V. These quantities are calculated for individual incident
particles, with the time origin taken for each particle as the in-
stant when the deposited particle first experiences an interaction
with the substrate film atoms. The results shown are averaged
over the trajectories of 40 incident particles, toward the end of
the normal-beam MBE simulation. Note the fast rate of
kinetic-energy dissipation [in (d)] following the initial increase
due to acceleration of the incident particle towards the surface.
The results in (a) —(c) demonstrate the lack of significant
diffusion on the surface. Energy and temperature in units of
a= 50 kcal/mol, time in psec, and distance in A.

To investigate the dependence of the morphology of
the grown film on the angle of incidence of the deposited
particles, we have performed simulations in which a
beam of low-energy (initial kinetic energy equals
3k& T, /2, where T, is the crystalline melting teinpera-
ture) silicon atoms impinges upon a Si(111) crystalline,
room-temperature substrate, and the initial velocities of
the particles are directed at 60' from the normal to the
(111) surface, with the plane of incidence defined by the
[111]and [121]directions (see inset of Fig. 8).

Particle trajectories of the system toward the end of
the simulation are shown in Fig. 8. In Fig. 8(a) a view
along the [101)direction through the whole calculational
cell is shown. The microstructure in the grown film is re-
vealed in Figs. 8(b) and 8(c), where a view of the system
from above (along the [111]direction and excluding the
crystalline substrate, in Fig. 8(b) ) and a slice through the
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FIG. 8. Particle trajectories for MBE growth using a beam
directed at 60 from the normal to the Si(111) substrate, taken
towards the end of the simulation. (a) View of the whole system
along the [101]direction. (b) View of the whole system (exclud-
ing the crystalline substrate) from above (along the [111]direc-
tion), exhibiting regions of higher and lower densities. {c}View
along the [101]direction of a slice of the system, with the cut-
ting plane defined by the [111]and [110]directions, and con-
taining the lower portion of the plane shown in (b), demonstrat-
ing the columnar rnicrostructure. The dimension of the system
along the [121]direction is 39.9 A.
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by preferentially oriented density inhomogeneities, corre-
sponding to a columnar microstructure, develops [see
Figs. 9(d) —9(h)]. We note the marked crystalline struc-
ture at the bases of the columns. Detailed inspection of
the trajectories of deposited particles reveals that the fac-
tors underlying the growth of this structure are of geome-
trical (angle of incidence of the beam) and dynamical in-
teraction origins (i.e., defiection of impinging particles
trajectories due to interactions with film atoms).

Columnar structures, i.e., preferential orientation of
density inhomogeneities, in amorphous films occur on
various length scales. Our discussion is limited by the na-
ture of our simulations to microstructures, i.e., structural
characteristics of microscopic (tens of angstroms) dimen-
sions. In this context we remark that, in view of the
mechanism of the development of the observed micros-
tructure, which, as discussed above, involves in the initial
stages small localized islands and clusters from which the
microstructure evolves via shadowing of the intercluster
valleys, we conclude that for the conditions of our simu-
lations the geometrical characteristics of the simulated
microstructure (and their analysis; see below) are not
inAuenced in a significant manner by size e6'ects or the
two-dimensional periodic boundary conditions imposed
in the directions parallel to the surface plane.

Characterization of the microstructure can be given in
terms of the spatial extents and orientations of the densi-

system [Fig. 8(c)], with the cutting plane defined by the
[111]and [110]directions, containing the lower portion
of the plane shown in Fig. 8(b) and viewed along the
[101]direction, exhibit regions of higher and lower den-
sity corresponding to a columnar microstructure in the
film.

Stages in the growth of the film, exhibiting the develop-
ment of the columnar microstructure, are shown in Fig.
9, where a sequence of particle trajectories in a slice
through the system [the same as that shown in Fig. 8(c)]
is given. (In this figure the calculational-cell length along
the [121] direction is duplicated for visual impression. )
In each of the panels of Fig. 9, trajectories for a time span
of 6.9 psec (i.e., 60006,t) are shown. The first frame [Fig.
9(a)] starts at t =0 psec (i.e., the beginning of the simula-
tion), and the interval between successive frames is 57
psec. As seen from Figs. 9(a)—9(c), the initial stage of
growth involves a stochastic nucleation of two-
dimensional islands on the substrate which provide the
nuclei for the growth of there-dimensional clusters in a
process which involves deAections of the trajectories of
impinging particles. Further growth of these clusters
shadows the intercluster regions, and a film characterized
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FIG. 9. Evolution of the microcolumnar structure in MBE
on a Si(111) substrate, using a beam directed at 60' from the
normal to the surface. In each of the frames trajectories for a
time span of 6.9 psec are shown, and the interval between suc-
cessive frames is 57 psec. The view is along the [101]direction.
(a) Nucleation of two-dimensional crystalline islands. (b} and (c)
Growth of three-dimensional clusters. (d) —(h) Growth of
columnar microstructure, and the development of intercolum-
nar voids due to shadowing and deflection of incident particles'
trajectories. The length of the calculational cell along the [121)
direction is 39.9 A, and it was duplicated along this direction
for visual impression.
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ty inhomogeneities in the system. To quantify the distri-
bution of angles, ((), that the low-density regions, i.e., in-
tercolumnar voids (and, in turn, the columns), make with
respect to the normal to the substrate, various measures
can be developed. To obtain such a measure, we parti-
tion the calculational cell into a series of thin parallele-
piped slabs (bins) whose base is in the plane of the surface
(i.e., defined by the [1TO] and [101] directions), and
whose third axis is oriented at a specified angle (() with
respect to the [111]direction. Each slab is a thin slice of
the [110] (X) direction whose width extends across the
whole calculational cell in the [101]direction. We then
count the number of atoms in each of the bins and form a
measure of the bins' occupancies. The summation of this
measure over all the bins, repeated for a range of angles,

yields a "column-orientation distribution function"
(CODF), P(P). By construction, the CODF provides an
objective global-statistical measure of the orientational
distribution of density inhomogeneities in the material
and does not assume, nor is it predicated on, the ex-
istence of any number of columns. The occupancy mea-
sures we consider below are constructed to accentuate the
density-deficient regions in the system, and their orienta-
tional distribution; which, in turn, coincides with the
orientational distribution of the adjacent high-density
("columnar" ) regions.

There are many possibilities for an occupancy measure.
For example, to within a normalization factor, Sikkens ' '

uses

the requirement that, when summed over all angles P,
QP(({))=1. For A, =l both choices of P(P) yield very
similar results, as seen from Figs. 10(a) and 10(b), exhibit-
ing several peaks. Since the film grown in our simula-
tions is relatively thin, roughness at the top surface of the
film makes a large, undesirable, contribution to P(P). In
order to minimize these surface efFects and accentuate the
presence of low-density regions, i.e., intercolumnar voids
that extend deep into the film, we increase the value of A,

in our second choice for P(P), thus increasing the relative
contribution from those bins that encompass the most
density-deficient regions in the film. The result for the
second choice for P(P) with A. = 10 is shown in Fig. 10(c).
The dominant peak in this figure corresponds to inter-
columnar voids, inclined at an angle (() of -41' with
respect to the normal, in agreement with the value pre-
dicted by the tangent rule [2 tan(41') = 1.738 = tan(60')].

e-

4-

as a CODF, where N;(P) is the number of atoms found in
the ith bin for inclination angle P, Nb is the number of
bins, and N is the expected number of atoms in the bin
for a uniform distribution of the atoms in the system.
The above CODF peaks for those angles for which the
low-density regions, i.e., intercolumnar voids, extend for
appreciable distances, thereby leading to large values of
the measures for the bins at those angles.

Since our system is comprised of a thin film, the bins
extend between fixed limits along the Z ([111])direction,
and are of the same volume for all orientations, ((). In our
calculations we take as the lo~er Z axis limit a value of
3.75 A above the topmost dynamic crystalline layer, in
order to lessen the efFect of the substrate crystalline sym-
metry on our CODF. For the maximum Z-axis limit we
take the value at the top of the grown film. We have used
20 bins along the [110] axis and averaged over three
choices of bin origins along this axis.

We have considered two alternative choices for P(P):

and

(4)

where A, is a constant. In each case we normalize P(P) by

5.5-

5.de-

d.dd-
'I

-60 0

FIG. 10. Plots of column-orientation distribution functions

{CODF's), P(P). (a) P(P) ~ g, ~, [N;(P) —N]', suggested by

Sikkens et al. [Ref. 3(b)]. (b) P(P) ~ g, ~,exp[ AN; (P)/N] for—
A, = l. (c) Same as (b), but A, =10. In each case P{P) is normal-
ized by the requirement QP((() =1, where the sum is over all

the angles P. The CODF in (c) accentuates the contribution
from intercolumnar voids that extend deep into the film. From
{c)we determine that the intercolumnar voids are inclined at an
angle of 41 with respect to the normal to the surface, in agree-
ment with the value predicted by the tangent rule.
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axis ([111]direction) for the system (cooled to room tem-
perature at the end of the growth process), of particle
density, temperature, potential energy, and the fraction
of four and fivefold coordinations, are given in Fig. 12.

As is evident from Fig, 11(b), the density distribution,
toward the end of the simulation (1069 psec after the
start of the simulation), in the grown amorphous film is
nonuniform, exhibiting regions of marked density deficit,
i.e., voids. The time sequence of trajectories shown in
Figs. 11(a)-11(h) is such that in each frame trajectories
for a time span of 649 psec are shown, starting in Fig.
11(a) at t =333 psec after the beginning of the simulation,
and the time interval between successive frames is 115
psec (remember that a particle is released from the source
every 0.575 psec). We observe that the mechanism of for-

C. Random incidence
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FICx. 11. Stages in the evolution of voids in an a-Si film
grown via deposition from the vapor, with the incident particles
released from the planar source at random directions with
respect to the surface normal. Particle trajectories are viewed
along the [101]direction for a 5-A-thick slice through the sys-
tern, with the cutting plane defined by the [111]and [110]direc-
tions. The time span in each frame is 6.9 psec, and the interval
between successive frames is 115 psec, with the first frame, (a)
starting at 333 psec after the beginning of the simulation. Note
the development of a void in (a) —(c), which is then capped ofF,
(d), and the development of a second void, (e)—(h). Length
along the f 121] is 23.27 A.
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FIG. 12. Profiles along the Z direction of the density (p), of
the per-particle three-body contribution to the potential energy
( V3) and the potential energy ( V), and of the fractions of four-
fold and five-fold coordinations (C4 and C5, respectively), for an
a-Si film grown from the vapor with random-incidence direc-
tions, onto a Si(111)substrate. The system was cooled to 300 K
after the end of the growth process. Density in units of o

0
(o.=2.0951 A) and energy in units of c=50 kcal/mol.

Having discovered that deposition in the norrnal-
incidence geometry yields a uniform a-Si film and that
deposition with a beam directed at 60' to the surface nor-
mal results in a columnar microstructure, we turn next to
a-Si film growth under a random-angle deposition
geometry. As described in Sec. II in these simulations
the particles were released from the planar source with
the azimuthal angle of their initial velocity uniformly dis-
tributed between 0 and 2~ and with cos 8 of the polar an-
gles, 0, between the particles initial velocities and the
surface normal, distributed uniformly between 0 and 1.
A time sequence of particles trajectories in 5-A-thick
slices through the system (with the cutting plane defined
by the [111]and [110] directions and viewed along the
[101]direction) is shown in Fig. 11. Profiles along the Z
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TABLE I. Structural characteristics of the amorphous Alms grown epitaxially by MD simulations of
deposition from the vapor onto a Si(111) substrate, using a normal-incidence beam (ni) and random-
incidence (ri) deposition. The film was cooled to 300 K after the growth process. The fraction of atoms
with given coordination is denoted C„and the average bond length of n-fold coordinated atoms is

0
denoted by d (in A). 0 and Pd are the average bond and dihedral angles, respectively, and p is the aver-

0
age density (in units of o. , o =2.0951A). In the bottom part of the table, average bonding angles cor-
responding to the various coordination numbers are given. In calculating the coordination numbers, a

O

cutoff value of 2.866 A was used [determined as the first minima in the pair distribution function g(r)].
Standard deviations are given for the bond lengths and angles.

Coordination
number

3
4
5

6
average

0

P

C„(ni)

0.009
0.64
0.34
0.014
4.36

107.0+ 19.0
30.3+12.4

0.472

C„(ri)

0.014
0.62
0.35
0.014
4.36

106.9+19.5
29.8+12. 1

0.457

d(ni)

2.49+0. 13
2.42+0. 10
2.52+0. 14
2.61+0.14
2.46+0. 13

d(ri)

2.47+0. 12
2.43+0.10
2.52+0. 14
2.61+0.14
2.47+0. 13

Coordination
number

3

5
6

0(ni)
104.1+15.6
108.8+11.5
105.2+24. 3
102.9+28.2

0(ri)
104.4+ 12.7
108.6+ 12.6
105.3+24.2
102.8+28.5

mation of the voids involves a spontaneous (stochastic)
development of a morphological inhornogeneity at the
surface of the films [see Fig. 11(a)] which perpetuates and
grows by shadowing of the density-deficient region,
driven by the dynamical attractive interaction between
the impinging particles with the film atoms and the low
mobility of atoms on the surface of the film [see Figs.
11(b) and 11(c)]. As is seen in Fig. 11(d), the cavity which
formed in this manner (of diameter —10 A) is eventually
capped ofF' upon further deposition, and later on another
one develops [Fig. 11(e)—11(h)].

We note that the presence of tubular voids of this na-
ture has been deduced from experimental studies of the
microstructure of amorphous semiconductors. ' ' We
believe that the mechanisms of formation of such defects
found from our simulations are valid for more extended
systems under similar deposition conditions.

The profiles of the system (cooled to 300 K) shown in
Fig. 12 appear to be uniform throughout the thickness of
the film (apart from the interfacial region at the crystal-
line substrate to amorphous film interface; see discussion
in Sec. III A), although, as we demonstrated above (see
Fig. 11), the system contains voids. Structural charac-
teristics of the a-Si film are given in Table I. We note
that the density of the film grown by random-incidence
deposition (0.457o, o =2.0951 A) is lower (due to the
voids) than that obtained via deposition at normal in-
cidence, and is close to the density of crystalline Si at 300
K (0.455o. ). Other structural characteristics are simi-
lar to those of the film grown by a normal incident beam
(see Table I).

IV. SUMMARY

In this study we investigated the growth modes of a-Si
films via vapor phase and low-energy molecular-beam ep-
itaxy, using molecular-dynamics simulations. In order to
explore the dependencies of the growth mechanisms and
of the structural and dynamical properties of the grown
films on the deposition geometry, we have performed
simulations of a-Si epitaxial film growth on a Si(111)sub-
strate using the Stillinger-Weber interaction potentials
and employing three difFerent incidence geometries: (i)
incidence along the normal to the substrate, (ii) deposi-
tion using an atomic beam directed at 60' from the nor-
mal to the substrate, and (iii) a random-incidence
geometry, where the impinging particles are released at
random directions with respect to the substrate normal.
In these simulations, special precautions were taken (see
Sec. II) in order to avoid excess heating of the surface re-
gion of the growing film due to interaction with the in-
cident particles (whose initial energy when released from
the planar source above the substrate is 3k& T, /2, where
T, is the crystalline melting temperature). In this way
we modeled the main mechanisms and structural charac-
teristics of a-Si film growth where limited surface
di6'usion plays an important role. We believe that the mi-
crostructural features which we observe are faithfully
simulated since the physical size of the simulated system
is much larger than the range of the interatomic interac-
tions. Dynamical simulations of larger and more com-
plex growth morphologies would require a much larger
computational e6'ort.
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The results of our simulations can be summarized as
follows.

(a) The a-Si film growth by MBE with the particle
beam directed along the normal to the substrate is
characterized by a uniform density distribution
(p=0.472o, o =2.0951 A) with 64% of the atoms
possessing four-fold coordination and 34% in five-fold
coordination (see Table I). The uniformity of the amor-
phous film grown for this geometry (i.e., the absence of
well-defined voids or columnar microstructure) is related
to the reduced tendency for the formation of such mi-
crostructures for small angles of incidence with respect to
the normal to the substrate and to the short-range nature
of the interaction potentials. The static structure factor
[S(k)] calculated from the pair distribution function
[g ( r) ] for the grown a-Si film (which was cooled to 300 K
after the termination of the growth process) agrees well
with that obtained from diff'raction experiments (see
Fig. 13), as well as with S(k) calculated for a bulk a-Si
sample prepared previously by slow cooling of the melt.
The density of vibrational modes, D(co), for the film (see
Fig. 14, dashed line), obtained by a Fourier transforma-
tion of the particles velocity autocorrelation function, is
in general correspondence with that obtained from exper-
iment, ' although the level of agreement is inferior com-
pared to D(co) calculated for bulk a-Si, prepared via slow
cooling of the melt.

(b) Deposition using a particle beam directed at 60'
with respect to the surface normal results in a columnar
microstructure, with intercolumnar voids. Using a
column-orientation distribution function, we determine
that the distribution of orientations of the intercolumnar
voids peaks at -41', in agreement with the value ob-
tained by the "tangent rule. " The growth mechanism of
the columnar structure involves initial nucleation of
two-dimensional islands on the crystalline substrate
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FICx. 13. Static structure factor S(k) from experiment (Ref.

32) [in (a)] and for the a-Si films obtained via deposition from
the vapor [in (b)]. The structure factors for the films grown un-
der normal- and random-incidence deposition conditions are
essentially identical. In addition, S(k) for a bulk a-Si system
prepared by slow cooling from the melt (Ref. 52) is shown for

o —]
comparison in (c). The wave vector k, is in units of A

m (&)
FIG. 14. Density of vibrational states, D(co), for the a-Si film

grown epitaxially by deposition using a normal incident beam
(dashed line) and via deposition at random-incidence directions
(solid line). In addition, we show D(co) determined experimen-
tally (Ref. 71), as well as the densities of states for bulk a-Si ob-
tained by an indirect preparation procedure (Ref. 49) [(a')] and
via slow cooling from the melt (Ref. 52) [(a)]. The densities of
states for simulated room-temperature crystal and glass and for
a liquid simulated at the Inelting point (Ref. 49) are shown for
comparison. The frequency co is given in units of the inverse of
the time unit, t.u. =7.66 X 10' sec.
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which provide the nuclei for growth of three-dimensional
clusters. The columnar growth is governed by geometri-
cal and dynamical interaction factors, resulting in sha-
dowing of the intercluster regions and the development of
intercolumnar voids. The pronounced tendency for de-
velopment of columnar structure for this angle of in-
cidence and the apparent agreement with the tangent rule
are related to the small mobility of atoms deposited on
the film and the short-range nature of the interaction po-
tentials. "

(c) Random-incidence deposition results in growth of
an a-Si film containiny microvoids (whose diameter in our
simulations is —10 A). The density of the grown film
(p=0.457o. , o =2.0951 A; see Table I) is lower (due
to the voids) than that of the film grown via normal in-
cidence [see conclusion (a)] and is comparable to that of
the crystal (p=0.455cr ) at 300 K. Other structural
and dynamical characteristics of the film are similar to
those of the film grown via normal-incidence deposition
(see Table I and Figs. 13 and 14).

(d) The structure of the interfacial film (regardless of
the deposition geometry) in the vicinity of the crystalline

substrate exhibits, over a region of -8 A, partial crystal-
line and amorphous character, originating from crystal-
line intrusions embedded in an amorphous environment.

(e) Common to all the vapor-phase-epitaxial —growth
systems investigated in this paper are the fast rate (-2
psec) of dissipation of the kinetic energy of the low-
energy incident particles upon attachment to the surface,
and the lack of significant di6'usion on the surface. These
results are in contrast to those obtained for a smooth
crystalline-silicon surface, and are due to the enhance-
ment of the collisional energy transfer rates of particles
impinging on disordered or amorphous substrates and the
strong local bonding, characteristic of covalent materials.
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