
PHYSICAL REVIEW 8 VOLUME 40, NUMBER 15 15 NOVEMBER 1989-II

Charge-density-wave noise propagation in the blue bronzes Rbo 3MoO, and Ko 3Mo03
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A voltage instability in the charge-density-wave conducting state of Rbo 3MoO3 and Ko 3Mo03 is

investigated. Voltage pulses are created at a well-defined location within the sample and propagate
along the crystal. With increasing field the pulse creation frequency increases, and the pulses merge
into a narrow-band oscillation. The field and temperature dependence of characteristic quantities is

given. The results are interpreted in the framework of a moving charge-density-wave dislocation

model by Lee and Rice. The consequences on the origin of narrow-band voltage noise are also dis-

cussed.

I. INTRODUCTION

The understanding of sliding charge-density-wave
(CDW) conduction' has evolved fast since the first experi-
mental observations in the late 1970s. In 1976 Monceau
et al. found a nonlinear conductivity in the incommen-
surate CDW system, NbSe3. Bardeen attributed the ob-
servation to conduction by the "sliding" motion of the
CDW predicted by Frohlich more than two decades be-
fore. It was not much later that Fleming and Grimes
discovered perhaps the most amazing phenomenon of
sliding CDW conduction: there is an oscillating com-
ponent in the voltage response of the system to a dc
current. The importance of CDW noise studies is some-
times compared to that of tunneling phenomena in super-
conductors. There is, however, an important conceptual
difference: while the main features of superconducting
tunneling had been predicted theoretically, the source of
CDW conduction noise is still debated after ten years of
intensive research.

The dominant trend in theory is to take only phase ex-
citations into account in CDW dynamics. In zero exter-
nal field the CDW is pinned by the interaction with vari-
ous imperfections of the underlying crystal lattice. The
CDW phase also couples to an external electric field, and
the field depins the CDW at a well-defined threshold,
ET, above which the nonlinear conduction occurs. The
CDW conduction noise has a periodic component called
narrow-band noise (NBN). In good quality, small-
volume NbSe3 samples the quality factor of this oscilla-
tion can be as high as 10 (Ref. 7), so the term "noise" is
somewhat misleading. A broadband noise ' with power
spectrum often fitted to f coexists with the NBN.
Various other instabilities, such as steplike, nonperiodic
changes in the voltage or quasiperiodic voltage
pulses' ' have also been reported. The above noise
phenomena are common to all model systems of sliding
CDW conduction.

The most remarkable feature of NBN is that its fre-
quency is proportional to the current carried by the
CDW. ' This proportionality has been verified over a
wide range of frequencies and currents. ' Assuming that

during one period of the oscillation the CDW is displaced
by one wavelength A, , we obtain the following propor-
tionality constant:

ICDw /v: n c e A

where jcDw is the CDW current density, v is the NBN
frequency, n, is the density of condensed electrons, and e
is the electronic charge. Equation (1) has been verified'
on Rbo 3Mo03 with high accuracy, and is also consistent
with measurements' ' on other model systems of sliding
CDW conduction. At low temperatures where n, satu-
rates, Eq. (1) means that the charge displaced during one
period of oscillation is 2e per conducting chain.

Several models have been constructed to understand
the generation of NBN. In one type of model' ' NBN is
generated in the bulk of the crystal due to the interaction
of the CDW with lattice imperfections. The pinning po-
tential which is the result of the collective effect of pin-
ning centers is periodic with respect to a translation of
the CDW by k. This leads to a periodic modulation of
the CDW sliding velocity. Since the velocity-velocity
correlation is finite, the voltage oscillations disappear in
the thermodynamic limit.

Other models assume that the noise originates at
the boundaries of pinned and unpinned regions. In the
model put forward by Ong, Verma, and Maki ' ' NBN is
generated by dislocations of the CDW superlattice, which
are moving perpendicularly to the conducting axis be-
tween sliding and pinned regions at electrode contacts. A
direct consequence of the local noise generation is that
the noise amplitude is constant as the sample length tends
to infinity. The results of experiments ' aimed to
distinguish between local and bulk noise generation by
measuring the volume (sample length) dependence of
noise amplitude are controversial. Similarly, NBN mea-
surements ' on samples with inhomogeneous tern-

perature distribution have been inconclusive.
Although there is no direct experimental evidence of

the existence of CDW dislocations in quasi-one-
dimensional materials, recent theories increasingly
recognize their importance in CDW dynamics. It is well
documented' ' that the CDW current density is usually

40 10 088 1989 The American Physical Society



40 CHARGE-DENSITY-WAVE NOISE PROPAGATION IN THE. . . 10 089

inhomogeneous, and the simultaneous destruction of
CDW order at the whole surface of the boundary be-
tween regions with different sliding velocities is certainly
less favorable than the creation of dislocation lines mov-
ing on the boundary. Besides NBN, experimental obser-
vations attributed to CDW dislocations include the
enhancement of the threshold electric field in short
samples. This enhancement of E~ has been explained
by a contribution from dislocation creation.

In a recent letter we have reported on a voltage insta-
bility appearing at the threshold field for CDW conduc-
tion in a Rbp 3Mo03 crystal. We have found that voltage
pulses appear with a time delay on consecutive sample
segments, i.e., the pulses propagate along the crystal.
The propagation velocity is in the order of 1 m/s, orders
of magnitude smaller than the phason velocity. The fre-
quency of the pulses increases with increasing electric
field, and at high frequencies the pulses from periodic os-
cillations resembling the NBN.

In this paper we give a detailed characterization of this
noise propagation phenomenon based on measurements
on several Rbp 3Mo03 and Kp 3MOO3 samples. A
thorough description of the electric field and temperature
dependence of the characteristic quantities such as propa-
gation delay and the charge associated with the pulses is
presented. Our data suggest that the extra CDW current
associated with the pulses satisfy Eq. (1). We show that
the pulses can be synchronized, or "mode locked" to an
external ac drive, which is a well-known feature ' of
NBN. The pulses are shown to be created at a well-
defined location within the sample, and by experiments
using intentionally inhomogeneous current distributions
we attempt to investigate the pulse creation and pulse
propagation separately. We suggest that the origin of the
voltage instability may be the same as that of any
"narrow-band noise, " and local generation and low veloc-
ity propagation may be a generic feature of NBN. We in-
terpret our findings in the framework of the moving
dislocation loop model by Lee and Rice.

II. EXPERIMENT

part of the data presented here have been measured are
1.5 mmX110 pmX36 pm. The length of a contact is
150—250 pm. The current-voltage (I V)-characteristics
of sample RBL are shown in Fig. 1. The characteristics
display a sharp threshold field for nonlinear conduction,
Ez =0.42 V/cm at 77 K, and a strong nonlinearity above
threshold. Similar I-V characteristics have been mea-
sured on the other crystals.

The sample was driven by a Keithley 220 current
source or a Keithley 230 voltage source with an external
resistance in series at least 40 times (typically 100 times)
larger than the sample resistance to ensure constant
current drive. The arrangement is depicted in the inset of
Fig. 1. The voltage responses of all the three segments
were monitored simultaneously by dc differential
amplifiers with an upper cutoff frequency of 10 kHz. The
preamplifier output was digitized by a Tektronix 5223 os-
cilloscope, and transferred to a computer for processing.

Careful checks have been carried out to exclude spuri-
ous time delays or crosstalks of the signals of the different
segments. By applying a small amplitude 10-kHz ac
current to the sample we have verified that the instru-
mental time delays between segments are smaller than
our time resolution of a few microseconds. We have also
checked that interchanging the preamplifiers does not
affect the measured signals. To estimate the crosstalk be-
tween segments we have applied a 1-kHz ac signal to seg-
ment A (C) in addition to the dc current Rowing through
the sample, and detected on segment C( A). The
crosstalk was small, about —40 dB, the value expected
from the known source and load resistances in a linear
circuit.

B. Basic characteristics of noise propagation

In this section we first illustrate the basic properties of
the noise propagation phenomena by data measured on
sample RBL at 77 K. Then we describe the temperature
variation of the characteristic quantities. Finally a com-
parison with findings on other samples is given. Sections
II C and II D are devoted to the more complex ac-dc in-
terference and inhomogeneous current experiments.

A. Techniques

We have investigated Rbo 3Mo03 and Ko 3Mo03 "blue
bronze" single crysta1s. These two materials have identi-
cal properties for our purposes and both undergo a
Peierls distortion at T&=180 K where incommensurate
CDW's are formed. All the signatures of sliding CDW
conduction have been found and thoroughly investigat-
ed in both systems.

The single crystals used in this study have regular rec-
tangular shapes with the dimension corresponding to the
CDW sliding direction much larger than the perpendicu-
lar ones. Four electroplated copper contacts were ap-
plied to the ultrasonically cleaned crystal surfaces. The
contacts divide the sample into three consecutive seg-
ments labeled A, B, and C. We have studied three
Rbp 3MOO3 samples denoted by RBL, RBM, and RBN,
and two Kp 3Mo03 samples, EL and KM. The dimen-
sions of a typical sample, RBL, on which a considerable
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FICz. 1. The current-voltage characteristics of segment 8 of
sample RBI. measured in the configuration shown in the inset.
The voltage pulses of Fig. 2 appear at the current indicated by
the arrow (T=77 K).
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Upon increasing the current from below threshold,
pulses in the voltage response appear, correlated in all the
three segments. Figure 2 shows the evolution of the pulse
pattern with increasing current at 77 K. The pulses first
appear at a current very close, although significantly
above threshold. The amplitude of the pulses is a few
hundred microvolts, i.e., I —2%%uo of the total voltage. As
the current increases, the time separation of the pulses
decreases rapidly until they form a continuous train of
current oscillations. At even higher currents the quasi-
periodic nature of the pulses is lost and a chaotic
response appears (not shown in Figure 2). This pattern is
very similar to those observed by Gill and Higgs' in
NbSe3, Ong et al. in TaS3, ' and by Dumas et al. in

Ko 3MoO3. "
To characterize the temporal coherence of successive

pulses on a given segment, we have averaged the Fourier
power spectra of time records. Three representative
spectra are shown in Fig. 3. At low repetition rates the
time separation of pulses varies randomly corresponding
to a broad frequency spectrum. A well-defined peak ap-
pears at higher currents, which narrows with increasing
field. The peak is the narrowest at about 100 Hz, then it
broadens again. Above 150 Hz the peak disappears, and
only a broad shoulder is observed.

Figure 4 shows voltage pulses recorded simultaneously
on all three segments. It is obvious from Fig. 4(a) (taken
at a low repetition rate) that the same pulse appears on
all segments, but with a delay on segment B, and with an
even larger delay on segment C, compared to segment A.
This sequence of delays proves that the pulses are due to
instabilities that propagate along the crystal. They are
created in segment 2, and travel towards segment C,
which corresponds to the direction of negative charge
carrier Aow. The propagation delay is in the order of 1

ms, corresponding to a propagation velocity of about 1

m/s. The delay is comparable to but smaller than the
pulse width. The pulses in Fig. 4(b) were taken at a
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higher current. Here the propagation delay shows up as
a constant phase shift between the oscillations on the
different segments.

Because of the low signal-to-noise ratio, we have ap-
plied different averaging methods to measure the propa-
gation delay of pulses. In the first method which we have
used at low frequencies, we average the oscilloscope
traces triggered from the pulse itself in the pretrigger
mode of the oscilloscope. We take the time difference of
the minima of averaged signals as the propagation delay.
The averaged signals are only slightly broader than the
single shot ones.

In an alternative method we calculate the cross-
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FIG. 2. Voltage response to different dc currents in the vicin-
ity of the nonlinear threshold current. Voltage pulses appear in
the response above the threshold (sample RBL, T=77 K).

FIG. 3. Fourier amplitude spectra of the CDW voltage noise
at different currents. (a) At low currents, i.e., at low-pulse
creation frequencies the voltage pulses are aperiodic. (b) At
higher currents a sharp peak appears in the spectrum indicating
that the pulses form quasiperiodic oscillations with well-defined
frequency. (c) The frequency of the peak increases with increas-
ing current (sample RBL, T=77 K).
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correlation function, C;, of the signals of segments i andj: C~(r)=(l/to) f b V (t)b V (t+r)dt, where b. V (t)
= V~(t) —(1/to) f V, (t)dt (to is the length of the time
record), and average the correlation functions instead of
the direct signal. In this case we define the time delay ~;.
between segments i and j as the maximum position of C; .
We have used this method at all frequencies.

The two methods gave similar results although ~ calcu-
lated by the correlation method tended to be slightly
higher than that by the direct average method. Figure 5

displays the dependence of the delay ~&& on electric field
at T=77 K, measured by the correlation method. With
increasing field the delay decreases, i.e., the propagation
velocity increases. Another representation of the data is
shown in the inset of the figure: the delay is plotted
against the inverse repetition frequency, 1/f. The delay
seems to saturate at low frequencies, ~ remains finite as
1/f ~oo.

The pulses are of very similar shape on all segments, al-

though some broadening can be observed as the pulse
travels from A toward C. During the pulse, the voltage
first drops sharply and then returns to the baseline more
slowly. Averaging over a large number of signals reveals
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FIG. 5. The time delay, ~~&, between voltage pulses on seg-
ments A and C as a function of the dc voltage on segment A.
The inset shows ~&& as a function of the inverse repetition fre-

quency of the pulses. The delay remains finite at low repetition
frequencies (sample RBL).

(a) E= 445 mV/cm f=4Hz

a small amplitude tail of the pulse for times as long as
10—100 s, i.e., up to 10 times the pulse width at half
maximum. While the pulse always corresponds to a con-
ductivity increase, the tail may be both an increase or de-

crease compared to the state preceding the pulse. The
sign of the tail may change from segment to segment.
We attribute this very long-time tail to a change in the
normal resistance as will be discussed later in more detail.

We approximate the charge carried by the extra CDW
current, IcDw, associated with a pulse in segment i by

E C

(b)

O
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TIME (10msidiv)

FIG. 4. Voltage pulses recorded simultaneously on the three

sample segments A, B, and C (see the inset in Fig. 1). The
pulses appear with a time delay on consecutive segments indi-

cating a propagation from A towards C. (a) and (b) were taken

at two di6'erent currents (sample RBL, T=77 K).

Q&
= f IcDwdr= fAV&(t)dt

where R, is the resistance of the segment, and 6 V, is the
deviation of the voltage from a "baseline" measured far
enough before the pulses. This calculation is carried out
only for pulses with wide enough separation where the
baseline could be determined. To separate the contribu-
tion to the integral of the long-time tail —assumed to
have a difterent origin —the upper bound was chosen to
be about five times the pulse width at half maximum.
Changing this upper bound by a factor of 2 caused only a
few percent change in the calculated charge.

The charge Q, calculated this way fiuctuates from
pulse to pulse. Figure 6 shows the distribution of charge
magnitudes at two different repetition frequencies ob-
tained at slightly different electric fields. The distribu-
tions are structureless, no sign of charge quantization is
observed. At the lower frequency the distribution is sym-
metric and relatively sharp, the width at half maximum is
about +15%%uo of the average charge. With increasing field
the distribution broadens and becomes asymmetric: a tail
on the low-charge side appears. The maximum of the
distribution moves to a higher charge, but the mean value
is unchanged within 10%. This field independence of the
mean charge has been checked at several fields up to the
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highest frequency where the baseline determination is
still possible (about 15 Hz). The Q, charges associated
with the same pulse on different segments are the same
within a factor of 2. The average charge is in the order of
2e per chain. Using a per chain cross-sectional area of
4. 16X10 ' m, a 2e charge per chain is 3X10 C for
sample RBL.

The current in the pulses is estimated by Q v, while the
total nonlinear current is determined by dc I-V measure-
ments. Since the threshold field for nonlinear conduction
is somewhat lower than the threshold field for pulse
creation, the fraction of nonlinear current carried by the
pulses is very small when the pulses first appear. With in-
creasing field this fraction increases to about 10%%uo.

Figure 7 shows the temperature dependence of the de-
lays between pulses appearing gn difFerent segments and
of the pulse width at a fixed pulse repetition rate. A11
these quantities increase with decreasing temperature at a
rate close to that of the normal resistance. This observa-
tion is in accordance with the general property of CDW
systems that the time scales characteristic of CDW dy-
namics increase exponentially with decreasing tempera-
ture. On the other hand the charge Q associated with the
pulses does not change with temperature within experi-
mental uncertainly in the temperature range of 60 to 80
K.

The basic features of noise propagation described
above for sample RBL have been confirmed on other
samples. Voltage pulses similar in shape to those in Figs.
2 and 4, appearing with a delay on different segments,
have been observed on all crystals investigated. The re-
petition frequency increases and the delay decreases with
increasing electric field.

Figure 8 illustrates the pulse propagation in a
Kp 3Mo03 sample, I@M. It is obvious from the figure that
not only the pulse minima are delayed on difFerent seg-
ments, but also the leading edges of the pulses: when the

0.010 0.015 0.020 0,025
NVERSE TEMPERATURE (K

voltage on segment 3 starts to drop significantly below
the baseline no deviation from the baseline occurs on seg-
ments B and C for a while.

The pulse does not always propagate through all three
segments. This feature is illustrated in Fig. 9 where a
pulse appears on segments 3 and B, but does not

8
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FIG. 8. Time-delayed pulses on the segments of sample KM.
The curves are averages of 10 oscilloscope traces triggered from
the pulses in pretrigger mode. In this sample the ratio of the
time delay to the pulse width is high, and the delay of the lead-

ing edges of the pulses is well visible. (The vertical line is a
guide to the eye. )

FIG. 7. The linewidth of pulses on segment A, the time delay
between the pulses on 2 and B(~»), and between A and

C(~&&) as a function of the inverse temperature. At all temper-
atures the pulse repetition rate was 10 Hz. The solid line shows
the temperature dependence of the normal resistance (sample
RBL).
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FIG. 9. Pulses in sample RBM demonstrate that some pulses
appear only on two adjacent segments but not on the third one.

penetrate into segment C. However, under the same cir-
cumstances, some pulses do appear on all three segments.
Figure 9 also confirms directly that the correlated ap-
pearance of pulses on different segments is not due to
some spurious crosstalk effect. We conclude that the
pulses are created at a well-defined source within the
crystal, but the location of annihilation may vary from
pulse to pulse. In some cases more than one source
operates simultaneously. In the following chapter we
shall further demonstrate the asymmetry of the source
and drain ends of the crystal.

The sign of the charge associated with a pulse can be
either negative or positive as concluded from the compar-
ison of the directions of the electric field and pulse propa-
gation. We found that upon reversal of the current a
source is either inoperational or emits pulses with a re-
versed charge.

The longest pulse width observed did not exceed 5 ms
at 77 K but could be significantly shorter depending on

the sample. Figure 10(d) shows narrow peaks forming
1.4-kHz oscillations with constant phase shifts between
segments on sample KL. On a given sample both the
pulse width and the time delay between segments increase
as the temperature decreases. In different crystals pulses
of similar widths propagate with different delays even if
the repetition frequency is the same. No evident relation
between segment lengths and pulse widths or delays has
been found. The delay, however, has never exceeded the
pulse width. Together with the width, the charge associ-
ated with the pulses varies in a wide range. It seems that
pulses carrying an arbitrarily small charge may exist, but
there is an upper bound of the charge magnitude. This
maximum charge was in the order of 2e per conducting
chain.

In summary, the pulses observed on sample RBL and
characterized in detail in the first part of this section are
stable in the sense that they travel along the whole length
of the crystal, and they originate from the same source.
In some other cases the situation may be more complicat-
ed: several sources may operate simultaneously, the spa-
tial range of the pulses may be restricted, etc. However,
voltage pulses propagating along the crystal have been
observed on all samples investigated.

C. Distinction of source and drain

by combined ac and dc 6elds

In Sec. II B we concluded that the pulses are created at
well-defined sources within the crystal. The observation
that on the r versus 1/f plot r saturates at low repetition
frequencies suggests that different factors control the
pulse creation and pulse propagation. In the following
we attempt to investigate the pulse creation and pulse
propagation separately. We have performed experiments
where the current in the segment in which the pulses are
created is different from the current in the rest of the
sample. In a complementary experiment the current is

C)
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I I I

TIME (2ms/div)

FIG. 10. Narrow pulses on sample XL forming high-frequency oscillations. The time delay between diferent segments shows up
as a phase shift of the oscillations. The vertical lines are guides to the eye. The spacing of the lines is equal to the period of the oscil-
lations.
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homogeneous along the sample, but we suddenly decrease
the current during the pulse to see if propagation can
take place in a field lower than threshold once the pulse is
created.

In the first kind of experiments we make use of the
eFect of mode locking, ' i.e., the interference between
the internal pulse creation frequency and an external ac
drive. In Fig. 11 we demonstrate that the quasiperiodic
voltage pulses can be synchronized by an external ac
current superimposed ou a dc bias. Figure 11(a) shows a
sequence of pulses and its Fourier spectrum for a dc
current without applying an ac drive. The spectrum is
broad and structureless. Figure 11(b) shows the response
to a combined ac and dc current both in time and fre-
quency domains. The frequency of the ac signal is 45 Hz,
about half the repetition rate in the dc case. Mode lock-
ing occurs for small applied ac fields, the amplitude of the

external ac signal is comparable to the amplitude of the
voltage pulse generated within the sample. The mode
locking is obvious in both representations. In the time
domain the relative phase of the external ac signal and
the voltage pulses is constant. In the frequency domain
the whole spectral weight is in narrow peaks at the exter-
nal frequency and its harmonics. The harmonic genera-
tion is much larger than expected from the nonlinearity
of I- V characteristics.

The next step is to apply the external alternating
current to one segment only while the dc current Aows
through all three segments as shown in Fig. 12(a). We
have determined by dc time-delay measurements the
direction of pulse propagation. We denote by 3 and C
the segments in which the pulse source and drain are lo-
cated, respectively. Figure 12(b) shows the pulse frequen-
cy as a function of the external drive frequency at a con-
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FIG-. 11. Mode locking of the voltage pulses by an external sinusoidal ac drive. (a) A sequence of pulses and its Fourier spectrum
for a dc current only without any external ac drive. (b) The time and frequency domain representations of the voltage response to a
combined ac and dc drive. The frequency of the external drive, v,„„and its period, 1/v, „„are indicated in the figure. The internal
pulse creation frequency is two times v,„, (sample RBL, T=77 K).
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stant dc bias in two different configurations. In one
configuration the ac drive is applied to the source ( A),
and the pulses are detected on the drain (C). At low
external frequencies v,„„the pulse creation frequency v is
larger than v,„,. As v,„, increases, the pulse frequency
locks to it and remains locked over a wide range of fre-
quencies until v unlocks again at high v„,. In the re-
versed configuration where v„, is applied to the drain and
the pulses are detected at the source, no locking occurs,
and v stays constant in the whole frequency range; no
anomaly is observed when v„, crosses v.

Another representation of the same phenomenon is
shown in Fig. 13. In this case v„, is kept constant and
the pulse creation frequency is measured as a function of
the dc bias. As a reference, we also show the curve mea-
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FIG. 12. Mode locking with external ac drive applied to one
of the segments only (sample KM, T=77 K). (a) The two
configurations used in this experiment. In addition to the dc
current Rowing through the sample an ac current source is con-
nected to the segment at the end of the sample. The pulses are
detected by the oscilloscope connected to the segment far from
the ac drive. In the two configurations the ac drive and the os-
cilloscope are exchanged. (b) The internal pulse creation fre-
quency as a function of the external ac drive frequency in the
two configurations depicted in (a). Triangles, the ac drive is on
segment 2 where the voltage pulses are created (source); circles,
the ac drive is on segment C where the pulses are annihilated
(drain). The location of the pulse creation has been determined
by an independent dc time-delay measurement. The solid lines
is v= v,„,~ Frequency pulling is only seen when the ac drive is
on the source segment. The dc current was Id, =365 pA, the ac
amplitude was 60 pA.

FIG. 13. The internal pulse creation frequency as a function
of dc current in the same two configurations as in Fig. 12. Solid
triangles, ac drive on the source; solid circles, ac drive on the
drain. v„, is constant (dashed line). v measured without exter-
nal ac drive is also indicated (open circles and triangles, respec-
tively). The pulse creation frequency is only afT'ected if the ac
drive is on the source. The plateau is due to the mode locking,
the shift of the curve towards low currents is due to the non-
linear dependence of the pulse creation frequency on the total
current (sample KM, T=77 K).

sured without an ac drive. When the locking signal is on
the source, mode locking appears as a plateau at v„, on
the v versus Id, curve. At the same time the curve is
shifted towards lower currents with respect to the curve
without an ac drive due to the nonlinear dependence of
the pulse creation frequency on the total current. In the
reversed configuration (ac drive on the drain) the curve is
identical with the reference, i.e., no mode locking or shift
occurs. The spectacular asymmetry of the source and
drain segments in these experiments indicates that pulse
creation in the source segment is independent to a high
extent of the electric field on the segment far from the
source.

D. Propagation in fields below threshold

We have performed various experiments to investigate
the possibility of pulse propagation in electric fields lower
than the nonlinear threshold. In a typical experiment the
current (homogeneous through the sample) is switched
periodically between two levels: Ih; above threshold and

I&, below threshold (Fig. 14). Ih; is applied for time Th;
then I&, is applied for time T&, . With Th; long enough, a
pulse appears with a delay after the rising edge of the
current (locked to the edge) as shown in Fig. 14(a). After
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the mode locking is established, T„; is appropriately re-
duced so that the current is decreased below threshold
during the pulse [Fig. 14(b)]. We observe that in this case
the pulse continues to propagate although the pulse am-
plitude and thus the charge carried by the pulse is small-
er.

In a similar experiment, not detailed here, the current
was constant in time but different in the source segment
and other parts of the sample. We were able to detect
pulses in segment C even if the current was below thresh-
old in B and C provided the current was above threshold
in segment 3 where the source was located.

III. DISCUSSION

The first question to address is the nature of the charge
carriers that lead to the conductivity enhancement during
the pulses. We propose that the extra charge is carried

by moving CDW phase dislocation loop's envisioned by
Lee and Rice. The majority of our results can be
coherently explained within this picture.

Several experiments' ' suggest that for fields close to
the threshold the CDW is depinned in part of the crystals
only. Apart perhaps from samples of extremely good
quality the CDW current is inhomogeneous even for
fields well above threshold where NMR motional narrow-
ing' shows that practically all the crystal is in the dep-
inned state. The reason for inhomogeneous depinning
may be the inhomogeneous distribution of pinning
centers, particularly macroscopic defects such as in-
clusions, and inhomogeneous current injection deter-
mined by the particular geometry of electrode contacts.
Crystal surfaces may also play a role. ' On the other
hand, model calculations ' suggest and x-ray
diffraction measurements demonstrate that the CDW
phase coherence length is long in all directions even in

T IME (20 ms/div)

FIG. 14. Pulse propagation in a field below threshold (sample RBL, T=77 K). The current is switched periodically from a
current I~, =71 pA below threshold to a current Ih; =74 pA above threshoM. After an interval Th; the current is switched back to
Ib. Time-delayed pulses appear in all three segments while the current is high. (a) If Th; is long enough the pulse propagation ter-
minates before the current is switched to the low value. (b) Th; is short and the current is switched to I~, during pulse propagation.
The pulse continues to propagate although the current is smaller than that required for pulse creation (sample RBL, T=77 K).
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the sliding state. Consequently, the solution of the
boundary problem arising on the surfaces between re-
gions of moving and pinned CDW is very unlikely to be a
misfit of the CDW phase on the whole surface, rather it is
the motion of the CDW phase dislocations along the sur-
face.

Since the displacement field of CDW phase deforma-
tions is uniaxial, the Burgers vector of a CDW disloca-
tion is also uniaxial and parallel to the conducting chains.
Let us consider an edge dislocation loop lying in a plane
perpendicular to the chains. Such a loop fulfills two im-
portant requirements for the charge carriers giving rise to
the pulse propagation phenomenon. First, each chain
within the dislocation loop contains an extra charge of 2e
(or —2e) compared to th chains outside the loop, so the
total charge of the loop can be macroscopic as observed
for the pulses. Second, the extra charge is localized to
the plane of the dislocation loop, and if the loop glides
along the chains, the motion of localized charges may re-
sult in time-delayed pulses on different segments.

A possible mechanism for the creation of dislocation
loops is the Frank-Read mechanism as analyzed by Lee
and Rice. Other thermal and athermal mechanisms
have also been proposed. In any case, strong pinning
centers are expected to play an important role in the nu-
cleation process, which may be the explanation of our ob-
servation that pulse creation is localized within the crys-
tal.

There are some important differences between the
motion of CDW dislocations and dislocations in crystal
lattices. In addition to the shear stress as the driving
force of the motion parallel to the Burgers vector of
dislocations ("gliding" ), CDW dislocation loops are sub-
ject to a surface force due to the interaction of the excess
charge within the loop with the electric field. The motion
of dislocations perpendicular to the chains and to the
Burgers vector ("climbing" ) is driven by the elastic stress
of the CDW superlattice. Since climbing does not con-
serve mass, in crystals it is slow because it requires the
migration of vacancies or interstitials. In CDW s climb-
ing is made possible by conversion between the normal
electron and CDW electron Auids. In fact, Ong, Verma,
and Maki' proposed that the most effective mechanism
for CDW —normal-electron conversion (which must occur
at least in the vicinity of electrode contacts for a station-
ary CDW current to fiow) is the transverse motion of
CDW dislocations. On the other hand gliding conserves
the CDW charge.

The above difference between longitudinal and trans-
verse dislocation motions explains that different factors
control the creation and the propagation of the pulses.
This is seen in many experiments: The propagation delay
(or velocity) remains finite as the generation frequency
tends to zero with the electric field approaching the gen-
eration threshold. With decreasing temperature the
threshold field for generating pulses decreases, but the
propagation delay and linewidth increases indicating a
larger damping of the gliding motion. The most spectac-
ular of this kind of experiment is the pulsed current mea-
surement where after creation the pulse can propagate
even in a field below threshold. The threshold corre-

sponds to the creation but not to the propagation of
pulses.

The total charge carried by an edge dislocation loop is
+2en j S where S is the surface area bounded by the loop
and nz is the number of chains crossing unit surface. The
sign can be either positive or negative allowing pulse
propagation parallel or antiparallel to the field in accor-
dance with experiment. The measured maximum charge
is consistent with maximum loop surfaces close to the
sample cross-sectional area on several samples and in a
wide range of temperature and field.

In this picture the distribution of charge magnitudes
(Fig. 6) refiects the distribution of the surface, S, spanned
by the loop. Even when broad, this distribution is struc-
tureless, and no sign of charge quantization is found as
expected for dislocations of continuously varying size.
This is in contrast to the amplitude quantization' of
aperiodic voltage steps observed in TaS3. The decrease of
charge carried by a pulse upon decreasing the field below
threshold after the pulse is created is understood in the
model as the shrinking of its surface.

Even if the charge associated with the pulses indicates
a loop surface close to the sample cross section, only a
small fraction (below 10% in sample RBL) of the non-
linear current is contained in the large pulses investigat-
ed. The assumption that all the nonlinear current is car-
ried by dislocation loops requires the simultaneous ex-
istence of smaller loops giving rise to a background noise.
The paths of dislocation loops may overlap.

The experimentally measured charge may have a con-
tribution from changes of the conductivity by normal
electrons. In fact the very iong-time tail of the pulses can
hardly be interpreted as the motion of localized CDW
charge. Such an interpretation would require the motion
of charges in the order of 10 e per chain by a velocity in
the order of 10 m/s (the latter estimated from the pulse
width and segment length). Rather, the time scale (a few
tens of seconds) is suggestive of normal resistance relaxa-
tion due to the slow rearrangement of the CDW phase
distribution following the passage of the pulse. A model
for the contribution of phase defects to the normal resis-
tance has been proposed by Maki. In addition to the
different time scales the separation of the propagating
pulse from the long tail is justified by the observation that
the sign of the long tail can be either positive or negative.
This observation is consistent with the interpretation that
the origin of the tail is normal resistance relaxation since
it can lead to both an increase and decrease of the resis-
tance. On the other hand the propagating pulses always
appear as a conductivity enhancement. The charge in-
tegral in Eq. (2) is insensitive to the upper bound in the
range of a few times the pulse width at half maximum
suggesting that the contribution of the process leading to
the tail is small at short times compared to that of the
propagating pulse.

The propagation velocity, v, inferred from the propaga-
tion delay is in the order of 1 m/s. This is about 3 orders
of magnitude smaller than the phason velocity. In a
simplified picture the pulse width is W=(d+l )/v where
I is the segment length and d is the longitudinal extent of
the charge carrier, while the delay is ~=l/v. This is in
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agreement with the finding that 8' and ~ increase with
the same rate as the temperature decreases provided d is
constant or at least its change is not as fast as the ex-
ponential decrease of the other two quantities.

The observation that 8'~ ~ implies that the spatial ex-
tent of the carriers is in the order of the sample length in-
dicating that pulse propagation is more complex than the
motion of a charge localized in the plane of a dislocation
loop. A possible explanation is that long-range CDW de-
formations form during pulse creation. The relaxation of
the CDW deformations on the millisecond scale may
then inAuence the pulse shapes and complicate the exper-
imental determination of propagation delay. The behav-
ior at high generation frequencies rejects the long-range
interaction of successive pulses. We have never observed
two pulses in the same segment, i.e., the propagation de-
lay was always shorter than the time delay between suc-
cessive pulses on the same segment. This suggests that
the perturbation of the field and elastic stress by an emit-
ted pulse influences the formation of the succeeding one.
On the other hand, the spectacular asymmetry of the
"source" and "drain" segments in the mode-locking ex-
periments unambiguously show that pulse creation is lo-
calized within the sample and highly independent of the
electric field in the segment far from the one where the
pulse is created.

In the following we examine the possibility that the
narrow-band noise observed in all CDW systems has the
same origin as the voltage pulses studied in this paper.
Obviously, the voltage pulses possess most of the distin-
guishing properties of NBN. The pulse generation rate
increases with increasing electric field and at high repeti-
tion rates the pulses form oscillations with fairly high
coherence. Although it is difficult to prove it directly,
the charge carried by the pulses is consistent with 2e per
chain in accordance with Eq. (1). Like NBN, the voltage

pulses display interference phenomena in combined ac
and dc fields.

The most serious difficulty of identifying the NBN and
voltage pulse phenomena is the frequency range of obser-
vability. While NBN has been observed up to several
hundred kHz in blue bronzes and up to several hundred
MHz in NbSe3, the highest well-defined frequency we
have found is about 2 kHz. We continue our search for
samples with coherent high-frequency oscillation. Pre-
liminary results on TaS3 indicate the existence of
coherent, time-delayed oscillations on difFerent sample
segments up to 100 kHz.

In conclusion, we have described a voltage instability
related to the depinning of CDW's in the blue bronzes
Ko 3MoO3 and Rbo 3Mo03 ~ Voltage pulses are created at
well-defined locations within the crystal and appear with
a time delay in other segments of the sample. The max-
imum charge displaced by a voltage pulse is in the order
of 2e times the number of conducting chains in the crys-
tal. The pulse generation frequency increases and the
time delay decreases with increasing electric field. Pulse
propagation shows an exponential slowing down with de-
creasing temperature. We interpret the voltage instabili-
ty in the framework of a moving CDW dislocation model
proposed by Lee and Rice. The low velocity propaga-
tion may be crucial in the understanding of the narrow-
band noise.
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