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A method is described for calculating the effective electron-electron interaction in the vi-
cinity of a polarizable molecule. The technique is applied to a numerical calculation of this
interaction for dye molecules which are possible candidates for providing the attractive inter-
action for the proposed excitonic superconductor. The frequency and spatial dependence of

this interaction is calculated, and a useful upper limit is obtained for the strength of the inter-
action near a single dye. Good agreement is found betwe'en the calculated and observed oscil-
lator strengths, which indicates that these methods can provide a useful guide for precise cal-
culations of the coupling strength for any proposed model system.

I. INTRODUCTION

In an earlier series of papers, referred to here-
after as I, II, and III,' ' we considered the effects
of correlations among the m electrons in large con-
jugated hydrocarbons and the effects that these
would have upon the effective electron-electron in-
teraction between electrons in these molecules.
The principle motivation for this was a need for
more accurate methods for calculating the energy
levels and transition densities of highly polarizable
molecules, which are of interest as candidates for
providing the excitonic interaction in a proposed
high-temperature superconducting material. '

Earlier work by one of us had used an extremely
crude and naive form of molecular orbital theory
in considering that problem, and it was upon the
outcome of these calculations that it was concluded
that high-temperature superconductivity could be
expected in certain macromolecular systems. The

approximate nature of those calculations was crit-
icized by Paulus, as was the final conclusion. The
purpose of the present paper is to reexamine this
problem or, more precisely, to examine the de-
tailed nature of the dynamic effective interaction be-
tween charges in the vicinity of a highly polarizable
molecules, such as a dye using the more sophisti-
cated techniques of I, II, and III. We consider how

closely one can explain theoretically the experimen-
tally observable behavior of these dyes, aad dis-
cuss the degree of precision one can place upon the
effective interaction calculated by these means.
We examine the spatial variation of this interaction
in order to determine how such rnolecules might be
used effectively to provide an excitonic attraction
between electrons in a neighboring conductive medi-
um. Because of the many imaginable conformations
in which an array of such dyes might be found, we

have not attempted to discuss the complete problem
of both the conductive medium and the dye array.
We leave that to a later paper.

One of us has argued ' that a net attractive inter-
action between two electrons should result if these
electrons are confined to move in the vicinity of a
highly polarizable medium. The attraction arises
in a similar manner to that induced by the phonon-
electron interaction in a superconducting metal.
In such a metal one electron polarizes the neighbor-
ing ionic medium, while the second is attracted to
the polarization cloud. Because of the inertia of the

ions, the attractive component of the net interaction
is delayed in time compared to the nearly instanta-
neous Coulomb repulsive component, and for this
reason the attractive component can dominate. In
the proposed excitonic mechanism the lattice ionic
polarizability is replaced by an electronic polariza-
bility. Similar arguments to the above apply to this
case except that the time scales are shorter and the
energies involved appreciably larger.

II. DYNAMIC EFFECTIVE INTERACTION

We consider then the problem of calculating the
dynamic effective interaction between two charges
in the neighborhood of a polarizable molecule. This
interaction has two parts: first, a component due
to the instantaneous Coulomb repulsion between the
two and, second, a component which comes from
the dynamically induced charge on the nearby mole-
cule.

Our objective is to calculate this effective inter-
action to an accuracy limited only by the accuracy
with which we can calculate the energies and excited
states of the molecule. The low-lying excited states
of the molecule dominate the frequency-dependent
part of the effective interaction, while the higher
excited states give an appreciable contribution to
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the net interaction, but a contribution which is not

strongly frequency dependent in our region of inter-
est. This suggests a method of handling the various
excited states in the effective interaction which

closely parallels a method used within a molecule
discussed in II. This method gave good accuracy
for low-lying excited states. We wish to retain this

accuracy in our calculation of the effective interac-
tion. The method we used there was as follows.

First we carried through a Huckel calculation of
the 7j electron of the molecule and from this obtained

a first approximation to the excited energies and

molecular orbitals. This allowed a calculation to be
made of the effective interaction between electrons
within the molecule by summing the bubble diagrams.
Using this effective interaction we then obtained
the self-consistent-field (SCF) orbitals and energies
which were used in a configuration interaction (CI) cal-
culation from which the low-lying singlet excitations
were obtained. To do this we divided the single-parti-
cle-hole configurations into two sets, A and 8. Set A
contained the low-lying excitations, and set 8 all
the others. The excitations of set B were used to
calculate an effective interaction for the matrix ele-
ments between the configurations of set A used in
the CI matrix. The justification for this over-all
procedure and the results obtained by this means
for the absorption spectra of some planar hydrocar-
bons are described in G.

Our calculation of the effective interaction in this
paper follows along similar lines. First we note
that the net interaction between two point charges
at r, and r2 consists of the sum of the direct Cou-
lomb interaction between the charges located at r,
and r&, and the sum of all possible contributions
which result from the virtual excitation of the mol-
ecule.

Our calculation of the effective interaction in this
paper follows along similar lines. First we note
that the net interaction between two point charges
at r, and rz consists of the sum of the direct Cou-
lomb interaction between the charges located at r,
and r~, and the sum of all possible contributions
which result from the virtual excitation of the mole-
cule.

Using the above method we obtain the low-lying
excitations. However, as pointed out in II
[Eq. (10)], these excitations are partially screened
by the higher-energy excitations of the molecule,
which thus weaken the oscillator strength of the
low-lying excitations. The interaction of the exter-
nal charge with the low-lying excitations can there-
fore be represented diagrammatically as in Fig.
1(a). At low frequencies which is the region of
principal interest to superconductivity, the effective
interaction is dominated by these low-lying excita-
tions. For a correct xepresentation of this interac-
tion then it is essential that the frequency depen-
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FIG. 1. (a) Diagrammatical representation of the
screened interaction (shaded bubble) of an external charge
at R& with the low-lying excitations of a molecule (open
bubble) and the resultant screened response at another
external point R2. The high-energy excitations alone con-
tribute the screening of the shaded bubble. (b) Diagram-
matical representation of the Coulomb interaction between
two points R~ and R2 lying outside a molecule and the
screening (shaded bubble) of this interaction as a result
of the high-energy excitations of the molecule.

dence arising from these terms be retained. This
requires that we know both the excitation energies
and their widths. It appears that the widths of the
low-lying electronic levels are determined by cou-
pling to the vibrational states of the molecule.
Rather than attempt to calculate this, we use the
empirically observed widths of these levels in the
calculation of the frequency-dependent effective in-teractionn.

In addition to the low-lying excitations, the field
of the external charge will be screened by the virtu-
al excitations of the higher-energy configurations.
This can be represented as in Fig. 1(b). The fre-
quencies of these excitations in a dye are typically
a factor of 3 or 4 greater than that of the principal
low-lying level. So that on the time scale appropri-
ate to the low-lying excitations we may treat these
higher excitations in the static approximation. This
is similar in philosophy to the procedure discussed
in II. Our approximation is to use these two classes
of diagrams together with the above approximations.
By so doing, we retain the accuracy of our earlier
results for the low-lying excitations both in regard
to their energies and oscillator strengths, and in
regard to their frequency dependence. We contri-
bute no error through the use of the empirically ob-
served widths. We take the major contribution of
the higher excitations into account in regard to the
net interaction, but ignore the weak frequency de-
pendence of this contribution. This yields a tract-
able procedure which, because of the inclusion of
the configuration-interaction calculation, should be
appreciably more accurate in determining the fre-
quency-dependent effective interaction in our region
of interest than could be obtained by simply sum-



D YNAMIC E F F EC TIVE E LE C TRON- E LEC TRON IN TE RAC TION. . . 819

ming the bubble diagrams for all the configurations.
A test of the accuracy of this method cannot be given
at this time for it probes details of the interaction
which are not accessible to optical measurements.
However, inelastic electron scattering experiments
which are currently underway in our laboratory, in

principle, can examine these details, and it is hoped
that experimental results can be compared with the
theory at a later stage.

Using the above approximation together with the
rules for describing diagrams, Figs. 1(a) and 1(b)
then give the following expression for the frequency-
dependent interaction V(r„rs, (d) in the vicinity of
the molecule:

Re V(r„rs, (d) = V0(r„rs}

higher configurations of set B in (4) of the coupling
to the low-lying excitations. This factor represents
the shaded bubbles of Fig. 1(a). The second factor
containing the sum over set 8 represents the direct
screening by these higher configurations. The sim-
pler energy dependence of this term results from
the static approximation discussed earlier.

The absorption is given by

ImV(r„rs, (0)

V0(r„rs) 0 (r„r4, (d) V0(r4, rs), (6)
f32 F4

where

A(rs, r4, (z))

1 1=Em» z ()z.(». &l
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». z ),, z, ~ („z),z ).
(7)

+ Z V0(r„r,) II(r„r4, &0) V0(r4, rs), (1)
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where

II(rs» r4)(d)
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( z )

",z.) 2» (» )z (»i). .
4 p (r ) p («) (2)E„B

in (2), F„ is the inverse of the width of the low-
lying excitation and the first summation is over the
set of configurations lying within the set A. The
transition density p„(rs) in the first summation is
that given by Eq. (10) of II, i. e. ,

p„(r1)=BR 1(r„rs)Q "d»c» c„, . (&)
1'2

Here v describes the excited state composed of par-
ticle-hole states I k, y) having coefficients "d,„which
are obtained by diagonalizing the CI matrix. Here
R (r„rs) is the inverse of the matrix R defined as
in II by the expression As time evolves this results in an oscillation of

charge within the dye given by 2a(1 —a')' ' $0(,
&& cosE„t. The amplitude is a maximum when the in-
tensity of the impulse is such as to leave
a=(1 —a )', i. e. , a= I/v 2. Hence after the im-
pulse, the amplitude of the maximum field at a
point R2 which lies outside the dye, which can be
generated by the induced oscillatory charge, is

(R2) f $0(r1} VO(r1 R2} $1(r))dr1

R(r„rs)=5, ,„+ZZ "
E

"
V,(r', rs).

4'p„(r, ) 'p„(r ')
1' 2

(4)

In this summation over the configurations of set
B and in that of (2), the transition densities 'p„(r, )
are the uncorrected transition densities given by

(5)'p„(r,)=c,„c„,

In ( I) the contribution from higher excited states,
i.e. , those of set B, give a negligible contribution
in the low-frequency region.

These expressions are obtained under the as-
sumption that the interaction of the field with a par-
ticular excitation is small compared to ~ + E„.
Where this is violated, other diagrams will contri-
bute to (2) and (6). For a two-level system such as
that associated with the principal absorption of a
dye, the problem has been solved for an arbitrary
strong interaction. However, the expressions which
result are complicated because the stationary states
of the dye are themselves seriously perturbed by
the interaction. A more useful result can be ob-
tained by noting that under an impulse the dye will
in general be left in a configuration which is a linear
combination of the ground state $0 and the excited
state g„

4(&)=(I-as)"2 4+« ""'0, . (6)

where the particle-hole configuration Il, m} is lab-
eled p. The c~ „are the molecular orbital coeffi-
cients in the linear-combination-of-atomic-orbitals
(LCAO} approximation and k is the state and r the
atom.

The contributions to (2) can be understood by not-
ing that the factor R in (3) contained in p„ in the
sum over A, represents the screening due to the

When go is the ground state and g, is a singlet ex-
cited state, we obtain

V ~(R2)= v2 f p„(r,) V0(r, , R2)dr, , (10)

where p, (r, ) has the same meaning as in Eq. (5).
We can generalize this result to the case where the
higher configurations screen the oscillating field.
This causes 'p„(r, ) to be replaced by p; (r, ), as
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FIG. 2. Theoretical and experimental spectra of the
absorption intensity of a 4, 4'-cyanine and a 4, 4'-carbo-
cyanine dye. The ethyl linkage is represented by Et.

given in (3).
The importance of this result is that it gives the

maximum screening field that a single level of the

dye can produce. Hence it puts a bound on the mag-
nitude of the effective interaction through an expres-
sion analogous to (1),

V(R
& ~ Ra) —Vo(R & ~ Ra) a Vmm(Ra)»

where R, is the source of the field and R2 is the

field point, and hence an indication when the expres-
sions (2) and (5) break down. Note that the reci-
procity between R, and R2 is lost now owing to the
saturation of the response of the dye. Later we in-
dicate the magnitude of V~ for the dyes which we
have considered.

We have calculated these by direct evaluation of
the expression (10). One may note too, that
V „(Ra)can be arrived at approximately from the dif-
ference between Va(R„Ra) and V(R„Ra, 0) as given
by Eqs. (1) and (2). Usually for a dye, the sum
over 8 in (2) is small while the sum over A is dom-
inated by the single strong dye absorption. This

single term is then approximately —(2/E„)V'„(Ra)
if R, and R~ are chosen to be equidistant from the
dye.

III. NUMERICAL PARAMETERS
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In the numerical calculations on the cyanine and
carbocyanine dyes we used the following param-
eters': ate=-11. 2 eV and 0.&=-24. 7 eV for the
Coulomb integrals; y«=10. 6 eV and y»=13. 3 eV
for the repulsion integrals; and P« = —2. 3 eV and
pc„= —1.8 eV for the resonance integrals between
atoms within the ring. For the resonance integral
between atoms in the conjugated chain, we have used
the value of Pcc= —1.4 eV. This value of Pcc is
considerably smaller than the usual value —2. 3 eV
attributed to the overlap integral between carbon
atoms. It was arrived at after trying all other rea-
sonable adjustments of a&, y», and pcN. None of
these adjustments could account for the observed
energy of the principal absorption of the dye. How-

ever, the use of the single parameter P«= - 1.4 eV
for the overlap between atoms in the conjugated
chain gave the observed energy for each of the cya-
nines and carbocyanines considered and, as we
shall see later, approximately the correct oscillator
strengths as well. This strongly suggests that the
overlap between the atoms is weaker than for car-
bocyclic carbons. This result is not surprising,
perhaps, in view of the degree of strain and Qex-
ibility of this chain.

Et

FIG. 3. Orientation of the dye molecule relative to the
points r& and r2 used in the computation of the effective
interaction.

FIG. 4. Effective interaction in the vicinity of the
4, 4'-carbocyanine dye, where r~ and r2 are 3A above
and below the plane of the dye, respectively. Curve (a)
is real part of total effective interaction; (b) Coulomb
repulsion screened only by higher configuration; (c) un-
screened Coulomb repulsion; (d) and (e) limits set by
Eq. (11); dashed curve, imaginary part of total effective
interaction.
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The calculated and observed results for the 1,
1'-diethyl-4, 4'-cyanine and carbocyanine dyes are
compared in Fig. 2. The empirical full width at
half-maximum of the principal absorption peak was

taken from experiment" and used in the theoretical
calculations. 'Ihe observed oscillator strengths for
these transitions given by f= 4. 315X10 fcdv were
calculated from the data of Mees" and gave the val-
ues shown. The theoretical oscillator strengths
derived from the molecular orbital (MP) calcula-
tions, on the other hand, gave the theoretical re-
sults shown, assuming in each case that the mole-
cules are in their fully extended form. The agree-
ment is reasonable. It should be noted that the
screening of the higher m- m~ configurations in gen-
eral reduces the oscillator strength of the lower
transition through the factor R '(r, , r~) in the tran-
sition density defined in Eq. (3). This we take into
account. The screening of the o electrons should
give a similar reduction. We believe that the re-
maining difference between the observed and calcu-
lated oscillator strengths which amounts to about
15% is due to this o screening. For while the Pari-
ser-Parr-Pople semiempirical parameters' take
into account o screening indetermining the values of
y» and y,z, they do not take into account the correc
tions to the oscillator strength which would arise
from a screening through a factor analogous to
R (r~, rz) obtained for the v screening.

IV. RESULTS

In Fig. 5 we show the spatial variation of the ef-
fective interaction for several frequencies where r&

is taken in the plane of the dye, 1.4 A. from the
quinoline nitrogen, and r~ is taken at various dis-
tances away from r, on a line perpendicular to this
plane. As the frequency approaches the resonance
frequency of the dye (1.79 eV), the effective inter-
action becomes less and less repulsive and then,
just below this frequency, becomes quite strongly
attractive over a substantial region near the dye.

It is of special interest to observe how this effec-
tive interaction varies as a function of the location
of the line rz —r, . In Fig. 6 we show the relative
strength of the contribution from the low-lying ex-
citations to the effective interaction for r, and ra
lying on a line perpendicular to the plane of the dye
and passing through each of the points shown. In
each case this line is located a typical bond length
1.4 A from the nearest atom in the dye. It is inter-
esting to note that the contribution to the effective
interaction is not strongly peaked near the nitrogen
atom, but is relatively constant near the entire end
of the dye. Chemically, this is important since the
attachment to the conductive spine need not be
made at the nitrogen site, but rather could be made
at the more accessible carbon site on the adjacent
ring.

Finally, we show in Fig. 7 the real part of the
effective interaction for the three dyes, the cyanine,
carbocyanine, and dicarbocyaine dyes. In Fig. 8,
n=0, 1, 2.

We have computed the effective interaction
V(r, , rz, &u) between points in the vicinity of several
cyaninelike dyes. We thought it would be most use-
ful to consider the situation where r, and r~ lie out-
side, but near one end of the dye and on a line per-
pendicular to the plane of the dye, as shown in Fig.
3. The real and imaginary parts of the effective in-
teraction are given by Eqs. (1) and (5), respective-
ly, using the results of the LCAO MO calculation.
We have assumed that r~ and r 2 lie on carbon atoms
for which y»=10. 6 eV as before.

A typical result is given in Fig. 4 for the carbo-
cyanine dye where r& and r2 are located at a distance
of 1.4 A from the nitrogen atom of the quinoline and
3.0 A above and below the plane of the dye, respec-
tively.

Curve (a) is the real part of the total effective in-
teraction. Curve (b) represents the Coulomb repul-
sion screened only by the higher configurations,
i.e. , those of set B. In each case 16 particle-hole
configurations were used in set A and the remaining
100 odd configurations in set B. Curve (c) repre-
sents the unscreened Coulomb interaction. The
broken curve is the imaginary part of the total ef-
fective interaction. The limits set by Eq. (11)are
shown at (d) and (e). These will be discussed later.

eV

FIG. 5. Spatial variation of the effective interaction
near the carbocyanine dye along the line rp2 at various
frequencies, 0. 00, . . . , 1.74 eV.
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low-lying excitations to the effective interaction for r~r2
passing through the given points near the carbocyanine.
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This shows rather clearly that the effective inter-
action becomes more strongly attractive as the tran-
sition dipole of the molecule is made larger with in-
creasing length of the conjugated chain.

V. DISCUSSION

From the comparison of the experimental and

theoretical results of the oscillator strengths and

energies, it appears that one can calculate these to
an accuracy of about 15%. This was done by ad-
justing the overlap integral p« for the atoms in the

conjugated chain of the dye to obtain the correct en-
ergy for one such dye. Approximately the correct
energy for the principal absorption and the correct
oscillator strength were then obtained for several
related dyes. In each case, the theoretical calcula-
tions overestimate the oscillator strengths by about
15%. %e attribute this to the neglect of v screening

of the transition dipole. By correcting the theoreti-
cal oscillator strength by a factor of 0. 85 to take
this into account, close agreement can be obtained
for the oscillator strengths in each case. The ap-
proximate agreement of these oscillator strengths,
however, does not give us any direct information on
the transition densities themselves, but only on
their dipole average. However, it is reasonable to
believe that the molecular orbital treatment which
gives agreement to this accuracy should also give
approximately the correct transition densities as
well. On the basis of this belief, we can attribute
an accuracy of about 15$ also to the values obtained
for the effective interaction, for this depends upon
the transition density to the same order as does the
oscillator strength. As indicated earlier, a direct
measurement of these transition densities would be
valuable as a check against the theory, and experi-
ments on these lines are currently under way.

At this accuracy, the results are close enough to
the observed quantities for the theory to be useful
as a guide to both the choice of dye and the choice
of a point of attachment.

For the three dyes considered, n=0, 1, 2 of Fig.
8, the maximum screening field given by Eq. (10),
with p replacing 'p at the points considered in

Figs. 4 and 7, was found tobe 0. 56, 0. 65, and 0. 67
eV, respectively. For a single dye, this represents
an upper limit on the attractive component at these
points. However, in a repeated structure formed
by an array of dyes where the two electrons, which
interact via this effective interaction, have their
wave functions distributed over many unit cells,
this limitation no longer applies. In that case, each
dye is weakly polarized by the distributed electron
charge, and the screening field is the sum of the
contributions from each dye. The upper limit on

this screening field is then the sum of the maximum
contributions from each dye. Roughly speaking
then, it would appear from Fig. 7 that three or four
dyes would be needed over the 6-A region between r,
and r~ to obtain a net attractive component large
enough to cancel the Coulomb repulsion of 2. 26 eV.
The dyes, of course, will interact with one another,
and hence the exact behavior would be rather com-

-2.0—

-40—

FIG. 7. Comparison of the real part of the effective
interaction near (a) the cyanine, (b) the carbocyanine,
and (c) the dicarboeyanine. Here (d) is the unscreened
Coulomb interaction. Points r~ and r2 are 3 A above
and below the plane of the dye and 1.4 A. from the quino-
line nitrogen.

()
Et N

—CH CH~CH N Et

FIG. 8. The three dyes considered: the di-ethyl-
cyanine, -carbocyanine, and -dicarbocyanine iodide dyes
(n = 0, 1, 2 ). The ethyl linkage is represented by Et.
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plicated. At this point it appears that something of
the order of three or four dyes would be needed for
each pair of electrons, in order to obtain an attrac-
tive interaction in the conductive pathway.

In regard to the question of superconductivity, it
should be noted that it is the contribution of the Cou-
lomb pseudopotential which plays the role ultimately
in determining the effective interaction at low fre-
quencies in the energy-gap equation, rather than the
Coulomb potential itself. It may be recalled that in
the BCS energy-gap equation' the repulsive interac-
tion at high frequencies introduces correlations be-
tween the pairs such that the effective Coulomb
pseudopotential U& is reduced below the Coulomb
interaction Vc [curve (b) of Fig. 4] by a factor of
the order of 1/[1+ V+(0) 1n(Es/En)], where Es is

approximately the width of the conduction band,
N(0) the density of states at the Fermi surface, and

E&, in this case, the energy of the dye absorption,
rather than the Debye energy. This factor could re-
duce somewhat the restrictive conditions discussed
above; however, by the same argument, any repul-
sive contribution which might arise at very low fre-
quencies from vibrational or phonon modes would
have the opposite effect and, depending on the band
structure of the conduction electrons, might well
dominate. So it is impossible at this stage to de-
termine whether or not the effective interaction
could be attractive without taking into account these
details and the effects of interactions between the
dyes. %e leave these considerations to a later
paper.
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