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The role of various parameters in our theory of inelastic-electron tunneling associated with
the excitation of surface plasmons is clarified in order to refute Duke's criticism. It is shown
here that our theory involves only one adjustable parameter, which canbe determined indepen-
dently from the random-phase-approximation analysis of surface plasmons. Hence there are
no adjustable parameters in fitting theory to experiment. We have fortified the claim of agree-
ment between our theory and experiment by a calculation of the background, and a detailed
comparison with raw experimental data. Predictions from both the inelastic surface-plasmon
excitation model and the electron-bulk-plasmon interaction model are compared. The surface-
plasmon excitation model provides a far superior fit to the experimental data.

Recently carrier -concentration-dependent broad
structures in the d2f/dV' characteristics of n-type
GaAs-metal tunnel junctions have been observed
independently by Tsui' and by Duke et al. These
observations have been interpreted as being caused
by the mechanism of inelastic tunneling associated
with the excitation of surface plasmons (SP) in the
GaAs electron by Tsui. Subsequently, Ngai et al.
have presented a theory of inelastic-electron sur-
face-plasmon interactions in metal-semiconduc-
tor junctions. Their calculated inelastic SP emis-
sion structure in d I/d V agrees with experiments '

both in magnitude and line shape. A different point
of view was taken by Duke et a/. , who identified
such structures with self-energy effects in the GaAs
electrode resulting from electron —bulk-plasmon
interaction. In a recent paper, Duke has criticized
the reliability of the bulk-plasmon (BP) energy as
arrived at by Tsui, ' using values of the electron
concentration ~ obtained from sample suppliers.
Such doubts have been removed when Tsui and
Barker' subsequently made infrared-ref lectivity
measurements to determine directly the BP en-
ergies of the GaAs samples. Their results there-
fore fortified the interpretation of excitation of
surface plasmons in the GaAs electrode by tun-
neling electrodes. Furthermore, Duke, 4 though
acknowledging that the line shapes as calculated
by Ngai et a/. ' look much better than those cal-
culated by Duke et al. , stated that "Ngai et al. '
permitted themselves the luxuries of five adjustable
parameters (y, a, k, z, d, and P,«) and an arbitrary
background subtraction procedure. . . ." One of the

purposes of this communication is to refute this
statement by clarifying the roles of the parameters
and by showing that the theory involves essentially
one adjustable parameter for determination of the
line shape. Moreover, its value as determined
by comparison with experiment' agrees with the
prediction of the random-phase -approximation
(RPA) analysis of surface plasmons. '

In our treatment of the inelastic current as-
sociated with SP emission, we used an average-
square-barrier modelv to represent the tunnel
junction at biases in a relatively narrow energy
range about the SP energy. P,«and d are fixed
parameters that enter into this model description
of one -electron tunneling. Their chosen values
(P,« = —,

' eV, d = 100 A) are inferred from indepen-
dent measurements. y, a, and k, 2 are parameters
characteristic of SP. Plasmons of small wave-
length can decay through energetically possible
electron-hole-pair excitations and the result is
Landau damping. For SP, Landau damping (LD)
plays a vital role. The reason is that an SP os-
cillation of surface wave vector Q cannot be a plane
wave along the direction normal to the surface and
consequently the eigenfunctions along this direction
contain components of very small wavelength, which
are responsible for increased damping. The
microscopic theory of SP indicates that LD intro-
duces a finite imaginary part to the SP frequency
which is linear in Q. Introducing a characteristic
wave number Q, defined by the equation Q, = &u,/v~,
where cu, is the plasma energy and v~ is the Fermi
velocity, we expressed3 this result as
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FIG. 1. Line shapes for various values of y as indi-
cated in figure. 0. is fixed at the value required by the
RPA analysis. The electron concentration is z =9.5
x 10"/cm'.

Imuo= o.Q/Q, .

Besides the introduction of LD, the microscopic
theory will yield a modified Bere~. The RPA treat-
ment of SP by Feibelman has shown that the cor-
rection to Recco= 2 t

&u, (1 —e ~~)~t2 is of second
order in Q/Q, and thus negligible in comparison
with the LD effects in Im~z. If we put

Retro = 2 &u, (l —e o )'~(1+yQ/Q )
2 (2)

as we did in Ref. 3, then the RPA analysis implies
y=0. All the line shapes as reported in Ref. 3
mere calculated with y =0 in accordance with the
result of the RPA analysis. We defined' Q,2
(same as k,2 in Ref. 3) by the condition 1m&so c2= 0. 2 Be~, . The results are relatively insensitive
to the exact numerical factor entering the last equa-
tion, as long as this factor is of the order of unity.
From Eqs. (1) and (2) it follows that Q, 2 and o are
interrelated. Since the LD is a monotonic function
of Q, the SP of wave vector Q & Q, 2 are not well-
defined modes of excitation. Thus contributions to
the inelastic current from these SP can be neglected.
Consequently we have, within the present model of
SP excitations, a theory for the line shape which
involves only one adjustable parameter, namely,
9 ~

The dashed curve in Fig. 1 as well as in Fig. 2
of Ref. 3 in Fig. 2 has been obtained by subtracting a
background from the experimental curve. This back-
ground, although not exactly known, is not arbi-
trary. It is smooth and it coincides mith the exper-
imentally observed curve when the difference

I cu —&u, /v'21 is larger than 20-30 meV. These re-
strictions specify the background within certain
limits which have been estimated and indicated by
an error bar in Fig. 2 of Ref. 3.

The one-parameter fit between theory ' and ex-

periment (after the background subtraction) has
been made' and the best fit corresponds to n/&u,
= 0.035, for all different samples studied by Tsui. '
On the other hand, the RPA analysis of Feibelmans
predicts that the LD of SP is of size

9 215/4 q 21/2 (3)

D=(DO/2&0)(&t+K) . (4b)

in Eqs. (4) D, is the barrier penetration factor of
an electron at the Fermi energy for V=O, Eo is a
quantity with units of energy E, hu&~/2, k„ -is the
component of the electron momentum parallel to
the plane of the junction, f is the Fermi energy,
r =k kz/2m*, and (~= (k k /2m~) —K. Equations
(4a) and (4b) for D are identical to those used by
Duke et a/. in Ref. 2. As they note, 2 models
(4a) and (4b) adequately describe the "background"
characteristics of the data.

Using Eqs. (4) and following Duke et al. ' (but
without including the effects of the electron —bulk-
plasmon interaction) one obtains for the background
conductance, dI/d V,

dI/dV = (const)(f+e V)

The background dlI/dV' is given by

d I/dV =(e otn)(sK eV+) .

(5)

Consequently, the background d I/dV' is uniquely
determined by Eq. (6) and by the observation that
it must coincide with the raw experimental data
when the difference 1 &u —~, /v 21 is larger than
20 —30 meV. We have compared the experimental
results (after the subtraction of the background

where Q, = (2m', /lf) t . This can be rewritten as
Imno = or Q/Q, with ar = (v/2 Vt ) (Q,/Q, ) &u, . From
the data' both Q, and Q, can be calculated. We find

nz /&u, = 0. 03, which is in excellent agreement with
the va. lue of n/cu, =0.035 that gives the best fit to
the data for all samples. To demonstrate further
the unimportance of y, which we have put equal to
zero in all previous line-shape calculations, we
here let y vary over a large interval while keeping
n/&u, =0.035, a constant throughout. The line
shapes are shown in Fig. 1. It can be seen that for
y as high as 0.1 the result remains almost un-
changed.

In order to demonstrate that the agreement be-
tween theory and experiment as shown in Fig. 2
of Ref. 3 is not due to a "convenient" choice of the
background, we summarize the results of a calcu-
lation of the background d I/dV, based on either
of the two equivalent models for the barrier pene-
tration factor D, i.e. ,

D = (D, /&, )(k'k, ', /2m )
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FIG. 2. (a) The (d I/dV )f ~y calculated from Eq. (6)

of the present work and Eq. (4) of Ref. 3 for Scu, =96 meV.
The values of the parameters are o. =0.035&v~, P&z=~ eV,
d=100 A. The results are relatively insensitive to the
values of y. (b) Tsui's data (Ref. 5) for (d I/dV )t,~& from
an n-type GaAs sample labeled n = 6.3 x10 /cm; ~~ is
the bulk-plasmon energy of the GaAs electrode determined
optically at 78 K. (c) Data of Duke et al. (Ref. 2) for
(d'I/dV)««, from an n-type GaAs sample labeled n =6.2
&10 /cms; the arrows indicate thepositionof the infrared-
reflectivity minimum measured on the tunneling sample
at room temperature.

determined as explained above} with our theoretical
results for d'OI/dV~ as modified when one uses in
Eq. (4) of Ref. 3 the value of dI/dV given by (5).
The changes from the results shown in Fig. 2 of
Ref. 3 are minor and tend to improve the agree-
ment between theory and experiment.

In Fig. 2 we present for comparison some of the
raw experimenta, l data of Tsui & and Duke et al.
together with our theoretical calculations for
(d Iq'dV )„„,= d I/d V +d 5I/dV, where d I/dV is
given by Eq. (6) and d 5I/dV by Eq. (4) of Ref. 3.
It should be noted that the theory of Duke et al. pre-
dicts a characteristic structure (a dip followed by
a bump as shown in Fig. 5 of Ref. 2) in (d I/dV )„„,
located at e V = 1.7k~~. In addition, the magnitude
of this characteristic structure seems to be incon-

sistent (much larger) with the magnitude of the ob-
served structure (see Fig. 6 of Ref. 2}.

Duke has also criticized Tsui for attributing his
observation of "no systematic dependence of the
half-width on the electron mobility of the sample"
to "the nonideal boundary between the electron
plasma and the tunneling barrier. " This criticism
is appropriate, but we can explain the observation
in a natural way from the predictions of our detailed
theory. ' Tsui has observed a strong dependence
of the half-width on the electron concentration but
not on electron mobility. Our theory & indicates
that the half-width is determined roughly by the
sum of electron collision broadening and LD at Q
near Q, , (indeed at such high values of Q, LD dom-
inates over collision broadening). It is clear from
Eq. (3) that the size of the LD depends linearly on

u„ i.e. , is proportional to (n)'~3. Indeed, a plot
of the measured half -widths from Tsui's data versus
pg exhibits a linear behavior. &

In summary, by attributing the observed struc-
ture to SP excitations we were able to explain all
the relevant experimental features. As we have
shown here, our theory involves essentially one
adjustable parameter (o) which can be determined
independently from the RPA analysis of surface
plasmons. On the other hand, the alternative ex-
planation attributing the observed structure to BP-
electron interactions in the electrode predicts a
minimum in d I/dV at an energy h'&u~ (qo), where qo
is the maximum BP wave vector, 4 in disagreement
with the available experimental results. &

' Thus
the SP excitation picture appears to be the natural
explanation for both Tsui's and Duke et al. 's data.

In conclusion, it should be noted that the calcu-
lation of the electron self-energy by Duke et al.
suffers from two unjustified approximations: (i)
replacing the vertex part I' by unity and (ii) re-
placing the electron propagator by the free-elec-
tron propagator. As has been pointed out by
Lundqvist, who used approximations (i) and (ii),
it is very difficult to justify approximation (i) since
little is known about the vertex part I' for energy
transfer of the order of hru&. Recently Pendry
has demonstrated by summing ladder diagrams that
the effective electron-BP coupling will be reduced
as a result of his "alculation. Regarding the second
approximation, it seems to be inconsistent with
Duke et al. 's results; they find that the electron
propagator is drastically different from the free-
electron propagator.

We would like to thank J. Ruvalds for useful
comments.
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In an earlier paper the temperature dependence of H~3 in a strong-coupling type-I supercon-
ductor was determined and compared with the theory of Eilenberger and Ambegaokar (EA).
An error in the EA theory is now taken into account. The dc resistivity appropriate to the sur-
face-sheath region has been obtained by a more consistent method. When these new factors
are considered, the results suggest that the discrepancy between theory and experiment is due
to a more fundamental reason than just experimental inaccuracy.

Recently' we have presented data on the tempera-
ture variation of the surface-sheath nucleation field
(H, ~), in a strong-coupling type-1 superconductor
(0. 25 at. % Bi in Pb). In that paper we compared
our experimentally determined value for the slope
(dH, ~/dT) I r (- 224 G/'K} with a prediction for that
quantity based on the theory developed by Eilen-
berger and Ambegaokar (EA) for this material
(-188 G/'K). The latter is a phenomenological
theory in which the Landau-Ginzburg equations
have been generalized to include strong-coupling
effects. We attributed most of the discrepancy be-
tween theory and experiment to possible uncertainty
in several experimental parameters which must be
put into the EA equations in order to extract a value
for the slope. In particular, we noted that since
we had no direct means for determining a value for
the dc conductivity in the surface sheath, of neces-
sity we used the conductivity of the bulk material,
which is easily measurable. Since the presence of
surface scattering processes would make the re-
sistivity in the surface larger than that of the bulk,
we were aware that our calculated slope could be
expected to be too small, as was the case.

It is the purpose of this paper to point out sev-
eral subsequent developments which relate to the
results and discussion in the above-mentioned
paper. We find that, when these new factors are
considered, the disagreement between theory and
experiment is somewhat increased, and we now
believe that the discrepancy is of a more fundamen-
tal nature than had previously been supposed.

Qf primary significance is a recent paper by
EA in which they pointed out an error in their
original work. As a result, each of their predicted
values for (dH, ~/d T}I r should be decreased by the
factor 0. 68. The authors pointed out that the fairly
good agreement which had been demonstrated be-
tween the theory and data taken on pure lead, must
now be considered as being spurious. The same
correction factor would apply to our material.

We have also managed to make progress toward
obtaining a value for the dc conductivity in the sur-
face of our alloy. We have used the following re-
sult by Goodman which relates the Ginzburg-
Landau parameter & in dilute alloys to that of the
pure material through the dc resistivity:

K= K +7. 5x10'py'~

Here, the subscript refers to pure lead, p is the
dc resistivity, and p is the coefficient of the elec-
tronic specific heat. We have determined & from
our data by plotting v(T) = H, a(T)/2. 4H, (T) vs T,
and extrapolating to T,. Several authors have mea-
sured H, ~(T) in pure lead, ' ' so that it should be
possible to determine Ko from their data by the
same method. However, these measurements
disagree somewhat with each other. This disagree-
ment is presumably due to differences in the sur-
face conditions of the samples used. To obtain a
value relevant to our work we have measured ~(T)
in a pure single-crystal lead sample which had
been carefully prepared in a manner identical to
that used in the case of our alloy. Thus, the sur-


