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The use of the neutron spectrometer inthe quantitative determination of neutron scattering
¢ross sections is discussed in detail, The explicit analytical dependence of the total detection
efficiency of the three-crystal spectrometer on incident and scattered neutron energies as well
as on instrumental parameters is presented, and measurement of the energy sensitivity of the
analyzer-detector system is described, A comprehensive treatment of two-crystal inelastic
scattering is given, and a practical method is developed for carrying out the inelastic analysis
of two-crystal data using the experimental elastic resolution function. The quasielastic ap-
proximation is discussed, several mechanisms which extend its range of validity are described,
and its applicability is shown to depend on a parameter which is a dimensionless combination
of the variables in the problem. These techniques are applied to the measurement of the spin~
pair correlation function, in the neighborhood of the critical point, for the ideal Heisenberg
antiferromagnet RbMnF;. The predictions of dynamic-scaling theory, recently proposed by

Halperin and Hohenberg, are extensively tested and find strong support in experiment.

The

energy widths of the scattering, measuredinthe region T = Ty, are compared with theoretical calcu~
lations for the Heisenberg antiferromagnet by Résibois and Piette and by Huber and Krueger. The
measurement, by means of the two~crystal diffractometer, of the static correlation function

at the critical point is discussed in detail, and direct evidence is presented for departure from
the classical Ornstein-Zernike behavior. The parameter n, which measures this departure,

is determined by means of three independent experiments and, after the inelasticity of the
scattering is taken into full account, is found to be 0.055+0.010., Measurement of the critical
indices above Ty gives y=1.366+0,024 and v=0.701 0,011, and the static scaling relation
v=(2=n)v is verified. Below Ty, we find $=0.32+0.02 and v’ =0.54 0, 03; these valuesare
consistent with the static scaling relation 28= (1 +n)v’, whereas the symmetry relation v=v’

ig violated.

OUTLINE
Introduction
Cross sections and experimental arrangement
Two-crystal elastic resolution function
Results of two~crystal measurements

A. Determination of x and 7
B, Determination of v, vy, and p; static scaling

Three-crystal resolution function
Results of three~crystal measurements

A. Dynamic scaling
B.  “Critical” region
C. Hydrodynamic region; T>Ty

D, Characteristic frequency for general values of

g and «
E. Inverse range parameter for T <Ty

Approximation methods for two-crystal inelastic

scattering; analysis of the quasielastic approxima-

tion
A. Case of perfect resolution

1. Formulation
2. Quasielastic approximation in region II
(g>«)

a. Failure of constant-§ approximation
b. An “energy-averaging” mechanism

compensating for failure of constant-§

condition
¢. A “g-averaging’” mechanism compen-

4

B.

sating for failure of constant-g condi-
tion

3. Quasielastic approximation at a general
temperature

a., Compensation mechanisms for T >Ty
b. Inelasticity corrections to x and v

4. A two-crystal method for minimizing
errors in v arising from inelasticity

Case of finite resolution
1. General

a. Formulation of the quasielastic approxi~
mation for finite resolution

b. A practical method for applying the
‘“elastic resolution function” approxi-
mation to inelastic analysis of two-
crystal data

2. Inelastic analysis of two-crystal data for
RbMnF; in region I (g > k)

Appendix: Inelastic scattering in the two-crystal experi-

3206

ment

A. Definition of the two-crystal inelastic
resolution function

B. Evaluation of the two-crystal inelastic
resolution function

C. The “elastic resolution function” approxi-
mation



| >

I. INTRODUCTION

The magnetic scattering of neutrons as a function
of energy and momentum transfer determines, in
principle, the complete space-time spin pair-cor-
relation function, from which, in turn, all intrinsic
magnetic properties can be obtained. While it is
difficult to carry out this determination directly,
one can fit the observed scattering to theoretical or
empirical forms for the correlation function and,
by evaluating the associated parameters, obtain a
detailed description of static and dynamic proper-
ties. Even this simpler procedure is far from
straightforward, inasmuch as sizable corrections
for instrumental resolution and energy sensitivity
are often required. We discuss these corrections
in detail and indicate how, building on earlier work
of Cooper and Nathans, ! they can be applied in
quantitative fashion. Spatial correlations, which
are ordinarily obtained from two-crystal experi-
ments by invoking the quasielastic approximation,
may be seriously in error because of the inelastic-
ity of the scattering. In view of the importance of
the two-crystal method, we have carried out a
comprehensive analysis of the quasielastic approxi-
mation and have obtained estimates of the correc-
tions involved.

We have used both two- and three-crystal tech-
niques to study spin correlations in rubidium man-
ganese fluoride RoMnF; in the vicinity of its mag-
netic critical point. This compound is an ideal
magnetic system in many respects. It is simple
cubic in the paramagnetic phase and undergoes an
antiferromagnetic transition at 83 °K in which the
unit cell is doubled (ay=8.453 at 83 °K) and the
spins order by alternating in sign along each cube
edge, as shown by Pickart, Alperin, and Nathans. 2
The x-ray studies by Teaney, Moruzzi, and Argyle3
indicate essentially no detectable departure from
cubic symmetry in passing through the Néel point.
Windsor and Stevenson* have demonstrated that
RbMnF; is well described by an isotropic, nearest-
neighbor Heisenberg Hamiltonian. Their spin-wave
dispersion measurements indicate a nearest-neigh-
bor exchange constant of 0.29+0.03 meV, a sec-
ond-neighbor constant of less than 0. 02 meV, and
very little anisotropy. The antiferromagnetic res-
onance experiments of Teaney, Freiser, and
Stevenson® indicate, in fact, that the magnetic
anisotropy is only 4.5 G. Critical scattering from
RbMnF; was first investigated by Nathans, Menzin-
ger, and Pickart, ® who reported the existence of
magnonlike excitations above the Néel point and,
using high-resolution techniques, observed the
critical slowing down of spin fluctuations that had
been predicted by Van Hove and previously reported
for terbium by Als-Nielsen, Dietrich, Marshall,
and Lindgard.” This slowing down in the neighbor-
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hood of the critical point had not been found pre-
viously since, as Marshall® pointed out in discussing
the earlier measurements, the experiments were
performed with relatively low resolution and were
thus insensitive to the long-range fluctuations,
whose detection requires small wave-vector trans-
fer. Preliminary accounts® of some aspects of the
present work have also been published. We note
that some of the previously quoted numerical values
have been recomputed on the basis of more complete
analyses of inelasticity corrections and of experi-
mental errors.

The many similarities exhibited by dissimilar
physical systems undergoing second-order phase
transitions have led to a search for general princi-
ples underlying all such transitions. - One such idea
is that of scaling, which has been generalized re-
cently by Halperin and Hohenberg?® to include dy-
namic as well as static phenomena. The central
concept here is that the behavior of the space-time
correlation function is determined essentially by
the ratio of the wavelength of the spin fluctuations
to a single range parameter characteristic of the
system. We have tested the theory of dynamic
scaling by measurement of the energy and momen-.
tum dependence of the critical scattering from
RbMnF;. Our results strongly support the concept
of dynamic scaling and confirm specific predictions
of the theory. We have obtained analytical expres-
sions for the full correlation function at the Néel
point, and for the characteristic frequencies, or
energy widths of the scattering, above the transi-
tion. These frequencies are in good agreement
with those calculated for the Heisenberg antiferro-
magnet by Résibois and Piette!! and by Huber and
Krueger. '2

Critical indices ¥ and v, describing the limiting
behavior of the susceptibility and range parameter
respectively for T> Ty, have been obtained from
our two-crystal experiments after applying the nec-
essary corrections for inelasticity.  The data have
been analyzed in terms of the simple Fisher and
Burford'® approximant for the scattering and direct
measurements have been made of the parameter 7,
giving the departure from Ornstein-Zernike behav-
ior. The static scaling relationship ¥ =(2-1n)v is
well obeyed, but v is found to differ significantly
from the corresponding index v’ determined from
inelastic measurements below T4. The indices y
and v agree well with those obtained by Jasnow and
Wortis!* for the Heisenberg antiferromagnet by
high-temperature series expansions.

The plan of the paper is as follows: In Sec. II,
we give cross sections and a general description
of the experimental arrangements for the two- and
three-crystal experiments. In Sec. III, the mea-
surement and use of the two-crystal elastic resolu-

‘tion function is discussed. Experimental determi-
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nation of mosaic spread and collimation parameters
is described. In Sec. IV, we give the results of
two-crystal measurements. Use of the simple
Fisher-Burford approximant for the scattering is
justified and several independent determinations of
7 are described. Values of the inverse range pa-
rameter K as a function of temperature, as well as
the critical indices v, v, and B are presented and
certain static scaling relations are tested. Section
V treats the determination of the three-crystal res-
olution function from measured instrumental param-
eters and its use in quantitative intensity calcula-
tions. Detailed analytical expressions are pre-
sented for the dependence of the total detection effi-
ciency on incident and scattered neutron energies
and on instrumental parameters. Measurement of
the energy sensitivity of the analyzer-detector sys-
tem is described. In Sec. VI, the results of three-
crystal measurements are presented within the con-
text of dynamic-scaling theory. The correlation
function is described in the “critical” region, where
momentum transfers q are large compared to K,

and in the “hydrodynamic” region above Ty where

g < k. An analytic expression for the characteristic
frequency is given for general values of ¢ and K.
These measurements are discussed in relation to
dynamic scaling and to calculations for the Heisen-
berg model. A determination of the critical index
v’ from inelastic measurements in the hydrodynam-
ic region below Ty is described in this section. In
Sec. VII, we present a comprehensive analysis of
the quasielastic approximation and discuss several
general mechanisms which extend its range of use-
fulness. Corrections arising from inelasticity are
evaluated for k and v and a method is proposed for
determining v with minimal error from this source.
Corrections are discussed for the case of finite res-
olution and a practical method is developed for car-
rying out the inelastic analysis of two-crystal data
using the experimental elastic resolution function.
This method is applied to an independent determina-
tion of 7. In the Appendix, we derive the two-crys-
tal resolution function for the case of inelastic
scattering and discuss its use in determining “con-
stant-angle” cross sections.

II. CROSS SECTIONS AND EXPERIMENTAL
ARRANGEMENT

The scattering of neutrons from a magnetic crys-
tal is closely related to the spin-correlation func-
tion. Assuming that, over the crystal as a whole,
the spin directions are randomly disti'ibuted, the
“diffuse” cross section for the case of exchange
coupling only, is given by

d%
dQUdE,

2 ” . -
& 71:.‘:‘ 7 @] Ef dt et @ F-0t)(5E (0). 634(2)) .
(2.1)
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Here nQ=7K, -7k, is the neutron momentum change;
f(Q) is the neutron scattering form factor; 7w =E;
- E; is the neutron energy loss; 08:(f)=3:(t) - 5
is the deviation of a spin from its average value,
and (85,(0)- 65:(2)) gives the correlation of the spin
deviation at position T and time ¢ with that at the
origin at £=0. With a suitable experimental ar-
rangement, the scattering corresponding to a given
change of neutron momentum h’é and energy 7w
measures the (@, w) component of the space-time
Fourier transform of the correlation function. The
experimental results reported here for inelastic
scattering were obtained using a three-crystal neu-
tron spectrometer in the “constant—é” mode. Such
an instrument is shown schematically in Fig. 1.

In operation, a neutron beam from the reactor is
monochromatized by reflection from a germanium
crystal M scattered from the sample crystal S and
reflected by a germanium analyzing crystal A into
a BF; detector.

The total scattering in a given direction, regard-
less of energy transfer, is a quantity that can be
relatively easily obtained experimentally by replac-
ing the analyzing crystal of Fig. 1 by a detector.
The cross section for this so-called two-crystal
case is given by the line integral of Eq. (2.1) with
respect to energy, along the path of the scattered
beam. It is to be noted that Q (and therefore E,) is
not constant along the path, but rather a function
of the energy transfer Zw. For 7w sufficiently
small compared to the incident energy E;, devia-
tions from the elastic values can be ignored and the
constant-angle experiment is equivalent to one at
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FIG. 1. (a) Schematic representation of the three-crys-
tal spectrometer. (b) Vector diagram of the scattering
process in reciprocal space.
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constant Q. Equation (2.1) can then be integrated
over energy to give

2 - - -
le%fx 7@ Z e F (85,0)- 55:(0)),

relating the scattering at fixed angle to the static
spin-correlation function. For Zw < kT, this ex-
pression can be shown® to reduce to the “quasielas-
tic” cross section

0 < |1@|* T x@, (2.2)
where x(ﬁ) is the wavelength-dependent susceptibil-
ity.

In the three-crystal experiments, the collimators
shown in Fig. 1 were of the Soller type with a nomi-
nal horizontal divergence, given by the ratio of the
distance between vertical septa to the length of the
collimator, of approximately 20 min of arc. No
vertical collimation was used other than that pro-
vided by the 2-in. vertical opening of the slit sys-
tem and the 3.5 in. diam of the reactor beam tube
which extended approximately 9 ft beyond the in-
Pile collimator. The monochromator and analyzer
were germanium crystals cut parallel to (110) and
reflecting from (111) in transmission geometry.
They had been plastically deformed'® to give rocking
curves with a “full width at half-maximum” of ~12
min. The incident beam intensity was monitored
by a fission counter. Angular settings were made
to an accuracy of 0.01° using optical encoders con-
trolled by an on-line computer. 16 Measurements
were made at approximately 6.6, 13.0, and 47.0
meV, the last being close to the maximum of the
Pile spectrum. The lower energies are subject to
severe contamination by higher-order neutrons,
particularly those of third order, since the second
order is eliminated by the vanishing of the (222)
structure factor in germanium, Higher-order neu-
trons were removed by a filter consisting of a 2-in.
block of oriented pyrolytic graphite inserted into
the beam before the sample. T At the lowest incom-
ing energy, the response of the analyzer as a func-
tion of energy change in the sample was found to be
appreciably distorted by additional Bragg scattering
from reciprocal lattice points which are simultane-
ously present on the sphere of reflection. A de-
crease in scattering by the analyzer is in fact ex-
pected at an energy for which such simultaneous
Bragg scattering can occur since these neutrons do
not enter the counter. To minimize this effect, the
analyzing crystal was rotated about its scattering
vector so that simultaneous Bragg scattering oc-
curred only for energy changes that were larger
than about 7 meV.

To achieve horizontal resolution in the two-crys-
tal experiment that is as good as that obtainable
with a three-crystal spectrometer, it turns out to
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be necessary to decrease the horizontal collimator
divergences. The increased intensity available in
the two-crystal experiment makes this feasible and
also permits an improvement in the vertical resolu-
tion. Thus, in the two-crystal case, the following
arrangement was used: 10-min horizontal collima-
tion in the in-Pile region, 10-min vertical collima-
tion between the monochromator and the sample,
and 10-min horizontal and 10-min vertical collima-
tion in front of the counter. The germanium mono-
chromator in this case had a rocking-curve width
of 6 min and all measurements were carried out at
an incident energy of approximately 48 meV
(\~1.34). )

The single crystal of RoMnF3, approximately
4 cm?® in volume, was grown from the melt by
Linz.!® The full width at half-maximum of the
rocking curve was 4 min, with some additional
mosaic structure in the wings. The crystal was
mounted with a (110) axis vertical. Both the two-
and three-crystal measurements were made in the
vicinity of the (111) magnetic reflection. The sam-
ple was contained in a sealed aluminum can filled
with helium exchange gas. A platinum resistance
thermometer was placed inside a hole drilled into
the bottom wall of the aluminum container. A re-
sistance heater was attached to the bottom surface of
the can. This assembly was connected by a suitably
adjusted thermal resistance to a large copper block
tail-piece of a variable temperature Dewar. The
temperature of the copper block was regulated to
+0.2°K. The sample assembly, in turn, was reg-
ulated by means of an ac resistance bridge19 and
the platinum resistance thermometer to +0.005 °K.

IIIl. TWO-CRYSTAL ELASTIC RESOLUTION FUNCTION

In the conventional elastic two-crystal measure-
ment® the intensity of scattering is given by the
convolution of the cross section with an effective
resolution function R,(q —§,), where § is a vector
drawn from 277, a reference reciprocal lattice
point, to a general point in reciprocal space and @,
extends from 277 to the center of the resolution
function (see Fig. 2). R, is itself a convolution of .
the true instrumental resolution function with the
mosaic distribution of the sample. For a nominal
instrumental setting corresponding to a displace-
ment §, from the reciprocal lattice point, and a
cross section (do/df) (§), the intensity is thus

@)= [ % @ R@-3)aq . (3.1)
R, can be obtained experimentally in the usual way
using the magnetic Bragg reflection as a probe. It
is important to observe that the resolution function
obtained in this way is entirely elastic and not nec-
essarily appropriate to an experiment which inte-
grates over energy. It will be shown in the Appen-
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FIG. 2. Diagram of the scattering geometry in recipro-
cal space for elastic scattering. % and kpare the inci-
dent and scattered wave vectors corresponding to the most
probable process and define the most probable wave vec-
tor transfer Q,,;. Vector Q refers to a general elastic
scatbei'ing process. Reference regiprocal lattice point
is given by 277. Components of AQ in thé scattering plane
are referred to axes Xy and X,.

dix, however, that its use is proper whenever the
energy changes are small enough to justify using the
“quasielastic” expression for the cross section.

In the experimental determination of the resolu-
tion function by means of the Bragg peak, it is con-
venient to use a nonorthogonal coordinate system
centered at the reciprocal lattice point 277, with
axes i, , 1y, and 4y defined in reciprocal space by
the angle of rotation ¢ of the sample about the verti-
cal axis, the counter angle 20, -and the angle of
rotation y of the crystal about an axis in the horizon-
tal plane and perpendicular to 277. The resolu-
tion function R, was obtained on a three-dimension-
al grid by making a series of ¢ scans for different
settings of 26 and x. The angular increments in 26
and X were 0.02° and 0.1°, respectively, whereas
the interval in ¢ was 0.02° in the central region
(£ 0.2°) and 0.05° outside this region. Scans were
terminated when the intensity dropped to 0. 5% of
that at the center. The maximum number of grid
points covered were 45 along @, , 31 along #,, and
25 along .

The effective resolution function was obtained at
54 °K using the (111) magnetic reflection. The mag-
netic scattering at this temperature is intense and
only slowly varying with temperature. The data
taken at this temperature are, however, subject to
a small error arising from extinction. If the angu-
lar distribution of mosaic blocks in the sample is
correlated with size (as would be the case, for ex-
ample,.if blocks in the wings of the mosaic distri-
bution were actudily smaller-in size), then the con-
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volution with the mosaic distribution would contain
a weighting factor arising from the variation of ex-
tinction with angle. This weighting factor should
not be included in the effective resolution function
used to analyze data in the critical region where ex-
tinction is absent. ¢ scans taken as a function of
temperature did in fact show a small variation in
shape, whereas, no effect was observed in the #g
and 7, directions. (This is understandable inas-
much as the mosaic distribution does not change in
the @, direction, and along #, the resolution is too
poor to see the effect.) The variation of shape with
temperature disappeared several degrees below the
Néel point (83 °K) and the data at 81 °K, which ap-
peared to be unaffected either by extinction or crit-
ical scattering, wereusedto correct the low-tem-
perature resolution function. The intensity in the
wings of the 81 °K profiles, normalized to that in
the center, was approximately 25% lower than that
in the 54 °K scans, but the half-width was decreased
by only about 5%. The final values for the half-half
widths of the resolution function along @, , #,, and
iy were 0.07°, 0.10°, and 0.48°, respectively, or
expressed as lengths in reciprocal space, 0.0016,
0.0083, and 0.0107 A™'.

Analytical expressions of the resolution function
for the three-crystal spectrometer and for elastic
scattering by the two-crystal spectrometer have
been obtained by Cooper and Nathans.' They as-
sume a Gaussian shape for the collimator trans-
mission function and for the monochromator (and
analyzer in the three-crystal case) mosaic block
angular distribution. The two-crystal elastic reso-
lution function depends on the setting @,, the most
probable wave-vector transfer, and is given by

R(4-34,)=R(6Q)
=R, exp[—$(M; X3+ M, X, Xp+ M3y X5+ Mgy X3)],
(8.2

where Q is a general wave-vector transfer and X;
are the compon'ents of Aé: 6 - -Q:,‘ with respect to the
following set of orthogonal axes: the X, axis is -
antiparallel to the scattering vector Q'G, the X, axis
is contained in the scattering plane and is directed
towards the inside of the sphere of reflection, and
the X, axis is vertical.?! The connection between
the vectors § and @ is shown in Fig. 2. The My,
are involved algebraic expressions containing, be-
sides k; and Q,; the standard deviations of the
Gaussian monochromator mosaic block distribution
(ny) and of the horizontal and vertical collimator
transmission functions (@ and 8). The mosaic
spread parameter of the monochromator 1, was ob-
tained from a rocking curve (¢ scan) of the mono-
chromator placed in the sample position, with a
perfect crystal, reflecting at the same angle, em-
ployed as monochromator and with the monochro-
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FIG. 3. (a) Comparison of theoretical and experimental
horizontal two-crystal elastic resolution functions, Solid
curves represent the 75 and 50% contours of the resolu-
tion function and the points are experimental values. Re-
ciprocal axes X; and X, are in units of 10 A", () Dia-
gram showing the relative orientation of the resolution
ellipsoid with respect to the scattering geometry.

mator-to-sample collimator removed. Under these
conditions the rocking curve gives 7, directly. %
(Note that the same result could have been obtained
by rocking a perfect crystal in the sample position
with the nronochromator fixed in its usual position. )
The collimation parameter @ was obtained from a
detector (i.e., 26) scan with the crystal held fixed.
The theoretical expression for such a scan is given
by Eq. (35) of part IIT of Ref. 1 for the case of a
perfect sample. In'the case where the sample has
finite mosaic spread, one can obtain the equation
for the detector scan by convoluting the general ex-
pression for I(¢p, 26), given in Eq. (41) of this ref-’
erence, with the mosaic spread of the sample. The
result is

T ~ L3
1(29) =Io exp [— 3z Nﬁ(AZG)z <1 - (F'”'!'+’ k,!Hs!)N!)] )

where the notation is that of Ref. 1. The term con-
taining L s goes to zero for the case in which 65=6,
(focusing condition) and the monochromator-to-
sample collimator is removed; it is negligibly
small under the conditions of actual measuyrement,
where the sample was RoMnF; (95~ 7. 8°) and the
monochromator was germanium (6,~ 11, 7°).

For a Gaussian distribution, the standard devia-
tion is given by 0,425 w, where w is the full width
at half-maximum. In the determination of the colli~
mation parameter &, a somewhat better fit of the

4 QUANTITATIVE ANALYSIS OF INELASTIC SCATTERING IN..,.

3211

experimental detector scan was obtained with
@=0,446 o', where o’ is the geometrical aperture
of the slit, given by the slit opening divided by its
length. (Ideally, the collimator transmission func-
tion should be triangular, but imperfections in the
slit system and scattering from the walls make it
more nearly Gaussian. ® If the Gaussian is fitted
to a triangular distribution at the center and at the
half-width, one finds @=0.425 o’.) The resolution
function for the two-crystal experiment was calcu-
lated using 7y = 2.7 min and @ =4.46 min. The ver-
tical collimators were geometrically identical to
the horizontal collimators and the parameter 8 was

‘assumed to be related to the aperture in the same

way as @, The vertical mosaic spread parameter
of the monochromator was assumed equal to the
measured horizontal value. - Figure 3 shows good
agreement between experimental and calculated
values of the 50 and 75% resolution function con-
tours in the horizontal plane, The observed and
calculated vertical resolution functions agree well,
as can be seen in Pig. 4. The effect of sample
mosaic (1g=1,6 min) on these curves is small and
has not been included in the calculations.

IV. RESULTS OF TWO-CRYSTAL MEASUREMENTS

This section deals with the results of two-~crystal
measurements in the critical region above and be-
low Ty in the vicinity of the (111) magnetic recipro-
cal lattice point, The data above Ty are analyzed
in terms of the quasielastic approximation. - The
question of the range of validity of this approxima-
tion together with appropriate corrections for in-
elasticity are covered in detail in Sec. VII and will
not be discussed here, -

Measurement of the angular distribution of dif-
fusely scattered neutrons can he used to determine
the (static) staggered susceptibility, x, as well as

e L L L B L L I I B B
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FIG. 4. Comparison of theoretical and experimental
vertical resolution functions,
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the inverse correlation range parameter k, using
the quasielastic approximation given in Eq. (2. 2)
for the cross section. Data have been analyzed using
an expression for the wavelength-dependent sus-
ceptibility given by Fisher and Burford, 3 who have
evaluated the Fourier transform of the reduced
static spin pair correlation. Their first-order ap-
proximant for this Fourier transform, which rep-
resents an improvement over the classical Ornstein-
Zernike approximation, is ‘

A(T)

X(q,, T)T=<——z )M/z .

igl (4.1)

Here A is a very slowly varying function of the tem-
perature T and 7 is a small positive quantity which
is calculated to be 0.056 for the Ising model®® and

0. 02-0. 03 for the Heisenberg antiferromagnet, u
but which is precisely zero in the Ornstein-Zernike
approximation. On approaching the critical temper-
ature Ty, both the staggered susceptibility and the
correlation range diverge. The critical eprnents

¥ and v, which characterize the nature of the diver-

_
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gence, are defined by
A(T)\I-" 2 T=T.\""
(DI my
and
T - Ty’ "
K~ (——T——i) (T~ Ty). (4.3)
N
These definitions lead to the relation
Y= (2 - 7))”, (4- 4)

which is a generalization of the Ornstein-Zernike
result (y=2v).

A. Determination of kK and n

Diffuse scattering data, obtained from ¢ scans
using a two-crystal spectrometer, were collected
at a number of temperatures above Ty and a non-
linear least-squares analysis was used to determin
the parameters k, 7, and A. The expression for
the observed intensity is, using the coordinate sys-
tem described in Sec. III,

A 1-n/2 Qs qy, 4
I = ; ; R . J (2L 2E) doodg,dgy + B.
(4, J]‘J‘(Kh(q9c0393)2+(q°—q9s1n63-qo—8z)2+q§ > 40,26, 0x) (119,%,%) Qo024

Here s, represents a possible error in the orienta-
tion of the crystal in the g, direction and B is the
background. The background, consisting of a g ,-
independent component and higher-order nuclear
Bragg séattering contributions, was obtained from
a run at 7 - Ty ~50°, which had been previously
corrected for residual magnetic scattering computed
on the basis of preliminary estimates of the param-
-eters. The constant component was consistent with
values obtained in the critical region by missetting
crystal and counter. The background was held fixed
in the least-squares analysis. The results of this
analysis are listed in Table I. The only weighting

(4.5)

—
applied to the input data was that due to the statisti-
cal counting error of the individual points. Since
the fit to the data becomes progressively more in-
sensitive to the value of 77 as the temperature is
raised, 7 was held fixed beginning at 84. 50 °K at
its average value of 0. 067 obtained from the lower
temperature data. The over-all agreement is good,
although the residue o is somewhat larger close to
the Néel temperature: This probably arises from
a combination of several factors: (a) the larger
resolution correction; (b) greater sensitivity to
temperature fluctuations and temperature gradients
over the sample; (c) progressive failure with in-

TABLE I. Least-squares fit of two-crystal data above Ty. Quoted errors are one standard deviation.

T(K) 10242 10%2(4-2) n sz(deg) Residue
83.055 2.014+0.016 2.436+ 0,133 0.082+0.004 0.027 +0.001 4.14
83.074 1.990+0.014 6.780+ 0.205 0.070+0. 004 0.008 +0.001 2.75
83.12 1.991+0.016 18.26 + 0.47 0.064 0. 005 0.009 0. 001 3.20
83.166 1.964+0.012 26.92 + 0.62 0.070 0. 005 0.008 +0.001 1.39
83. 24 2.006+0.015 52.85 + 1.02 0.063 +0.006 * 0.003 +0.001 2,24
83.301 1.972+0.018 68.43 + 1.98 0.065 +0. 009 0.028 0,002 2. 57
83. 60 2.028 £0.020 212.6 =+ 4.5 0.058+0.010 0.0140.002 2.41
84.50 2.074+0.013 756.7 + 8.1 0.067 0.014 +0.005 3.05
86. 031 2.100+0.024 2088 + 41,0 0.067 0.064 +0.015 0.72
89.695 2.234+0,033 8460 +183 0.067 0.025+0.010 1.50
97.956 2.566 +0,074 21800 £830 0.067 —0.014£0.065 1.59

Note that the quantity A defined in Eq. (4.5) contains an instrumental normalization parameter.
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FIG. 5. Least-squares fit of two-crystal data at T
=83.055 °K with k =0.00156+0.00005 A" and n=0.082
+0.004. Quoted error is evaluated solely on the basis
of the counting statistics. Counting interval is six minutes
of time. (¢ =5° corresponds to a ¢ of 0.11 A-1,)

creasing counting rate of a weighting scheme based
solely on counting statistics. Even in the worst
case, however, the fit to the data is good in an ab-
solute sense as can be seen in Fig. 5.

The existence or nonexistence of 1, i.e., the de-
viation, if any, from Lorentzian behavior of the dif-
fuse scattering cross section is a matter of some
interest. From Table I, one notes that 7 remains
sensibly constant over the temperature range in

which it was treated as a free parameter. The best
value, over this range, is
7n=0.067+0.010 . (4. 6)

Figure 6 clearly demonstrates the departure of the
observed intensity from a Lorentzian shape. In that
figure the two solid curves are obtained using
Lorentzian cross sections (n=0), one of which has
been chosen to match the data in the center and the
other in the wings. Both have been normalized to
the observed intensity at ¢ =—1.0°. The dashed
curve is the one obtained using Eq. (4.5) with
k=0.00156 and n=0. 082.

Another series of measurements was performed
in order to verify this non-Lorentzian behavior of
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- the cross section ana, ultimately, obtain a second

determination of 7 totally independent of the one
described above. These measurements can be
characterized as, effectively, a Néel-temperature
determination of 7, making use exclusively of data
at large angles which are: (i) large enough so that
the resolution correction can be neglected, but
nevertheless (ii) well within the range in which the
quasielastic approximation is valid. The advantage
of a Néel-temperature measurement is that the
cross section has the simple form

(/g5 @

so that 77 is the only shape parameter. The advan-
tage of excluding the small-angle data from the
analysis is that the resolution correction strongly
affects the shape of the experimental intensity pat-
tern and may be a possible source of error in deter-
mining 7. We shall refer to this set of measure-
ments as the “Néel-temperature high-¢” determina-
tion of 7. The expression actually used in fitting
the observed intensity is

A 1-n/2
I=<K——2'(—-—q)) +B, (4.8)
[
where
K= 563 (1—% z e“;°'3> , (4.9)
p=a

in which D is the vector coordinate of a lattice site
and a is the nearest-neighbor distance. K2 is the

T T T T T T T T T 1
1| T=83.055 °K -

I($)/1($=-1.0°)

¢ (deg)

FIG. 6. Illustration of a typical attempt to represent
the two-crystal diffuse scattering in terms of a Lorentzian
behavior of the cross section. Two solid curves are ob-
tained using Lorentzian cross sections one of which has
been chosen to match the data in the center and the other
in the wings. Both have been normalized to the observed
intensity at ¢ =—1.0°. The dashed curve is the one ob-
tained using Eq. (4.5) with k=0.00156 and 1=0.082.
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TABLE II. Results of least-squares analyses of Néel temperature two-crystal data taken over the indicated angular
range. Note that the different analyses associated with the angular range (—3° to — 9°) refer to the same set of data.

Inelasticity Resolution  Counting Angular
¢ range B n A Residue correction correction time step
- 3° to —30° 1089 0.054+0.013 167 £4 1.37 no no 15 min 0.5°
—-3°to -9° 43 0.053+0.010 621 1.30 no no 6 min 0.1°
43 0.053+0.010 621 1.30 no yes
43 0.053+0.012 602 1.33 yes no

variable that generalizes the §, dependence of the
cross section (4. 7) to larger values of §,.

The measurements were made at the temperature
83.028 °K (k< 0.001 A™!) and the range of angles
chosen to satisfy the above requirements (i) and (ii)
goes from - 3° to - 9° (g, range: 0.067-0. 202
A™).%* The range of ¢, chosen will be justified
shortly a posteriori in discussing the results of this
analysis that are displayed in Table II. In fitting
the data between — 3° and — 9° the background B is
not a free parameter. B is a quantity which was
determined independently by means of the following
procedure. Data were collected over the angular
range — 3° to — 30° and represented by a function
of the form

B +£(q,), (4.10)

where f({,) stands for the magnetic scattering cross
section. The assumption is then made that one can
use (A/K%'"/2 with A and 7 adjustable parameters,
as a “model” for f({,) in the following sense: even
if the quasielastic approximation should break down
over such a wide angular range (but this is probably
untrue as we shall see shortly) the function
(A/K®""2 ig still a close enough representation of
f(d,) so that by means of an adequate distortion of
the parameters A and 7, it can adjust itself to re-
produce the {, dependence of f over the angular
range — 3° to — 30°. In fact the statistical accuracy
is sufficiently good and the angular range sufficient-
ly large so that, if one is misrepresenting the func-
tion f in Eq. (4.10), the failure can hardly be com-
pensated by a change in the constant background.
Therefore, because of this decoupling, the residue
resulting from the three-parameter fit obtained us-
ing the interpolation function (4. 8) provides a mea-
sure of the reliability of the “model” and hence of
B. The results obtained from the least-squares

fit described above, over the angular range — 3° to
- 30°, are displayed on the first line of Table II.
The corresponding data, together with the least-
squares curve of the form (4. 8), are shown in Fig. 7
in a log-log plot of (I - B)K? ys K. Note that in such
a plot a horizontal straight line would represent the
N=0 case. The magnitude of the experimental error
varies considerably over the range covered by the
data, however, the over-all distribution of the ex-

perimental points is consistent with a linear trend -
as given, in such a log-log plot, by a function of the
form (4. 8). Quantitatively, the quality of the agree-
ment is given by the residue 1. 37 (Table II). Note
that the only vesult being retained from this fit is
the value of the background B (108 counts in 15

min) in order to allow for the possibility that the
value of 7 has been distorted so as to reproduce ef-
fectively, as explained above, the magnetic scatter-
ing function £(d,).

Having determined the value of the background B
by means of the above procedure, the analysis of
the data in the range — 3° to — 9° was carried out
in order to determine the best value of . Three
separate least-squares fits of the data, correspond-
ing to three different choices for the magnetic scat-
tering intensity functions, were performed using the
normalization and the exponent 7 as free param-
eters. The first choice, as shown in Table II, cor-
responds to the function given by Eq. (4. 8) which
makes no correction for the effect of resolution or
inelasticity; the second and third choices use forms
for the magnetic scattering intensity in which first
resolution and then inelasticity are separately cor-
rected for. The resolution-corrected intensity is
obtained, as usual, using Eq. (4.5). (Here, of
course, we put k=0; furthermore, the correction
Sz is set equal to zero because the intensity, at
angles greater than 3°, is unsenstive to it.) The

K/K(=3")

FIG. 7. Log-log plot of (I —B) K% vs K, for the range
—3° to —30°. I is the total intensity, B is the background,
and K is the generalization of the g, variable defined in
Eq. (4.9). Straight line represents the least-squares fit
to the data and corresponds to n=0.054.
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FIG. 8. Plot of In[(I— B)K?]vs InK for the range — 3°
to —9°. Iis the total intensity, B is the background and
K is the generalization of the g, variable defined in Eq.
(4.9). Straight line represents the least-squares fit to
the data and corresponds to n=0.053. Note that the case
1n=0 corresponds to a horizontal line in this plot.

inelasticity is accounted for by using, in place of
the two-crystal cross section, the expression for
the full line integral of the differential scattering
cross section (2.1), with respect to energy, along
the path of the scattered beam. These line inte-
grals can be computed, as explained in detail in
Sec. VII, by using, for the w dependence of the
cross section, the results of the three-crystal mea-
surements; normalization and nare left as free pa-
rameters in the expression for the line integral.
Such an analysis of two-crystal data, done in terms
of line integrals of the inelastic scattering cross
section, we call “inelastic analysis” of two-crystal
data. Comparison of the results of the three fits
shows the following: (i) The resolution correction
can surely be neglected, at angles greater than 3°
and (ii) the inelasticity is certainly negligible over
the angular range — 3° to —9°. The result of the
analysis is

n=0.053+0.010. (4.11)

In Fig. 8, we plot In[(I - B)K?] vs InK. The data are
shown along with the best-fit straight line given by
the equation

In[(I - B)K?]= 0. 053 1nK + 0. 97351n69. (4.12)

The statistics on the individual points are not as
good as in the scan between — 3° and - 30°, but the
angular step is 5 times finer, thus accounting for
the final small statistical error on 7. We note the
surprising result that the two independent fits over
the ranges — 3° to — 30° and - 3° to —9° give prac-
tically identical values for 7. This seems to indi-
cate that the quasielastic approximation may well
hold far beyond the range of angles where it can be
directly tested by using the results of the inelastic
measurements (see Sec. VII). In any case, by look-
ing at either set of data shown in Figs. 7 and 8, it
is clear that @ horizontal, i.e., N=0, straight line
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cannot be drawn thvough the data, without, on one
hand, impaiving quantitatively the goodness of the
fit and giving vise, on the othev hand, to local sys-
tematic trends of the deviations from experiment.

The value of 7 given in Eq. (4.11) is the final re-
sult of the “Néel-temperature high-¢” measure-
ment. It is consistent with the value given in Eq.
(4. 6), which was the result of a quasielastic analy-
sis of the full scattering curve carried out over a
range of temperatures 0.0042< (T - Ty)/Ty
<0.00700. This consistency is noteworthy because
the latter analysis relies heavily on a proper reso-
lution correction plus a proper evaluation of k, to
which 7 is correlated, and these constitute possible
sources of error quite different from those in the
analysis resulting in the value (4.11) where, on the
contrary, the evaluation of the background plays a
major role. In addition to the above, we have car-
ried out still another evaluation of 7, which is de-~
scribed in detail in Sec. VIIB2. It is the result of
an inelastic analysis of two-crystal data at (T - Ty)/
Ty =0.00042 over an “intermediate” angular range
in which the background is no longer important but
where a resolution correction is required. We
quote here the result of that apalysis:

n=0.044+0.010. (4.13)

From the three.independent evaluations of 7 refer-
red to above we obtain, by averaging, our final
value:

7n=0.055+0.010. (4.14)

B. Determination of v, v, and §; Static Scaling

The values of the inverse correlation range
tabulated in Table I were used to determine the
critical exponent v defined in Eq. (4.3). A least-
squares analysis in which the Néel temperature Ty
is treated as a free parameter gives v=0. 707

T T TTTTI] T 1T T T 1T T
T-T\

Odf= x=CONsT. (— . -
- TN 3
- T,783.02:0.005 7
[ CONST.=0.476+02I 7
—~ F v:0707:00ll :
o
< 0.0} = =
L . _
Ll vl Ll
000l 0.00I 0.0l O.1
T-T,
N

FIG. 9. Log-log plot of k vs (T = T,)/Ty. Line is the
best fit to the data using Eq. (4.3). Closed circles
were omitted in the fit for reasons explained in the text.
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+0.011 and Ty =(83.02+0.01)°K. Figure 9isalog-
log plot of k against (T — Ty)/Ty together with the
best fit obtained from the least-squares analysis.
Similar treatment of the data from Table I can be
used to evaluate y, the critical exponent associated
with the divergence of the staggered susceptibility.
xT is given by [A(T)/k2]*"" 2, If A(T) is well be-
haved in the sense that In4/In[(T - Ty)/T]- 0 as

T- Ty, XT can be written in the form [A(T)]*""/2
X[(T - Ty)/T]™, where v isthe exponent defined in
(4.2). A(T) is essentially constant as shown in
Table I and thus the exponent ¥ is the slope of a
straight line in a plot of In{x7/[A(T)]"" % vs

In[(T - Ty)/T]. A least-squares treatment gives
¥=1.379+0.024 and Ty=(83. 02+ 0.01)°K and the fit
using these values is shown in Fig. 10. In the
analyses leading to the determination of ¥ and v,

the lowest temperature point and the two highest
temperature points of Table I were omitted, the
latter because of significant inelasticity corrections
as calculated in Sec. VII and the former for reasons
given in the beginning of Sec. IV A. The analysis of
these inelasticity effects carried out in Sec. VII can

be used to correct the “quasielastic” values of v and

v and the results are listed in Table III. Jasnow and
Wortis, % using a series expansion for the pair-cor-
relation function, ' have calculated values for v and ¥

. in the sense noted above.

of 0.70 and 1. 38, respectively, which they consider
good to 1%. These values may be compared with
our final values of 0. 701+ 0.011 and 1. 366+ 0.024.

The three critical indices we have measured are
related by the static-scaling law, y=(2 -n)v. This
relationship is implied in Eq. (4.1) provided 7 is
temperature independent and A(T) is well behaved
The data of Table I show
that these requirements are indeed satisfied and
thus the scaling law is confirmed. The data for
A(T) given in Table I were corrected for inelasticity
and then fitted with an expression of the form
A[1+C(T-Ty)/T]. Our best estimate of the slope
C is 0.6+0.3. This may be compared to the value
0. 49 calculated by Fisher and Burford®® for the
Ising model. The agreement between the last two
columns of Table III, that is, between the experi-
mental values of ¥ and (2-7)v, is simply an indica-
tion of the constancy of the experimental values of
.

The coherent magnetic scattering just below Ty
was also measured in order to determine the crit-
ical exponent B which is defined by the expression

M~(TN‘T)B’

where M is the sublattice magnetization. The co-
herent magnetic scattering cross section is directly
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TABLE III. Critical indices for T =Ty.
Origin of quoted values v v 2-nv
Quasielastic Fit of full
analysis scattering curve T >Ty 0.067+0.010 0.707 £0.011 1.379+0.024 1.367
Inelastic “Néel temperature
analysis high-¢” measurement 0.0530.010
3
' Néel ter?nperature 0.0440.010
intermediate-q”” measurement
Corrected exponents 0.694 0,011 1.354+0.024 1.354*
Final value (average) 0.055+0.010 0.701+0.011 1.366+0.024 1.363

3Calculated using the average value of n obtained from the inelastic analysis.

proportional to the square of M. There are, how-
ever, several experimental difficulties which pre-
clude the measurement of M, and thus B, over a
wide temperature range. As one approaches Ty,
the Bragg scattering rapidly decreases while the
diffuse critical scattering becomes strongly peaked
about the Bragg reciprocal lattice point so that it
becomes increasingly difficult to make a correction
for the diffuse component. This sets an upper limit
to the temperature range over which M can be mea-
sured. The lower limit is set at the point where
extinction causes the measured cross section to de-
viate significantly from proportionality to M2 The
temperature limits were set experimentally as fol-
lows. The lower limit was fixed by making mea-
surements on the (111), (333), and (555) reflections
and utilizing the fact that the ratios of the cross
sections remain constant, as a function of tempera-
ture, in the absence of extinction. The onset of ex-
tinction can then be observed by noting the depar-
ture of the measured intensities from these ratios.
The fixing of the upper limit is somewhat more
arbitrary. The form of the cross section for crit-
ical scattering is known only in the hydrodynamic
regime, and so there is no good basis for estimating
the diffuse scattering. In addition, the single crys-
tal of RoMnF; used in these experiments had a
mosaic distribution which produced a small Bragg
contamination in the wings of the diffuse peak, thus
making it difficult to reconstruct the diffuse scatter-
ing at the center from its value in the wings. The
procedure finally adopted was the following. We
assumed that the convolution with the resolution
function of 1/(xk%+¢? provides, as k is varied, a
set of curves one of which would represent a fair
approximation to the skape of the magnetic critical
scattering at a given temperature below Ty. The
shape of the magnetic coherent scattering is given
directly by the experimental resolution function and
its intensity is proportional to the unknown scale
factor M2, We determined M2 by assuming trial
values and subtracting the corresponding coherent
scattering from the observed intensity and refining

this value until the remainder had a shape similar
to one of the “critical scattering curves” described
above. The upper temperature limit was then set
rather arbitrarily by using, in the least-squares
analysis, only those data for which the estimated
critical scattering was no greater than 5% of the
total scattering. Furthermore, only the (333) and
(555) reflections were used in determining 8 because
the (111) data are most affected by extinction. As-
suming the Néel temperature derived from the data
above Ty, the average value of 8 determined from
the least-squares analysis is 0.32+0.02. The data
together with the least-squares results are shown
in a log-log plot of coherent magnetic scattering in-
tensity against (Ty — T) in Fig. 11. In addition, a
line using the above value of B, is drawn through the
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FIG. 11. Log-log plot of coherent scattering intensi-
ties vs Ty— T for the (111), (333), and (555) magnetic re-
flections. Solid lines are the results of the least-squares
analyses. Dotted line drawn through the (111) data, using
the best value of 8, indicates the consistency of these re-
sults with this value as well as the effect of extinction on
the lowest temperature points. Intensity scales for the
three sets of data are individually normalized.
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(111) data to indicate the consistency of these re-
sults with B as well as the effect of extinction on the
lowest temperature points.

The measurement of B and that of v’ (reported in
Sec. VIE) provide another test of static scaling.
From the scaling relations

(2=m) v =y’
and
v =3 - 28,

where the primes indicate that these exponents re-
fer to T< Ty, one finds that

28=(1+m) v'.

The measured value for v’ is 0. 54+ 0.03 which
yields B equal to 0.285+ 0. 015 which is to be com-
pared with the observed value of 0.32z 0. 02.

V. THREE-CRYSTAL RESOLUTION FUNCTION

Whereas the resolution function can be determined
experimentally in the two-crystal case using the co-
-herent Bragg reflection, there is no suitable probe
for determining the three-crystal resolution func-
tion for arbitrary energy and momentum transfers.
We have, instead, calculated the resolution function
using the result of Cooper and Nathans® who show

POy, Aksy 1,72, Oy 02)

DELAPALME, AND HASTINGS 4

that for an energy change %w = (#%/2m) (k% - %), a
wave-vector transfer §=E, —E,, and an instrumen-
tal setting (w,, Q,), defined in terms of the most
probable values of the wave vectors EF and k;, the
resolution function can be written

R(w,+Aw, §0+ AQ) = R, exp(— =

where X,=Aw and X,, X,, X;are the components
of the vector AQ with respect to the following set

of orthogonal axes: the X, axis is antiparallel to
Q:,, the X, axis is contained in the scattering plane
and is directed towards the inside of the sphere of
reflection, and the Xj; axis is vertical. 2 R, depends
on the setting (w,, Q,) and its explicit form will be
derived later in this section [see Eq. (5.11)].

We shall be concerned with making quantitative
comparisons of intensities at different points in
'Q'-w space and therefore consider in some detail
the dependence of intensity on resolution and cross
section. * For a spectrometer set for an incident
‘wave vector E, and a scattered wave vector Ky, the
probability of detecting neutrons whose wave vec-
tors deviate in magnitude and direction from these
most probable values, is given by the expression’

2 g _v.\2 2 .2 2
=€Py P, P, exp {_%[((Ak;/kz)tan9u+71) +(\Akf/k1«‘)tan9A ﬁ> . (Z(Ak,/k,)taneu+yl) 2L

U

Na ) o) 0

+ (2 (Aky/kp) tane; _'Ya>2 (

o3

where Ak; and Ak, are the deviations of &; and k;

- from the nominal values k; and kz; 7y and 7 are
the mosaic spread parameters of the monochroma-
tor in the horizontal and vertical planes, with simi-
lar definitions for the analyzer parameters 7, and
My; ¥, and J, are horizontal and vertical divergence
angles; a, and B, are the horizontal and vertical
Gaussian collimation parameters (standard devia-
tions); and the subscripts 0, 1, 2, 3, refer to the
in-Pile region, the monochromator-to-sample re-
gion, the sample-to-analyzer region, and the analy-
zer-to-counter region, respectively. P, and P, are
the reflectivities of the monochromator and analyz-
er for wave vectors k; and kr, € is the BF; counter
efficiency, and P, is given by®

o
" 4sinf,sinf,

1 : -1/2 ~1/2
f Lo —L (_12+_2___21 . (5.3)
ﬁo . 4 SiHZBMTIM 83 4 sin 9A 71’A

]

o% :. % o3
- - TR T} .
*\4sin%, 'an+ﬁoa> * H * B * (4sm 04 1% +53>]} » (5.2)

—
The intensity of seattering is

9:‘6@0[P(Ak“ Akf& Y1, Y2, O, 62)

do

X (W) d(Ak;)d(Akg)dy dy,db,dd,,

(5.4)
where @, is the flux per unit of solid angle and per
unit of incident wave vector. € and ®, are slowly
varying functions of kp and k;, respectively, and
essentially constant over the volume of integration.
For the usual case in which the cross section, ex-
cept for slowl_y varying factors, can be taken to be
a function of Q and w only, it is convenient to trans-
form coordinates from the set Ak;, Aky, vy, Va2,
6,, 0y to a set such as X,, X,, X;, X,, Ak, O,.
The intensity expression can then be simplified by
integrating over the variables Ak; and 6,, since the
cross section depends only on the X,. Thus, we
can rewrite (5.4) as
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=L =€f[J(Akf,7’u‘st52:Aku54 )
'I>0 XI’XZ:XMX!,Akhbl
XfP(Aku Akg, 71578, 04, Gz)d(Ak,)do,]

X0 (Xy,X,, Xy, Xs)dX,dX,dXsdX,, (5.5)
where J is the Jacobian of the transformation,

‘m/ ik ks sin20 9, and o is an abbreviation for the
differential cross section in (5.4). The resolution
function is defined by the expression

By, Y15 Vay Opy Ok, 6
R(X,, X, X,X =J/ £ r 12 72 Y2 i3 4)
( 19422, %3 4) \X1,X3,X3,X4,Ak',61

X/P(Akiy Akf}er'yz, 61! 62)d(Aki)d51’ (5- 6)

and represents the probability of detection in a sgat-
tering process corresponding to given values of Q
and w when the nominal spectrometer setting is Q,,
w,. The fotal detection efficiency, that is, the in-
tensity that would be observed for unit scattering
cross section, is given by

__mePyP, 1. 1 '1/2(1 . 1.
0% 25ind, sinf, \B2 4sin%0,n'g, FH 4sin%6, Ny

_tially constant over the region of
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Dy=€ [R(X,,X,, X3, X,)dX,dX,dXydX,, (5.7)

and measures the size and efficiency of the instru-
mental “window” in Q-w space. To exhibit this fac-
tor explicitly, we write the intensity in terms of a
normalized resolution function, so that

I=D0fR,(X1’X2’X3)X4)

x 0 (X, X3, Xy, X,)dX,dX,dX,dX,, (5.8)

where

X)- R(XMXZ’XS’ X4)
Y"IR(X,, X;, X5, X,) dX,dX,dXsdX, *

(5.9)
Thus, if o is slowly varying, that is, if it is essen-
Q-w space where
the resolution function is nonzero, the intensity is
given simply by Dyw. Equation (5.7) can in princi-
ple be integrated to obtain D, using the expressions
for My, given in Ref, 1 together with Eq. (5.11) for
R,. A simple and more direct procedure, however,
is to integrate the probability expression in (5. 2)
over the indicated variables. In this way one finds,
for a,, B,, and 7, small compared to 37,

R'(Xuxzaxsy

o

o [(L . 4\, 1, 2 (_1_+_2_>z]-1/32"k oot [(1 . 1) LS S A O __1_+_§_)2]-1/z
XZﬂkICOtM[,(‘ﬁf;*ﬁ—&%)(ﬁz a-g ?;E Ny Qg F 4 ;)?; .&g 7-73- E’g -&g Ma Qg )

1 1-!/2 -1/2
X2W<;1"—T-—'z—'z+§z) <Z"T"T"‘!+E§> . (5.10)

sin 9” n;l +Bo

This expression is symmetrical in the monochro-
mator and analyzer terms and, apart from the in-
strumental parameters, depends only on k; and kg.
In the usual case of loose vertical collimation, one
has B3> 2sinf, 1/ and By> 2sinfy 7N}y, and thus
‘Dyox € Py Pykikpcotfy cotd,. For theimportantprac-
tical case of an energy scan at constant k;, cotf, is
generally essentially proportional to 2r and, apart
from the energy dependence of the counter efficien-
cy and the analyzer reflectivity, Dy~constx#%. If
the cross section do/d(Ak;)dy,d5, is replaced by
(7ky/m)(dPo/dudw) and if we include the factor &,
coming from the “density of final states” term in
the cross section, the intensity is seen to be pro-
portional to k5. (k; is essentially constant over the
volume of @-w space where the resolution function
is nonzero and can be replaced by %»z.) The analyt-
ical expression (5.10) is particularly convenjent
for calculating the effect on the intensity of varying
the instrumental parameters. Referring to Eq.
(5.1), Dy canbe written as the product € R, AV,
where AV is proportional to the product of the half-

h sin®0 4’ + B3

]
widths of the resolution ellipsoid along its principal
axes and measures the volume occupied by the reso-
lution function in Q-w space. Using the notation of
Ref. 1, we find that R, and AV are given by the fol-
lowing expressions:

- TPy P,
" 2sinf sinf, kikp sin(265) (@}, +a3) ' 2 (A7)
1 1 1

-1/8" 1 -1/2
X
(Eﬁ * Zsin%, n;}’) (?3'3 * Zsin%, nf) '

R,

(5. 11)
(@2, +a2,)V/ 2
. 110842

coote] G+ )+ v ) 2) T
0”[%—&%:’7—53%3 nuao]

X cotf [(1 + 4)(1 + 1 + 1)—(—1—+-2~ 2]-1/2
@) ) 6es)

AV = (27)°k%3 sin(26) (A7) 2



3220 TUCCIARONE, LAU, CORLISS,
Note that R,and AV depend on Q’o, whereas the pro-
duct Dy does not. While D, varies approximately

as k} for small w, inspection of Eq. (5.12) shows
that the volume of the resolution ellipsoid increases
approximately as k3 [since, for kp=k;, (A’)/2
~1/k%]. For the experimental arrangement used in
the present work, the calculated value of AV in-
creases by a factor of about 160 in going from an
incident energy of 6. 6 to 47 meV.

The instrumental parameters required for com-
puting the resolution function were all determined
experimentally. The horizontal collimation param-
eters and the mosaic spread parameters were ob-
tained from suitable rocking curves as explained in
Sec. III in discussing the two-crystal resolution
function. For the case of loose vertical collima-
tion, the vertical parameters B8, cannot be measured
directly, nor can they be calculated on the basis of
the geometrical aperture since other geometrical
features of the instrument may limit the vertical
divergence. Effective vertical parameters were
computed from the observed vertical resolution ob-
tained by rocking the sample about a horizontal axis
perpendicular to the scattering vector of the Bragg
magnetic peak. In this case where the geometrical
contribution to the vertical divergence is large
compared to that produced by the vertical mosaic
distributions of monochromator and analyzer, the
vertical part of the resolution function is propor-
tional to exp(— % Mgy X2) with

ool /L 1y1o 1 (1+1+1+1
v an) e g
(5.13)

Effective values of 8, were obtained by setting B,
=CBl,, where B is the geometrical vertical aperture
of the nth collimator. = The constant C is readily
determined from Eq. (5.13) using the experimental
value of Mgy and the nominal values ;.

The resolution function was calculated using val-
ues of the instrumental parameters determined ex-
perimentally as indicated above. The result was
checked below the Néel point using the coherent
magnetic reflection of the sample as a probe, by
observing the intensity as the Bragg spot was moved
relative to the resolution function along all four axes
of @-w space for @,=2rF and w,=0. Small adjust-
ments in the mosaic spread parameters were made
to obtain the best agreement between the calculated
and observed traverses. These adjustments were
assumed to compensate for the effect of sample
mosaic spread, which was very small and had not
been specifically taken into account. Final experi-
mental values of the parameters are listed in Table
IV. Vertical mosaic spread parameters for both
the monochromator and analyzer were assumed to
be the same as the horizontal parameters.

DELAPALME, AND HASTINGS 4

Observed and calculated half-widths for the reso-
lution function centered at @,= 277 and w,=0 [that
is, at the Bragg magnetic (111) reflection and in the
neighborhood of zero-energy transfer] are given in
Table V for incoming neutron energies of 6.6, 13.0,
and 47.0 meV. On the left-hand side of the table,
widths are referred to the four-dimensional orthog-
onal laboratory coordinate system X,, X,, X;, X4,
where the energy axis X, is in units of A% (1 A2
=2.07 meV). The resolution ellipsoid can be trans-
formed to principal axes X} by diagonalizing the
4X 4 resolution matrix M of Eq. (5.1). For typical
experimental parameters, X} is almost along X,;
X% and X} lie nearly in the X,-X, plane, making
small angles with X, and X,, respectively; and X3
coincides with X;. Widths referred to the principal
axes are given on the right-hand side of Table V.
The slope of the principal axis X} with respect to
the X,-X, plane is given approximately by 2k; A,

The “detection” system, consisting of the analyz-
ing crystal and the counter, has an energy-depen-
dent sensitivity which is the product of the counter
sensitivity € and the analyzer reflectivity P,. This
product was measured directly for the energy
ranges of interest and for the actual configuration
of the “detection” system used in the normal opera-
tion of the spectrometer. A well-collimated mono-
energetic incident beam, provided by the monochro-
mating part of the spectrometer and monitored by
passing through a BF; detector whose sensitivity
was accurately proportional to 1/v, was counted in
the “detection” system for varying values of the in-
cident energy. For each setting of the incident en-
ergy, the positions of analyzing crystal and counter
were adjusted for maximum intensity. The energy
sensitivity, which is the fraction of the incident
neutron flux detected, is proportional to the number
of .counts recorded per unit monitor count, multi-
plied by 1/v. In this measurement it is essential
that all neutrons passing through the monitor be
capable, after reflection by the analyzer, of passing .
through the counter collimator and entering the

TABLE IV. Experimental resolution parameters.

Parameter® Description Value (radians)
oy, 0, Ay, O3 horizontal collimator angle 0.00274
Bo 0.00909
Ry ) 0.01527
B2 vertical collimator angle 0.01976
Bs . 0.01976
i horizontal mosaic spread 0.00198
(monochromator)
horizontal mosaic spread

0.00198

na (analyzer)

aSubscripts 0, 1, 2, 3 refer to the in-Pile region, the
monochromator-to-sample region, the sample-to-analyzer
region, and the analyzer-to-counter region, respectively.
The collimator lengths in these regions are 36, 24, 16,
and 16 in., respectively.
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TABLE V. Observed and calculated resolution function widths. Tabulated values are half-widths at half~maximum.

Laboratory coordinates

Principal axes

E;(meV) Observed Calculated (calculated)
XA XY XA x,(&Y xAYH XA x,3) X&) x¢ X4 X} X4
6.6 0.0043 0.0017 0.0048 0.034 0.0044 0.0014 0.0046 0.034 0.0044 0.0014 0.03¢ 0.034
13.0 0.0056 0.0016 0.0077 0.047 0.0060 0.0014 0.0068 0.047 0.0063 0.0015 0.099  0.047
47.0 0.010 0.0014 0.0140 0.090 0.012 0.0014 0.0135 0.090 0.012 0.0015 0.716 0.090

31 A2=2,07meV.

counter. This was ensured by placing the monitor
just before the analyzing crystal and reducing the
collimation before and after the monochromator to
one-half the angular aperture of the counter colli-
mator. The sensitivity is a slowly varying function
of the energy, but the experimental curve exhibits
dips produced by the occurrence of simultaneous
reflections in the analyzing crystal. These dips
can be minimized for a given range of neutron ener-
gies by rotating the analyzing crystal around its
scattering vector, but they cannot, in general, be
eliminated entirely. In an actual experiment, the
dips are less serious since the finite resolution of
the instrument effectively averages the sensitivity
over a range of energies. In most cases it is suf-
ficient to use an average sensitivity obtained by con-
voluting the measured sensitivity with the resolu-
tion function.

The integrations indicated in Eq. (5.8) were per-
formed as summations over 10* points defined by a
four-dimensional grid in the principal-axis coordi-
nate system. The grid was constructed by subdivid-
ing each axis, from the origin of the resolution
function to the point where it reached 0. 5% of its
value at the origin, into five equal intervals. For
points selected in this way, the computations are
simplified since the values of the exponential factor
in the resolution function [Eq. (5.1)] at these points
are fixed and do not vary with the setting (Q,, w,)-

VI. RESULTS OF THREE-CRYSTAL MEASUREMENTS

We have measured the neutron scattering from
RbMnF; in the vicinity of the Néel point and have
obtained the cross section as a function of wave-
vector and energy transfer. The data have been
analyzed quantitatively, including resolution and
sensitivity effects.

Our results strongly support the concept of dy-
namic scaling and agree well with specific predic-

tions of the theory. With this in mind, the experi-

mental data will be presented and analyzed within
the framework of dynamic scaling theory.

A. Dynamic Scaling

In a recent paper, '° Halperin and Hohenberg pro-
posed a generalization of the static-scaling laws to
dynamic phenomena by making assumptions about

the behavior of time-dependent correlation functions
near the critical point. Their theory leads to
specific predictions for the case of the “isotropic”
antiferromagnet, which is well represented in na-
ture by RoMnF3;. They define a symmetrized space-
time correlation function for the Hermitian operator
A(7, 1)

CA(T, t)
(6.1)

where the angular bracket is an equilibrium expec-
tation value and the curly bracket is an anticommu-
tator. The Fourier transform is then written for
wave vector g, frequency w, and inverse range pa-
rameter K, in the general form

21

CH(§, w)= e Ci (D) fhuw/wi(), (6.2)
where
ch@= 5 [ dwci@,w (6.9)
and
1 wf(&) 4 -
@ Lo, e @@L 60

The dynamic-scaling assumptions are the following:
(i) that the characteristic frequency® w,(9) is a
homogeneous function of ¢ and «,

wld)=q"Q(q/x), (6.5)
and (ii) that the form of the frequency-dependent
function f; . depends only on the ratio ¢/« and not
on § and k separately.

Note that C,(§, w) is related to the wavelength-
dependent susceptibility by the expression?’

= x —— —
X(Q)T=constx| d R, coth (2“) C(q, w,

(6.6)

which becomes, on expanding up to second order in
nw/kT,
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FIG. 12. Representation of limiting regions in the
g-k plane where the correlation functions have different
characteristic behaviors.

x(Q)T= constxjdw c,,(a,w)[ufz—(%—‘;—) zA...] :

(6.7)

Therefore, owing to the fact that the condition #w/
kT « 1 is well satisfied by all our observed inelas-
ticities, we shall make use throughout the paper of
the identification

(6. 8)

The scattering is conveniently discussed in terms
of three limiting regions of the ¢~k plane (Fig. 12).
Following Halperin and Hohenberg we designate by
region I the macroscopic region of the ordered
phase, for whichg <« and T< Ty. The correspond-
ing macroscopic region for 7> Ty in which ¢ < k
is denoted by III. These regions refer to phenomena
occurring over distances large compared to the
correlation length k™!, The region in which ¢> &
and either T =Ty or T= Ty is labelled II and has
been referred to by these authors, in a restricted
sense, as the “critical” region to distinguish it
from the macroscopic¢ or “hydrodynamic” regions
I and III. Region II is the domain of phenomena with
which are associated distances or wavelengths that
are small compared with the correlation length x™!
but large compared to all the other relevant lengths
such as the lattice parameters. For values of ¢ and
K located on an arbitrary line passing through the
origin in the ¢g-« plane, f, . is a fixed function of the
normalized frequency w/w.(d). Thus, except for
scale, the energy-dependent cross sections for such
points should all have the same shape.

The dynamic-scaling assumptions can be used to
relate the behavior of the correlation function in
the “critical” region to that in the “hydrodynamic”
regions above and below the critical point. The
characteristic frequency in the “hydrodynamic” re-
gion below Ty (region I) can be shown® to have the

x(Q)T ~constX C,(q) .

TUCCIARONE, LAU, CORLISS, DELAPALME, AND HASTINGS
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behavior
we(§) =cqe kM. (6.9)

The exponent E in Eq. (6.5) is thus 1.5. In region
II, where £(q/k) is a finite nonzero constant, the
characteristic frequency must therefore be propor-
tional to ¢!*°. In region III, the correlation function
is peaked about w =0 with an energy width which is
nonzero at ¢ =0 since the staggered magnetization
is not a constant of the motion. The characteristic
frequency in this region, which can be rewritten in
the form «!*® Q'(gq/k), is then expected to vary as
k!*% for ¢ = 0 since, from the foregoing, ©'(q/k) has
a nonzero limit for ¢ = 0.

The use of a symmetrized space-time correlation
function introduces the thermal factor 2(1+e™/*7)-1
in the equation for the cross section.? In terms of
this form of the correlation function, Eq. (2.1)
becomes

d’s
dQdE;

- k 2 -
(4, w)“-,;f | A(Q) ]2 Tt Cul(d, @).
(6.10)
B. “Critical” Region

At T=Ty and for values of g greater than about
0.1 A"}, where resolution corrections are small,
the observed uncorrected energy spectra of scat-
tered neutrons exhibit three unresolved peaks. We
have chosen, therefore, to analyze the data at Ty
for all g in terms of the dynamic correlation func-
tion

c-xno(a,w)
ai( r, ,__Br,  __ BT
" \Thw? "I+ (w+wy)?  Ta+(w-wg?/)’

(6.11)
where A/q¥*" is the static part, B is a constant
which determines the ratio of the central peak
height to that of the sideband, I'y and I'; are the
widths of the central peak and sideband, respec-
tively, and w, is the displacement of the sideband
peak from the center. In order to satisfy the as-
sumption of dynamic scaling, the widths I';, T,
and w, are taken to be proportional to the charac-
teristic frequency w,(g), which in region II is given
by qE, with proportionality constants C, G, and D,
respectively. (All frequencies are expressed in
units of meV.)

We have performed measurements at an incoming
neutron energy of 13.0 meV over a range of g ex-
tending from 0. 05 to 0.25 A™!, Inserting the form
(6. 11) for the correlation function into the expres-
sion for the cross section, and using 71=0.055 as
determined from two-crystal data, we have per-
formed least-squares fits of the convoluted cross
section to the data collected over the restricted
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TABLE VI. Least-squares fit of data at Ty with D=16,0*and E =1.4.
q t°
(&Y (min) A Alt G* c? Residue
0.11 7.0 1.50+0.20 0.214 1.62+0.28 9.90 +0.28 5.56+1.08 1.18
0.15 7.0 1.38+0.19 0.197 - 2.05+0.34 10.37£0.42 4.73+0.92 1.24
0.20 14.0 2.90+0.42 0. 207 1.90+0.35 9.79+0.46 5.15+0.98 1.50
0.25 28.0 6.20+0.92 0.221 1.81+0.35 9.19+0.65 4.44 +0.84 2.84

3p units of meV Al4,

range, 0.11 =g =0.25. The observational error
used in the program was that given by counting
statistics. To increase sensitivity in the fit, D and
E were held fixed and the other parameters A, B,
C, and G were allowed to vary. The procedure was

INCOMING ENERGY
T T T T |
" q=0.258""'

E; =13.0 meV
300 T T T T

200

100

NEUTRONS/28min

0
300

200

100

NEUTRONS/I4 min

300

200

100

NEUTRONS/7 min

800
600
400
200

NEUTRONS /7 min

0
600
400} _
200} v -

Q —+ i +—+ -
1500 q=0,054""
1000 1

NEUTRONS/1.4 min

500 7

[ | 1
-4 -2 0 2 4
ENERGY TRANSFER w (meV)

FIG. 13. Calculated and observed intensities as a
function of energy transfer at Ty for different momentum
transfers q. Observed data taken with incoming neutron
energy of 13 meV. )

bCounting time.

repeated over a range of D and E giving, as best
values, the set D=16.0+2.0and E=1.4+0.1. The
exponent E agrees well with the value 1.5 predicted
by dynamic-scaling theory. Table VI shows the fit
obtained for the remaining parameters. The re-
sults suggest that a single set of parameters will
represent the data quite well although the progres-
sive increase of the residue appears to be a-mani-
festation of the small-g limit of the dynamic-scaling
hypothesis. The best values of the parameters are
B=1.82, C=5.00, G=9.66, D=16.0, and E=1.4,
These values correspond to a characteristic fre-
quency law in region II given by the expression

Wi=0(q)=16.0g"*. (6.12)

The success of dynamic scaling can be seen most
clearly in Fig. 13 which shows the full set of ob-
served data taken at 13.0 meV together with calcu-
lated curves based on the best set of parameters.
As can be seen from the scale in Fig. 13, there is
a factor of 100 between the peak intensities for
q=0.05 and 0. 25 A"l This agreement has been ob-
tained using a single normalization constant for all
the calculated curves. The effect of resolution can
be seen in Fig. 14 which shows both the cross sec-
tion and the cross section convoluted with the reso-
lution function for g=0.075 A™'. The three-peaked

o)
q=0,075 A

800

o
[e]
o

NEUTRONS /1.4 min
>
(o]
(]

200

-2 - (o] |
ENERGY TRANSFER w (meV)

FIG. 14. Comparison of raw data fox ¢=0:075 & ith
the convoluted and unconvoluted cross section.
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INCOMING ENERGY E; 6.6 mev
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q=0.0754"
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6000 - T

4000 -

2000 -
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ENERGY TRANSFER w (meV)

FIG. 15. Calculated and observed intensities as a
function of energy transfer at Ty for different momentum
transfers g. Observed data taken with incoming neutron
energy of 6.6 meV,

structure is largely obscured by the instrumental
broadening at this low value of ¢g; the characteristic
frequency, however, is not greatly changed.
Comparisons of calculated and experimental
curves have also been made, using the same values
of the parameters except for the normalization con-
tained in A, for high-resolution data (incoming neu-
tron energy of 6.6 meV, Fig. 15) and for low-reso-
lution data (incoming neutron energy of 47 meV,
Fig. 16). The disagreement at zero energy trans-
fer in the ¢ =0. 025 data for E;=6. 6 meV probably
results from the difficulty of making precise reso-
lution corrections when the cross section varies
extremely rapidly with ¢ and w. Otherwise, the
agreement is quite satisfactory and lends confidence
to the method of treating resolution effects. The
data taken at 47 meV have been extended further out
in g since the available intensity is higher at this
energy. Because of the low resolution it is impos-
sible to detect structure in the peak at g =0. 20
whereas in the corresponding curve, taken at 13.0
meV, itis unmistakable. “This structure becomes

TUCCIARONE, LAU, CORLISS, DELAPALME, AND HASTINGS
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moie evident with increasing ¢ in the case of the
low-resolution data but at the same time the data
depart progressively from the calculated curves.
This disagreement at high g suggests that dynamic
scaling fails beyond ¢~ 0.3 A"l, This is not sur-
prising inasmuch as the theory is expected to hold
for g small compared to the magnetic zone-bound-
ary value, which in this case is 0.64 A1,

C. Hydrodynamic Region; 7> T),

A second test of dynamic scaling was made in the
hydrodynamic region (g < k) above Ty, where
C.(§, w) is assumed to have the “diffusion” form

1 (4, k)
(K2+qz)1-n72 l"('q, K)Z+ wT .

C(q, w)e (6.13)

As noted earlier, dynamic-scaling theory predicts
that I'(g, k), the characteristic frequency, should
vary as k° for ¢=0. In making a measurement at

INCOMING ENERGY Ei= 47 meV
I
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o-| .

q:=0.5A et Lttt
400} LA L
300} N .
200} * .

100

600

400

200

1500~ 4203

NEUTRONS/4 min

1000

500

4000

2000~

Seesy

1 1 1 1 |
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FIG. 16. Calculated and observed intensities as a func-
tion of energy transfer at Ty for different momentum
transfers g. Observed intensities taken with incoming
neutron energy of 47 meV.
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a nominal setting of ¢ =0, nonzero values of g are
simultaneously sampled because of finite instru-
mental resolution and hence the dependence of I" on
g is required in order to perform the convolution
with the resolution function. To accord with the
theory of dynamic scaling and the expected analy-
ticity for ¢ =0, I'({, ) has been taken to have the
form

I(q, K)=To(x) [1+e(q/0)%, (6.14)
where T'y(k) is the characteristic frequency for
q=0. Least-squares analyses were performed us-
ing values of k and 77 determined from two-crystal
measurements. The procedure is relatively insen-
sitive to the constant ¢ and so this quantity was fixed
in advance at 0. 6 on the basis of a study of the de-
pendence of the characteristic frequency on both ¢
and K outside the strictly hydrodynamic region, as
explained below in Sec. VID. Figure 17 shows a
typical least-squares fit from which I'o(k) is ob- . .
tained at a given value of k. The values so obtained
were then fitted by weighted least squares using the
expression

Ty=dkE. (6.15)

Figure 18 gives the observed T'y(«) in meV as a
function of k!¢ together with the line drawn for the
best values of d and E which are 12.8+0.9 and
-1.46+0.13, respectively. The exponent E agrees
well, within the estimated error, with the predicted

T I i I I I

250— Ey= 6.6 meV I
£
€ 2001
©
~
%)
-
z
=
o
O

100—

[0}
~-1.5 -1.0 -0.5 (0] 0.5 1.0 1.5
w (meV)

FIG. 17. Typical fit of calculated and observed in-
tensities, for ¢=0 and AT =8°K. Data have been corrected
for the energy dependence of the analyzer reflectivity
and counter sensitivity and the solid curve is a convolu-
tion of the cross section [Eq. (6.10)]with the resolution
function, using Eq. (6.13) and the best value of T'.

Central voints have been deleted because of the interfer-
ence of a weak nuclear reflection coming from a higher-
order contamination.
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FIG. 18. Plot of T'y(x), the characteristic frequency
at ¢=0, as a function of «!**, Line corresponds to
T'y() =dx® for the best values of d and E, which are 12.8
and 1.46.

value of 1.5. As the Néel point is approached, «
decreases and the g values sampled by the instru-
ment no longer satisfy the hydrodynamic condition
q < K. This introduces a limitation on the range of
temperatures in which useful data can be collected
and explains the absence of data points in Fig. 18
between Ty =83 °K and the first point shown, which
was obtained at 87 °K.

Theoretical estimates of I'({, k) in the hydrody-
namic region have been made by Huber and
Krueger, 2 who have computed the coefficients in
Eqgs. (6.14) and (6.15) with exponent E equal to 1.5.
They find ¢ = 0. 91 and give values for the parameter
d in Eq. (6.15) ranging from 13.0 to 14.3. These
may be compared with our values, ¢=0.6+0.3,
which is the result of our analysis of general fre-
quencies in the g-« plane, discussed in Sec. VID,
and d=12.8+0.9, coming from the treatment of the
hydrodynamic data.

D. Characteristic Frequency for General Values of ¢ and k

According to dynamic-scaling theory the shape of
the frequency spectrum is completely determined
by the ratio ¢/k. In Secs. VIB and VIC, we have
considered the behavior in the g-k plane along the
k=0 axis (region II) and the ¢ =0 axis (region III).
The latter case is characterized by a single-peaked
frequency spectrum, whereas the former exhibits
a three-peaked function. In between these two ex-
tremes, the shape changes slowly as the ratio of ¢
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to k is changed. We have not attempted to deter-
mine the shape of the frequency spectrum as a func-
tion of the ratio ¢/k, but have obtained characteris-
tic frequencies for general points in the g-« plane.
These have been used to test directly the first as-
sumption of dynamic scaling; namely, that the char-
acteristic frequency is a homogeneous function of
g and k [Eq. (6.5)].

Characteristic frequencies, as defined by Eq.
(6. 4), have been calculated from uncorrected data
by direct integration. The data used consisted of
43 points for which the resolution corrections were
negligible. (All the ¢ =0 data, for example, were
thus excluded.) In this connection, it should be
noted that whereas the resolution function may
greatly alter the shape of a given frequency spec-
trum, the characteristic frequency is much less af-
fected. Following Halperin and Hohenberg, 0 we
assumed a simple homogeneous form for the char-
acteristic frequency

(6.16)

where a, b, ¢’, d’, and E are constants. The fit
to experimental data is very insensitive to the value
of d’ because of the omission of the ¢ =0 data.
Hence the fit of data points to Eq. (6.16) was car-
ried out by the iterative procedure explained below,
involving values d’ obtained from an analysis of the
q =0 intesnities by the method Sec. VIC.

For small ¢/k, Eq. (6.16) has the expansion

D-d' E ¢ (4
o@=a®oe 1+ 8 & ()] . G

where, referring to Eqs. (6.14) and (6.15), d'%/¢
=d and +Ec’/d’' =c. Estimating a value of ¢ from
the g dependence of the uncorrected frequency spec-
tra, a preliminary value of d was obtained from the
analysis of the ¢ =0 intensities. The constant d’ was
obtained from d and inserted in Eq. (6.16). The
remaining four constants in Eq. (6.16) were eval-
uated by least squares and a new value of ¢ was thus
obtained for insertion into Eq. (6.14) for the g=0
analysis. This procedure was repeated and found

to converge satisfactorily with values of ¢=0. 6 and
d=12.8 (d' = 3.47x10%. With d’=3.47x10% the
least-squares values for the remaining constants

in Eq. (6.15) are: E=1.37+0.03, a=(6.4+0.5)
x10% b=-(0.95+0.38)x10° c’=(0.86+0.46)x10%
where the errors are based solely on counting sta-
tistics and do not take into account the neglect of
resolution corrections. Figure 19 shows calculated
and observed characteristic frequencies. The four
uncorrected characteristic frequencies at ¢ =0.10
A-! and 6.6 meV which were thought to be subject

to larger errors because of incomplete data in the
wings, were omitted from the least-squares fit but
have been added to the figure. In addition, we have
added the resolution-corrected g =0 data, making

w(§) = (ag®+ bg*k® + ¢’ gPk* + d' k8)F/ ®,
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a total of 51 characteristic frequencies.

Expanding Eq. (6.16) for ¢> K, gives the expres-
sion w,(g)=a’ q'**"+... for region II, with a’=qa!-3"/¢
=12.5 from the above analysis. This may be com-
pared with the result of the Néel point analysis dis-
cussed in Sec. VIB. To make the comparison we
adjust the proportionality constant in (6.12) to take
into account the small change in exponent from 1.4
to 1. 37 and obtain @’ =15.0.

The zero-degree homogeneous function f(x/q)
= w,(g)/wo(d) hasbeen calculated by Résibois and
Piette!! starting from the kinetic equations obtained
by De Leener and Résibois.?® In Fig. 20, we compare
their result "directly with our experimental values
for f. For larger values of k/q we have included
points (open circles) obtained from the g=0. 025 A
data, in spite of the relatively large uncertainty
arising from contamination by higher-order neutrons
as indicated in Sec. VIB. The agreement between
theory and experiment is excellent over the entire
range and even at large values of /g there is no
discrepancy with_gn the errors. The experimental
points w,(q)/w,(q) were obtained from the observed
values shown in Fig. 19, using pairs of frequencies
corresponding to the same neutron incoming energy.
The ¢=0.025 A-! data for smaller k/q have been
omitted because the uncertainty in f becomes pro-
gressively worse as k/q decreases. The ¢=0.10
A-! data were also omitted for reasons given pre-
viously in the discussion of Fig. 19.

2.0 T T

T2Ty

INCIDENT
o ENERGY (MeV)
v o akhee a7
0.20 L

3
v

wN (meV)

o | | 1

(o] 0.05 0.1
K (AT

0.15

FIG. 19. Comparison of observed and calculated
characteristic frequencies w, (@ for T=Ty. Observed
frequencies are half-area values, uncorrected for reso-
lution, and are labeled by different symbols according to
momentum transfer and incident neutron energy. Calcu-
lated curves are labeled according to the value of g.
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FIG. 20. Plot of the dependence of w,(d)/w(@ onk/q.
Solid line represents the calculation of Résibois and
Piette (Ref. 22). Open circles are derived from the ¢
=0.025 &1 data and have relatively large uncertainties
(see text) compared to the solid points obtained from
data at higher g values.

The results of this section can be used to investi-
gate the progressive breakdown of the hydrodynamic
(Lorentzian) form for the cross section above Ty
with increase in the ratio ¢/x. In the case of a
Lorentzian distribution, the half-half-width is by
definition the characteristic frequency and thus the
correlation function (6. 13) can be computed for
general values of ¢ and k using the w,(q) values
given by Eq. (6.16). The suitability of the Lorent-
zian form for the energy dependence can thus be
tested without at the same time treating the half-
width as an adjustable parameter which can artifi-
cially improve the agreement. Figure 21 shows a
comparison of computed curves and experimental
data for ¢=0 at different temperatures. In compar-

- ing with experiment, Eq. (6.13) has been convoluted
with the resolution function. The agreement is en-
tirely satisfactory and is to be expected on the basis
of the discussion in Sec. VIC. Figure 22, on the
other hand, shows the gradual failure of the agree-
ment for increasing values of ¢/k. In Fig. 21, the
central points have been deleted because of the in-
terference of a weak nuclear reflection coming from
a higher-order wavelength contamination. This
interference is not present in the data of Fig. 22
where q is different from zero.

E. Inverse Range Parameter for T < Ty

Two-~crystal data can be satisfactorily interpreted,
as we have seen, to give the inverse range param-
eter k and temperature index v above Ty. The cor-
responding analysis for T < Ty is difficult to carry
out, largely because of the interference of the Bragg
magnetic peak. The index v’ for T'< Ty can, how-
ever, be determined indirectly from three-crystal
data using the hydrodynamic¢ analysis of Halperin
and Hohenberg.? They find, in the long-wavelength
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limit, that the characteristic frequency, which is
one-half the energy separating the spin-wave peaks,
is given by Eq. (6.9). The constant ¢ appearing

in this equation was determined directly from the
uncorrected dispersion curve inasmuch as trial con-
volutions of the spin-wave cross section with the
resolution function did not appreciably alter the
position of the spin-wave peaks. A log-log plot of

¢ against Ty — T gives v’ as shown in Fig. 23. The
least-squares value for the slope v’, determined

for the range 0<Ty—~T<6° is 0.54+0.03. The line
drawn in Fig. 23 corresponds to this fit but passes
through the remaining points as well. The fit for
the entire range 0< T — T'< 21° gives, in fact,
v'=0.534+0.014. The value v'=0.54+0. 03 appears
to be significantly lower than the value v=0.701

INCOMING ENERGY E,=6.6 meV

T=
goo} <7V .
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T=95.02
100 - x =0.128 4

ENERGY TRANSFER w (meV)

FIG. 21. Calculated and observed intensities as a func-
tion of energy transfer at g =0 for different temperatures
above Ty. Observedintensitiesareincounts per 6 minof
time and refer to'an incoming neutron energy of 6.6 meV.
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400 FIG. 23. Log-log plot of vk vs Ty—T. Solid line is
the result of least-squares analysis carried out using the
o five data points within the temperature range of 6 deg
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FIG. 22. Calculated and observed intensities as a
function of energy transfer showing progressive failure
of the hydrodynamic (Lorentzian) form for the cross sec-
tion with increasing ¢/k. Incoming neutron energy 6.6
meV; intensities in counts per six minutes of time.

+0, 011 obtained for 7> Ty. A recent calculation
by Helm®® for the Ising model and the simple cubic
lattice gives v'=0. 50 and v=0.78.

VII. APPROXIMATION METHODS FOR TWO-CRYSTAL
INELASTIC SCATTERING; ANALYSIS OF QUASIELASTIC
APPROXIMATION
In the interpretation of the two-crystal data de-
scribed in Sec. IV, use has been made of the quasi-
elastic approximation. Because of the quantitative

character of the information we wish to extract
from the data, we examine in this section the gen-
eral problem of the interpretation of two-crystal
inelastic scattering and furnish estimates of the
inelasticity corrections in the case of RbMnFj,

A. Case of Perfect Resolution

We discuss here the case of perfect resolution,

conclusions of a general nature are obtained, which
are not substantially altered by finite resolution.

1. Formulation

Figure 24 shows a schematic diagram of the scat-
tering geometry in reciprocal space for a two-crys-
tal scattering arrangement. Since we are consider-
ing the case of perfect resolution, the only neutrons
which are detected are those scattered through the

FIG. 24. Schematic diagram of the scattering geome-
try in reciprocal space for two-crystal inelastic scatter-
ing with perfect resolution. A process is represented
which involves a definite energy transfer from the neutron
to the sample. k; is the wave vector of the incident neu-
trons and i is the direction of the scattered neutrons.
All neutrons scattered in the direction iy are detected.

To every value of the energy transfer %w there corre-
sponds a definite value of the final wave vector l;F, deter-
mined by the conservation law 7w = (72/2m) e} —k%).
Akp(w) is defined by the relation kKp=Fpip— Akp. §lw) is
the corresponding wave vector transfer measured with
respect to the reciprocal lattice spot 277; namely, §(w)
=ky—Kplw) - 217,
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fixed scattering angle 26=265. Let 7, denote the
direction defined by this constant-26 condition, If
E, is the wave vector of the neutrons incident on

the sample, then to every value 7w of the neutron-
to-sample energy transfer there corresponds a def-
inite value of the final wave vector k » given by kF (w)
=1p(KE- 2mw/i)/?, The momentum transfer is
defined by Q(w) =k, - ky (w) and we denote by q(w)
the momentum transfer relative to the reciprocal
lattice spot 277; that is, q(w)=Q(w) - 277, If we
substitute &, (w), Q(w), §(w) into the differential
scattering cross section (6. 10), we obtain

2
2 (4@, )

k

- const x —g(ﬁ’l | AQ(@))| 2 CE(©), ©) .

l+e
7.1)

This equation gives, for any value of energy trans-
fer, the differential cross section for neutrons
scattered with constant scattering angle 26 =265.
Note that this “constant-angle” cross section be-
comes, in the limit E, ~ «, a constant-Q cross sec-
tion [Q =Q(0)] as a consequence of the relation

- kp(w)= kyiiw/2E; + higher-order terms . (7. 2)

The observed intensity is obtained by integration
of (7.1) over final neutron energies; namely,

KGO < L (o= f (d(@), ©)

™/ 2mie2
= const Xf Tdw
-

<9 | @)

dﬂd

_'T/kr C (G (w), w).

(7.3)

This equation is a line integral in reciprocal space
along the radial path that has origin in 0’ and passes
through the point q(0). We then formulate the quasi-
elastic approximation for the intensity by the state-
ment

2
o @on= [ aw Z (4@, 9~ constxC, (G(0).
(7.4)

Sufficient conditions on %Zw under which this equation

qu.4
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holds can be given as follows: If Zw is sufficiently
small compared to E; so that, using Eq. (7.2), the
“static approximation” conditions

EF(“’) zE1 s (7. 5a)
Q(w)~Q0) , (7. 5b)
and
§(w) ~(0) (7. 5¢)
are satisfied; and furthermore, if
Aw<ET , (7.6)
then it follows from Eq. (7.3) that
1(§(0))~ constx [ dw C,(G(0), w) (7.7)
and, using the sum rule (6.3), that
1(G(0))~ constx C,(G(0)) . (7.8)

This is the quasielastic approximation as formulated
in Eq. (7.4). Note that condition (7. 6) is quite a
weak requirement since C(§, w) is even in w, and
thus it follows from (7. 3) that corrections to the
quasielastic approximation are of order higher than
the first in Zw/kT. The same, however, cannot

be said for the “static approximation” (7. 5); while
Q(0) and %; can easily be large compared to Aky(w)

= k; — kp(w), this is hardly true of ¢(0). In fact, in
the case of two-crystal measurements, the constant-
4 approximation (7. 5¢c) is rarely satisfied, so that
the applicability of Eq. (7.4) to the measurement

of the static parameters «, v, and 7 requires fur-
ther justification.

2. Quasielastic Approximation in Region II (> k)

a. Failure of constant-q approximation. We are
going to make use of the dynamical properties of
the cross section in region II, as determined in the
three-crystal measurements, in order to calculate
the energy-dependent “constant-angle” cross sec-
tions (7.1) and, using these, the corresponding line
integrals (7. 3). - These calculations are carried
out with experimental parameters E; and 277 ap-
propriate to our two-crystal experiment. Using
the results of Sec. VIB for region II (k=0 and hence
q/k =), we write

Cro(@, ©)=Go(@) (-) Se (wo(q)) 757 (czqz.s+ 2

where 7=0.055, B=1.82, C=5.00, G=9.66, D
=16.0; and, in addition, E;=48.0 meV and 277
=1.2876 A"!, The computed line integrals will be

BG 1.4 BGq1.4
Gz 28, (w+Dq‘ 2 +Gz 28 (w - DgHZE)

(7.9)

[

compared with C,(q(0)) to determine to what extent
the quasielastic approximation (7. 4) is satisfied in
our two-crystal measurements in region II. It
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FIG. 25. Illustration of the failure of the constant-§ approximation in a two-crystal (“constant-angle”) experiment.
Solid lines represent the “constant-angle” energy dependence of the cross section for the actual two-crystal experiment
(E;=48.0meV; 2Ak; is the range of k; covered over the indicated range of w). Dashed lines show the corresponding
energy dependence in the ideal case in which the constant-§ requirement is satisfied; namely, in the limit E; —«. Two
sets of curves are shown for several positive values of ¢(0). A positive sign for ¢(0) corresponds to the experimental
arrangement shown at the top of the figure; namely, with the reciprocal lattice spot lying inside the w=0 sphere.

should be noted (see Fig. 24) that the same value of
14(0)! can be obtained for two symmetric positions
of 27T relative to the Bragg position 6=605. We
shall distinguish them by labelling as — 1 ¢(0)|, the
arrangement in which the reciprocal lattice spot
lies outside the w=0 sphere, and as + |¢(0)|, the
opposite one. With this convention, the calculated
line integrals do/dS? are functions (do/dQ)(q(0)),
where ¢(0) ranges from negative to positive values.
The above distinction is necessary when discussing
the quasielastic approximation because, for the
calculated line integrals, one obviously has, in

general,
L (@O0 # 22 (~q00) .

The first result of these calculations is that the
“static” conditions (7.5), introduced in the preced-
ing section to derive the quasielastic cross section,
are far from fulfilled. This is shown in Fig. 25.
The solid lines represent the “constant-angle” en-
ergy dependence of the cross section for the param-
eters used in the actual two-crystal experiment.
The dashed lines show the corresponding energy
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FIG. 26. Tlustration of the “energy-averaging” mecha-
nism, discussed in the text, compensating for the failure
of the constant-§ approximation. Plots represent the
“constant-angle” cross sections d%/dS dx defined by the
relation [dw d%0/dQdw = [dx d*c/dS dx, where x is the
variable defined by Eq. (7.11). Solid lines are calculated
cross sections for the parameters used in the actual two-
crystal experiment (E;=48.0meV), while the dashed lines
correspond to the ideal case in which the constant-g re-
quirement is satisfied; namely, the limit E;— ., Differ-
ence in the areas under the solid and dashed curves is
1.6% for ¢(0)=0.01 A", and 18% for ¢(0) =0.30 A1,

dependence in the limit E; - «, in which case the
“static” conditions are obviously satisfied. Com-
parison of the paired curves shows that under the
conditions of the actual experiment the “static ap-
proximation” breaks down. That this should be so
in the present case, as in most two-crystal experi-
ments, is apparent from the magnitudes of Ak,, the
“k inelasticity” of the scattering in reciprocal
space. Ak, can be estimated from Eq. (7. 2) by re-
placing w with the characteristic frequency wy(g(0)),
giving

ARy~ Ry wy(G(0))/2E; . (7.10)

Thus one can see that the condition §(w) ~§(0) is
hardly satisfied even for the most favorable case
[4(0)=0.01 A] represented in Fig. 25, where Ak,
=0.0012. Therefore, the breakdown of the “static”

approximation actually is brought about by the fail-

ure of the constant-g condition (7.5¢c). In spite of
this failure, however, the quasielastic approxima-
tion (7. 4) remains satisfactory for many two-crys-
tal experiments because of the existence of certain
compensating mechanisms which are discussed be-
low.

b. “Energy-averaging” mechanism compen-
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sating for failuve of constant-§ condition. The
quantity measured in the two-crystal experiment is
the area under the curves in Fig. 25. If one com-
pares the area under the “constant-angle” cross
sections to the area under the corresponding con-
stant-@ cross sections, one finds that a mechanism
of compensation is operative, which tends to balance
the discrepancy for zZw> 0 against that for zw<0,
Further insight into the origin of the above mecha-
nism is gained by introducing in the integration

(7. 3) the new dimensionless variable x, defined by
the differential relation

1

%= @@y -

(7.11)
The characteristic property of the new variable
thus defined is that equal intervals dx correspond
to different energy intervals dw, depending on the
point where they occur on the energy axis. Specifi-
cally, these intervals dw are proportional to the
width wy(§(w)) assigned to the shape function f. at
that point. Note that in general x #w/w,(g(w)) be-
cause w, is not constant. In fact, by logarithmic
differentiation of w/wy(q(w)) one obtains

dlw/wy(§(w)] - dx = - JOTEW d1n wy(§ ()

w  dg(w)
w(q(w) gq(w)

After changing variable in Eq. (7.3), the resulting
integrands can be plotted as a function of x, and

we obtain the curves of Fig. 26 for the two extreme
cases ¢(0)=0.01 and 0.30A"!, Comparing constant-
angle and constant-écross sections in Fig. 26, we see
thatthe over-all area compensation results from a

oC —

(7.12)

_point-by-point compensation of equal and opposite con-

tributions at +x, and ~x. The difference in the two
areas is only 1.6% in the ¢(0)=0. 01 A-! example and
does not exceed 18% even in the extreme case ¢(0)
=0.30A-!. The mechanism illustrated above by
direct computation for the case of our particular
experiment, actually arises from a general property
of the integrand. In what follows, we present an
analytical formulation of this property, leading to

~ the definition of a parameter for estimating the in-

elasticity corrections to the quasielastic approxi-
mation,

Assuming for simplicity that, among the condi-
tions (7.5) and (7.6), only the requirement g(w)
~q(0) is not met, we obtain from Eq. (7.3)

do - 1 w

=5 0)) o f dw Cy(q(w = w = )

a9 (q( )) f O(Q( » wg((l(w» I (wo(Q(w»,
(7.13)

A measure of the difference between g(w) and q(0)

is given by Ak,, the “k inelasticity” of the scatter-

ing in reciprocal space defined in Eq. (7.10). The
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percentage difference of the integrand of (7.13) from
its constant-q value is, in region II, proportional
to

€= Ak;/q(0) (7.14)

and this is therefore a convenient parameter in
terms of which to study the deviations from the
“static approximation.” Using Eq. (7.10), € is
given by
m_ [ Hw,y(4(0) )
€ =—g— [ —1 22 ) | 7.15
iRy ( q(0) ( )
Since € =0 corresponds to the “static approxima-
tion,” one has, setting q(w)=q(0) in (7. 11),

w=we(q(0) x .

For general €, Eq. (7.11) implicitly defines the
change of variable, w=x, as an € -dependent trans-
formation, because g(w) - ¢(0) is a function of ¢;
thus, effectively, one has

(7.16)

(7.17)

The € dependence of g(w) —q(0) for €~ 0 can be
easily obtained as follows: From Fig. 24, one sees
that g(w) - ¢(0)=[%; — 2x(w)] cosfz and hence, using
(7. 2) together with (7. 16), one finds

q(w) — ¢(0)
q(0)

Applying this result to (7.12), one obtains

w=w(x, €).

~constxxge (e—0). (7.18)

d[w/we(q(w))] —dx~const x xd(xe) (€=0) .
(7.19)

Let us now introduce the new variable x into Eq.
(7. 13) by means of the transformation defined by
Eq. (7.11) and formally represented by (7. 17).
Expansion of the integrand of (7. 13) at constant x
around € =0 then yields

do
FTo) (q(0)

©

- 9InC
mconstxf dxCo(q(O))[1+( 3% °)n_os+...]

x f.,(x)'[1+<i%>s=os+-n] ,  (7.20)

where the values of f. and C, at the point € =0 have
been obtained using g(w) = q(0) together with Eq.
(7.16). The partial derivatives in Eq. (7. 20)

are functions of x. In fact, one can show that they
are odd functions of x as follows:

<a1ncg) =(allnco(a(w)) 8lnq(w)>
9 /g0 dIng(w) 9 -0
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_dInC (3(0)) [91ng(w)
- dh:q(o) ( og )M (7. 212)

and

(..

_ ( dinfo[w/w(Gw)] 2[w/wy(G(w))] )
dlw/w(G(w))] 3 =0

dinf.(x) (8[w/w(q(w))]
=T ax ( “’;8 >s=o. (7. 21b)

Equation (7. 21a) is odd in x by virtue of (7. 18),
since dInC,y(q(0))/dIng(0) is a constant. As for
(7. 21b), one finds that it too is odd because f.(x)
is even in x and so is {8[w/wy(g(w))]/ e} ¢. o ac-
cording to Eq. (7.19). Thus, if one compares val-
ues of the integrand of Eq. (7.20) at + x and - x,
one finds that corrections to the constant-Q cross
section, f(%) Cy(q(0)), cancel each other up to first
order in €.

As a consequence of the above analysis, one
finds that

20 (qoee [ v 1ula) CEON 1 + 0(e2)]

= Cy(q(0)) (1 + 2/0 dx f.(x) O(sz)) , (1.22)

and thus that the inelasticity corrections to the
quasielastic cross section are in general of order
€2, that is,

. _m (ﬁwo(E(O))>z. (7.23)

& ZZﬁin q(0)

This is a convenient parameter for estimating the
validity of the quasielastic approximation. For the
two cases shown in Fig. 26, the values of €% are

©0.016 for g(0)=0.01 A™ and 0. 25 for ¢(0)=0.30 A™,

In order to have a quantitative picture of the ap-
plicability of the quasielastic condition (7. 4) in our
two-crystal experiment, we have made explicit
calculations of the cross sections, (do/d?) (- 14q(0)])
and (do/dQ) (+ 1 ¢(0)]), namely, the areas under the
solid-line curves of the type shown in Fig. 25, and
compared them to their quasielastic values,
1/1g(0)|*" (n=0. 055) for the range 0.01 A™'< |g(0)|
<0.31 A, The result of this comparison is shown
in Fig. 27 together with the Ornstein-Zernike form
1/1¢(0)12, Calling any of the above four functions
I, what is, in fact, plotted is In(lg(0)I%™"), with I
normalized to a fixed value at ¢(0)=-0.01 A*, In
this plot the deviations between any pair of curves
gives directly the percentage difference between
the corresponding functions. The departure of
do/dQfrom the quasielastic value is small over a wide
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FIG. 27. Comparison of the two-crystal cross sections,
(do/dQ)[+ 1 q(0) | ] and (do/dQ)[- | q(0) | ], calculated using
7n=0.055, with the quasielastic approximation to them,
1/14(0)1%". Inadditioncomparisonis shownwith the Orn-
stein-Zernike form 1/ ¢(0)|2. Calling any of the above
four functions I, we have plotted In[14(0)1>"I], where I has
been previously normalized to a fixed value at ¢(0)
==0.014". In this plot the deviations between any pair
of curves gives directly the percentage difference between
the corresponding functions.

range of |g(0)|. Note, that if one wishes to de-
termine 7 using the quasielastic approximation, the
deviations of do/d2 from the quasielastic value
1/1g(0) 12" must be small compared to (1/1¢(0)?
-1/1¢(0)*™. The curveforI=1/1g(0)|% has been in-
cluded in Fig. 27 to make this comparison possible.
An important detail in Fig. 27 is that (do/d®)

X (+1¢(0)1) and (do/dR)(~ 1¢4(0)]) are represented

by solid lines, which go over into dashed lines for
higher values of |¢(0)]. Only a qualitative signifi-
cance is to be attached to the curves over the range
of 1¢(0)! covered by the dashed lines. This caution
is justified because, the larger |¢(0)| becomes, the
greater is the inelasticity of the scattering and
hence the larger is the range of g covered in the line
1

QUANTITATIVE ANALYSIS OF INELASTIC SCATTERING IN...

3233

integration do/dQ. - Going out in |¢(0)| thus brings
us out of the range where either theoretical or ex-
perimental information on the dynamical properties
of the cross section is available. In fact, we have
verified that the line integrals do depend critically
on such knowledge as the variation with g of the
characteristic frequency wy(q). Therefore, when
making actual use of calculated two-crystal cross
sections in order to fit experimental two-crystal
intensities (see Sec. VIIB), we will restrict our-
selves to the smaller |¢(0)| range covered by the
solid lines in Fig. 27. The upper limit of this range
has been conservatively set at 0. 076 A1, The
range of ¢ and w which is involved in the line integra-
tion at 1g(0)! =0.076 A™ can be characterized in
the following way: The line integral [dw d%0/dS2 dw
calculated between the 7w limits - 5.5 and +5.5
meV, converges to 99% of its total sum and the
largest ¢ in the above range is 0. 35 A,

c. “q-averaging” mechanism compensating for
failuve of constant-q condition. Inspection of Fig.
27 reveals immediately the presence of a second
mechanism of compensation, in addition to the “en-
ergy -averaging” mechanism, which favors the
quasielastic approximation. One sees there that,
even though at higher values of |1¢(0)! the individual
constant-angle cross sections (do/df) (+ 1 ¢(0)1) and
(do/df) (- 14(0)1) differ appreciably from
1/1¢(0) 1%", nevertheless, the average values of each
pair are consistently in very good agreement with
the quasielastic cross section. This “g-averaging”
mechanism results from a general property of the
cross section and can be given the following analytic
formulation. We have shown in the previous dis-
cussion that, if the integrand of Eq. (7.13) is ex-
panded at constant x, around €=0, one finds that
the coefficient of the first-order term is an odd
function of x. If we denote this coefficient by u(x),
this equation can be rewritten as

ggum»a[%co(a(o»(uz [ ”dxfwu)u(xm..»)m +%co(a(o»(1—2 [ e £t Mx)e*‘"')m]'

(7. 24)

In the previous discussion, the effect of the thermal factor was neglected. Inclusion of this factor up to

first order in Zw/kT yields

%(‘1(0))05{%C0(a(0))[(1+2/0‘ d"f.,(x)u(x)ﬂf-~->(1+h’w(x)/2kT+...)]

©

w >0

+§Co(a(0))[(l - fo dx fulx) u(x)8+"') (-l w(@] /2T )]Mq}

- CofON (1 [ e 1) W 0| /6T
0

(7. 25)
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where, as in the previous discussion, the term that
is first order in ¢ and zeroth order in %Zw/kT, drops
out. Now, if we examine the “constant-angle” dif-
ferential cross sections in a “+ |¢(0)|” arrange-
ment, such as in Fig. 25, we note that the dominant
contribution to the total area is shifted to the posi-
tive side (w>0). This is due to the fact that, in a
“+14¢(0)1” arrangement, as w runs from negative
to positive values, g(w) decreases in magnitude
(see Fig. 24 and vector diagram in Fig. 25); this
results in a corresponding enhancement of the posi-
tive side of the differential cross section and de-
pression of the negative side because of the factor
1/(q(w))*™ in the correlation function Cyq(w)).
Thus, K.jqe (%) >0. Exactly the opposite is true

in the “ - 1¢(0)!” arrangement; namely, the domi-
nant contribution to the total area is shifted to the
negative axis so that i, (¥)= = L_jqn(x). Thus,
one sees that on averaging (do/d) (+ 1¢(0)]) and
(do/d) (- 19(0)1) the leading correction term to the
quasielastic cross section drops out. One can
check by direct calculation that the thermal factor
1/(1+e™/*7) is the main source of the asymmetry
between + | ¢(0)| and - 1¢(0)| which appears in Fig,.
27. If the thermal factor is suppressed in the cal-
culation, the difference between (do/d) (+ 1 ¢(0)1)
and (do/d?) (- 1 q(0)|) drops from 33 to 6% at the
largest value of g(0)!, 0.31 A%,

The immediate consequence of the averaging ef-
fect described above is that, if a least-squares fit
of the calculated two-crystal intensities (Fig. 27)
is carried out using the quasielastic cross section,
the correct static correlation is obtained over the
whole range, |¢(0)) <0.31 A", provided both
“+1¢(0)1” and “- 1¢(0)1” intensities ave simultane-
ously used in the fit. Furthermore, Fig. 27 shows
that the quasielastic approximation does not ap-
preciably alter the value of 7 and that a cross sec-
tion with n =0 is clearly ruled out.

3. Quasielastic Approximation at a General
Temperatuve

a. Compensation mechanisms for T> Ty. The
analytical formulation of the two compensation
mechanisms, which was carried out in the preced-
ing section for the case of region II, can be easily
extended to general temperatures by suitably gen-
eralizing the expansion parameter € defined in Eq.
(7. 14). Renormalizing Ak, by means of g*(k)
= 1¢(0)| (1+«%/14(0)1?) one obtains

g*=aky/ | q(0)| [1+(c/|q(0)] )] . (7.14%)
The final result of this generalization can be sum-
marized by the equation

2 (2 (a0 )+ 2 (- 40))
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«C(q(0) [1+0(e*?) +...].  (7.26)

Thus, in general, the parameter that must be small
compared to 1 in order for the quasielastic approx-
imation to hold at a given instrumental setting ¢(0)
is

g*2

m ( 1w, (4(0)) q(0)>2 ‘ (7. 27)

=27i2E, K%+ q2(0)

In a ¢(0) scan at a given temperature, a represen-
tative value I', for the inelasticity of the scattering
is the inelasticity associated with ¢(0)=«, so that

T, = wlk) . (7. 28)

In the same way one can define for such a scan a
representative value o for the parameter £*2, that
is,

2
__m (& 1"!5>
[ —é%zE—i( p . (7. 29)
b. Inelasticity corvections to k and v. The use

of the quasielastic approximation to determine the
correlation range k from two-crystal measure-
ments gives rise to a systematic error 8x/k as a
result of inelasticity. It is important, however,

to note that the relative error 6v/v in the determi-
nation of v over a range dk, is related to the change
d (6x/k), in 8k/k, through the relation
dv/v=d(dk/k)/dInk. Thus, the error in v for a
finite range of k is given by

o (L)

v dlnk (7. 30)

In order to estimate the magnitude of 5/« (and
therefore 6v/v) we have used information on the
dynamic correlation function C,(q, w) obtained from
our three-crystal measurements. We put

-~ 1 w,(Q)
Ci(q, w)ee (Ka+qz)1-n/z (wk(a))z+ oL

where w,( E) is the experimentally determined ¢-
and k-dependent characteristic frequency (6. 16),
and calculate, for increasing values of «, the two-
crystal cross sections (7. 3) for the experimental
parameters used in our two-crystal experiment.
Then, for each value of k, a least-squares fit of the
calculated “constant-angle” cross section,
(do/d$2)(q(0)), is performedusing the quasielastic ex-
pression 1/(x"2+ ¢?(0))**"/2 (n=0. 055) and a “best
value” for «’ is determined. The error arising
from the inelasticity (6«x/k =«’/k —1) is thus ob-
tained. The result of the calculation described
above is shown in Fig. 28, where the semilog plot
of dx/k vs k corresponding to E;=48.0 meV, is
represented by the full curve. The calculated error
ranges from +2.7%, at k=2.45x10"% A (T=83.07
°K), to +12.5% at k=1.135x10" A (T=93.02).

If we now apply Eq. (7. 30), the resulting error in

(7.31)
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FIG. 28. Semilog plot of the calculated inelasticity
correction §x/k vs k for E;=48meV. Curve corresponds
to the calculation carried out using the experimentally
determined characteristic frequency function drEQ (q/ k).
Points represent the results of model calculations for
(q/k) =1+A(q/x)?, for the indicated values of A. Each
point is labelled by the corresponding A used in the calcu-
lation.

v (6v/v) over the given range of « is 1. 9%.

The function w,(q) used in the above calculations
is consistent with dynamic scaling, i.e., it is of
the form w,(0)$(g/k) and, as mentioned above, has
been determined experimentally from our three-
crystal measurements. We have also investigated
the dependence of 6k/k on w,(q) and have concluded
that the inelasticity corrections depend critically on
the specific function Q(g/k) applicable to the ma-
terial. As an illustration of the effect of changing
Q(q/k), we show in Fig. 28 results of calculations
using functions of the form 1+ (g/ k)?A for various
values of A. Note that while a function of this form
is expected to provide a good representation of the
characteristic frequency in the hydrodynamic re-
gion, it turns out that, with A=0. 45, it represents
the experimental frequencies in RbMnF; very well
up to g/k~4. Calculations such as these indicate
clearly that adequate knowledge of Q(g/«k), either
experimental or theoretical, must be available in
order to obtain reliable inelasticity corrections.

4. Two-Crystal Method for Minimizing Evvors
in v Avising from Inelasticity

Equation (7. 29) defines a parameter a that must
be small compared to 1 in order for the quasielastic
approximation to hold in a two-crystal measure-
ment of k. We now show that, if static and dynamic
scaling are applicable to the material, then, under
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very weak conditions, the dependence of the inelas-
ticity correction 6k/k on I',, E,;, and « is all con-
tained in @; namely,

(7. 32)

We assume first that contributions to the cross sec-
tion that are of second-order in %Zw/kT can be ne-
glected® and secondly that, among the “static” con-
ditions (7. 5), only the requirement q(w)=~q(0) is not
met. The two-crystal cross section (7. 3) can then
be taken to be

;1% (g(0)~ constXf dw C, (q(w), w)

5 1 w
= constx[ do C (A T=r=rs fare (w,g (&(w))) '

(7.33)

Making use of the static- and dynamic-scaling rela-
tions

Cl(@)=x>g(q/k) (7. 34a)
and
w (@) =, (0)Rg/k)= T, Qq/K)/AL),  (7.34b)
and introducing the dimensionless variables
q=q/x (7. 35a)
and
w=w/T,, (7. 35b)
we obtain
2 (d0)
~ constXIdcT)g(ﬁ(w)) ﬂ—('alﬂﬁi Faew <5°%%§17)))> )
(7. 36)
where k” has been absorbed in the constant, Fol-

lowing the sign conventions for ¢(0) introduced in
Sec. VIIA2, we have

(g(@))? = g(0) + (s = kp(w))? — 2cos65 q(0) (y — kp(w)) .
(7. 37)

If we now substitute for k; — 2p(w) its expansion to

first order given by Eq. (7.2), we obtain

(9(w))?= q(0*+ 30® m/E, - cosb q(0) w(2m/E;)' /2 .
(7. 38)

Finally, switching to the dimensionless variables

(7. 35), we find
G(w?=4(0)% + 40w® —4 cosfp G(0) w ()'/?
(7. 39)

where the expression (7. 29) for o has been intro-
duced. Equation (7. 36) together with (7. 39) gives
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FIG. 29. Log-log plot of the inelasticity correction 6x/k
vs o =(m/87 *E;) (kT /x)%.

the two-crystal cross section. I the effect of the
variation of cosfjp is neglected (and this is the third
and final assumption in the present derivation),
then the two-crystal cross section depends only on
a. The quasielastic approximation to this cross
section is given by g (g(0)) and thus the difference
between the two expressions, as well as the dif-
ference between the values of « derived from them,
depend on « alone. This is just the result contained
in Eq. (7. 32). Let us illustrate the dependence of
6x/k on the parameter « in the case of RbMnFs;.
This function can be evaluated explicitly owing to
the fact that the functions © and g have been ex-
perimentally determined. In the calculations which
follow we have made none of the three approxima-
tions mentioned above. Thus 6x/k was evaluated
following exactly the same procedures used to ob-
tain the plot in Fig. 28, with E; fixed at 48.0 meV,
and a was obtained from « using the definition

(7. 29) and the characteristic frequency function
(6.16). A log-log plot of 6k/k vs a is shown in
Fig. 29 and corresponds to the range of x repre-
sented in Fig, 28, This diagram provides the in-
elasticity correction to «; not only in RbMnF,; but
in all closely related systems, for example, MnF,
in which a similar Q(g/k) is expected to apply.

The relation (7. 32) implies that if, as the tem-
perature (i.e., k) is varied, the parameter o is
maintained approximately constant, the change in
6k/k, and therefore 6v/v, can be made zero or
minimal. This can be accomplished by suitably
varying the incoming neutron energy E; as a func-
tion of k. A specific prescription for this varia-
tion, based on the dynamic scaling relationship
I,k is given by a=constx k*®-V)/E,. With this
scaling assumption, the “constant-a” procedure
thus provides a correct evaluation of v in a two-
crystal experiment in spite of the inelastic nature
of the critical scattering and even in the absence
of preliminary three-crystal data.

TUCCIARONE, LAU, CORLISS, DELAPALME, AND HASTINGS 4

Again, let us illustrate the above procedure for
the case of RbMnF;. The lower limit of the range
of k¥ covered in our two-crystal experiment is equal
to 2.45%107® A (Fig. 28). In the actual measure-
ment E; was 48. 0 meV, and this corresponds to o
=0.00134. We could have chosen, for example,
to set E; equal to 6.6 meV which gives a=0.00975,
and as « increased, to increase E; so as to keep
a constant up to say E;=87.1 meV corresponding
to k=0.08 A, In such a hypothetical “constant-
a” experiment, 6«/k would be expected, on the
basis of the plot in Fig. 29 and if Eq. (7. 32) held
exactly, to be a constant and equal to 7.5%. The
dashed horizontal line in Fig. 30 represents this
“ideal” case which would give 6v/v=0. The solid
line in Fig. 30 represents the actual 6x/k-vs-k de-
pendence calculated without introducing the three
approximations on which Eq. (7. 32) is based. Com-
parison of these two curves gives a measure of how
effectively, in our practical example, Eq. (7. 32)
can be used and the “constant-a” procedure ap-
plied. In particular, by applying Eq. (7. 30) we find
that the inelasticity correction 6v/v associated with the
“constant-a” procedure is down to 0.45%, in com-
parison to the 2. 4% value associated with the con-
stant E; procedure over the same range [see dotted
curve in Fig. (30)].

B. Case of Finite Resolution
1. Geneval

a. Formulation of the quasielastic approximation
fov finite vesolution. In the case of perfect resolu-
tion, the observed intensity is given by Eq. (7. 3),
which simply adds up all the contributions to the
scattering coming from the different possible en-
ergy transfers; namely,

d®c -
I= constxf dw N de (q(w), w) . (7. 40)
T T T T T 1T l' T T T T T 1rr
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FIG. 30. Semilog plot of the correction 6x/k vs k for
the hypothetical experiment at constant o described in the
text (solid line) and for the actual experiment at constant
E; (long-dashed line). Short-dashed horizontal line cor-
responds to the case of an “ideal” experiment at constant
a.
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The formulation of the quasielastic approximation
is then contained in Eq. (7. 4):

2
f dw dgd(; (4(w), w)~ constx C,(G(0)). (7.41)

However, in any real experiment, the observed in-
tensity is given by a more complex integration than
Eq. (7.40) (see Appendix for a general treatment

of inelastic scattering in the two-crystal experi-
ment). One must take into account that, for a gen-
eral energy transfer 7w, the experimental arrange-
ment allows not only the momentum transfer E,
—Kkp(w), but a spread of momentum transfers in

6 space around the most probable one. The detec-
tion efficiency over the above region is described
by the “inelastic two-crystal resolution function”
R(x, v, 2, w) [Eq. (A9)] in terms of a set of coordi-
nates (x, y, z) which, for given w, defines the vec-
tor separation of a point in (-5 space from the posi-
tion where the detection efficiency is maximum.
Hence, the total observed intensity is obtained by
summing up the scattering cross sections associated
with the different scattering events, each one
weighted with the proper value of the detection ef-
ficiency; namely, [Eq. (A8)],

I=const></dxdy dzdwR(x, y, z, w)
d®c ,- 2 i ual
ast dw (qo(w)+xlF+y]F+z F» (A)) ’ (7- 42)
|

X
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where §,(w)=k; —kp(w) - 277 is the most probable

q associated with energy transfer 7w and (ig, g, ir)
is a set of orthogonal axes with origin at q,(w) (Fig.
32). The quasielastic approximation for finite res-
olution, on the other hand, can be formulated as a
convolution of the static correlation function with
the elastic resolution function only; that is,

I~ constxf dx,dy,dz,

X R(x39 Ves Re, 0) Cx(aa(o)"'xegl?"‘ye.;l"*"ze iF) ’
(7. 43)
where the subscript e indicates that coordinates are
referred to the axis system with origin at q,(0),
the nominal instrumental setting for elastic scat-
tering.

We now examine the conditions under which the
exact expression (7. 42) can be replaced by the ap-
proximation (7.43). In the Appendix, we have de-
rived an “elastic resolution function” approxima-
tion to Eq. (7.42). This result is expressed in
terms of line integrals of the form

A - R
dw dQ dw (qo(0)+Aqe+(k‘_kf)zf(Aqe’ klr 61)’ CU) .

Figure 33 shows the integration path in reciprocal
space associated with a general integral of this

‘type. The vector ff is the direction of the path and

q,(0) +A7q, is the point on the path where k,= (k%
-2mw/h)/? is equal to k; (i.e., w=0). We find
that if

d?g

dzo' - et » - - - »~ ->
/dw a0 de (90 +4 do+ (ks ~ ) 15 (Aq,, kg, 0), ) ~ [ dw Zo—m (Qo(0) + AGe+ [ky = kr(w)] i (AT, #r, 0), @),

then Eq. (7. 42) becomes [Eq. (A27)]

(7. 44)

d’o - - . - -
szdxedyedzeR(xev YVes Rey O)fdw ?&% (qo(0)+ Ade+ [kt "kF(w)] iy (Aq“ kr, 0), w) . (7. 45)

Finally, in order to obtain (7.43) from (7.45), one must require in addition that

d’c - - e - -
f do === (4p(0) + A8, + b = Rp(w)] 3 (8T, B, 0), @)~ CT,(0) + AF,) -

(7. 46)

Combining (7. 44) and (7. 46) we can state the conditions for the quasielastic approximation in the case of

finite resolution in compact form:

dO' - -> dz -> - ~ - - ->
70 (0.0 + Aq,, &, 61)=fdw Fods (A0 + AT, + (ks = k) IHAT,, By, 01), ©)~ CLE,(0)+ AT,) -

Equation (7.4%7) is the generalization of Eq. (7. 4)
to the case of finite resolution.

b. Pvactical method for applying “elastic veso-
lution function” approximation to inelastic analysis
of two-cvystal data. The intensity can in principle
be calculated exactly from Eq. (7.42) in terms of

(7.47)

I

d?0/dQ dw, by using the inelastic resolution func-
tion R(x, y, 2z, w) derived in the Appendix. This is
a formidable computational problem since the con-
volution requires that the resolution function be
calculated at each point of Q-w space. Consider-
able simplification can be achieved by invoking the
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“elastic resolution function” approximation (7. 45)
since only the w=0 resolution function is required
and this can generally be obtained directly from
experiment, In spite of this simplification, how-
ever, Eq. (7.45) requires that for each point Aq,
in the elastic resolution volume, a diffevent line
integral (do/d ) (q,(0)+Aq,, #;, 0) be calculated.
A significant saving of computer time can be real-
ized using a further approximation which relates
the general line integral to the integral along the
most probable path, but which is nevertheless still
far weaker than the quasielastic approximation
represented by (7.47). The approximation is the
following:

do ,~ - / do ,~
2‘5(610(0)“3%,’?1,0)/3‘5(%(0),’?1,0)

~ C4,(0)+ A3,)/C, (4,0)),  (7.48)

that is, the ratio of the line integrals is approxi-
mately equal to the ratio of the quasielastic approx-
imations to these integrals. A necessary and suf-
ficient condition for (7.48) to hold is,that the change
in the quasielastic error over the elastic resolution
volume be small compared to unity. To see this,
let us introduce the notation o(Aﬁe) for the line in-
tegral (do/dQ)(q,(0)+Aq,, #;, 0) and C(A,) for

J

I, (0))~ constx-12 (3,(0), &1, 0) / dxy 494 dz, R(%e, Yo, Ze5 0) Cl@o(0) + ATe)/C(,(0)) -

This formula provides a practical method for car-
rying out the inelastic analysis of two-crystal data.
Note that (do/d ) (q,(0), %;, 0) is identical with the
line integral (do/d ) (q(0)) defined for the case of
perfect resolution in (7.3). Thus, Eq. (7.51) can
be looked upon as a perfect-resolution intensity,
corrected for the effect of finite resolution. The
correction factor is the ratio of the quasielastic
intensity expressions for finite and perfect resolu-
tion. An application of this method is presented in
Sec. VIIB2.

2. Inelastic Analysis of Two-Cvrystal Data for
RbMnF, in Region II (g > k)

In Sec. IV A, we have described several deter-
minations of the parameter 7 of the static correla-
tion function, and have quoted results of an in-
elastic analysis of “Néel-temperature intermedi-
ate-¢” data. This inelastic analysis was based on
Eq. (7.51) and is described in detail in the present
section. It is applied to data obtained in region II,
where two-crystal measurements are most sensi-
tive to n, and where the energy dependence of the
scattering is known from three-crystal experi-
ments.

The data were taken at 7'=83. 055 and with an in-
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the static correlation function C,(q,(0)+Aq,).
Equation (7. 48) becomes

o(aq,)  C(ag, ,

_—0(0) _——LC(O) (7. 48"
Let us write

o(Aq,)=C(ag,) [1+(80/0) (2T,)], (7. 49a) .

0(0)=C(0) [1+(30/0) (0)] , (7. 49b)

where 060/0 represents the error introduced by the
quasielastic approximation. Dividing (7. 49a) by
(7. 49b), we obtain

where d(60/0) is the change in the quasielastic er-
ror over the resolution volume. Thus, Eq. (7.48)
is equivalent to the condition

d(dc/0)<1. (7. 50)

This condition is inherently less stringent than that
for the quasielastic approximation itself and there-
fore one would expect the approximation (7. 48) to .
have wide applicability. Inserting (7. 48) in the in-
tensity expression (7. 45) leads to the final result

(7.51)

—
coming neutron energy equal to 48 meV. In the
three-crystal experiment described in Sec. VIB,
we have measured the differential scattering cross
section d%0/dQ dw under the conditions

ga> K, (7.52a)

9d<qzp , (7. 52b)
where gzp is the magnetic zone boundary which,
for the (111) direction, is 0. 64 A1, This deter-
mination of the cross section does not distinguish
between values of 7 in the range 0-0. 1 because of
the limited accuracy of three-crystal data, so the
measured d%0/dQ dw can be considered to contain
7 as an unknown parameter within that range. Us-
ing d%0/d dw, we can now compute the line inte-
grals (do/d) (q,(0)) in Eq. (7.51) as a function of
1. In order to satisfy condition (7. 52b) over the
range of these integrations, we limit the maximum
value of |g,(0)! in this experiment to that obtained
for line integrals of this type in Sec. VIIA2, where
we investigated their convergence for the particular
value of n=0, 055, and set a conservative upper
limit for 1¢,(0)! of 0.076 A®. The lower limit to
1¢,(0)] was set, in accord with (7.52a), as 0.018
f\", which is approximately 10« at this tempera-
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FIG. 31. Plot of In(I¢>") vs ¢ (n=0.044). I is the total
intensity and ¢ is the misset angle of the sample from the
Bragg scattering position. ¢ scales are logarithmic.
Solid curve is the result of a least-squares fit to the ex~
perimental points carried out using the practical method
for inelastic analysis of two-crystal data discussed in the
text (Eq. 7.51); the resulting value of 7 is 0.044. Note the
asymmetry of the data. This asymmetry, as one can see,
is fully reproduced by the calculated intensity curve ob-.
tained by means of the experimentally determined elastic
resolution function.

ture. Thus, for the combined range —0. 076 < g,(0)
<-0.018 A?, 0.018<¢,(0)<0.076 A we compute,
in terms of 7, the two-crystal intensity pattern
(7.51) and perform a least-squares fit with n as a
free parameter. The result of the fit is shown in
Fig. 31, where the range of angles corresponds to
the range of ¢,(0) indicated above. The best value
is n=0. 044+ 0. 008.

A conventional quasielastic fit of the same data
has also been performed, giving n=0.060+0.008.
We conclude therefore that inelasticity causes an
overestimation of the value of n determined in the
quasielastic approximation. This conclusion is
consistent with the result of direct inspection of
Fig. 27. Here it is evident that if one tries to “fit”
(do/dS) (£14,(0)1), for 1¢,(0) <0.076 A, witha
single quasielastic curve |g,(0)|"2, withn as a free
parameter, one will obtain a value of 7 greater than
that which was originally fed into the calculation of
do/d .

Finally we would like to point out that the data
in Fig. 31 provide a rather direct determination of
n. In the general case, k and the background must
also be determined, together with n, in order to fit
the raw data. Unfortunately, these quantities are
‘strongly correlated with n and therefore contribute
additional uncertainty to the determination of its
value. However, in the measurements we have
just described, we see that (a) since ¢> «, k does
not play any role (actually, we have verified that
leaving k as a free parameter does not alter the
result); and (b) since we are essentially performing
a small-g experiment (¢ << gzg), the intensities are
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so high with respect to the background that it too does
not play any role. (In fact, the background has been
estimated to be of the order of 30 counts on the
scale of Fig. 31.) Thus, the only free parameters
used in the above fits were 7, the zero shift, and
the normalization factor.
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APPENDIX: INELASTIC SCATTERING IN TWO-
CRYSTAL EXPERIMENT

A. Definition of Two-Crystal Inelastic Resolution
Function

Figure 32 is a diagram of the scattering geome-

FIG. 32. Vector diagram in reciprocal space for a
two-crystal inelastic scattering experiment. Figure
shows processes involving a definite energy transfer 7w
from the sample to the neutrons. Vectors drawn with a
dashed line represent a general event while the ones drawn
with a full line represent the most probable process. Ep
is the most probable wave vector in the in-Pile collimator,
k; the most probable wave vector in the monochromator
to sample collimator, and -QM the most probable scattering
vector for the Bragg reflection in the monochromator;
furthermore f,.- is the optimum direction in the sample-to-
detector cqllimator and f r a direction ortho&onal_ to it.

We define kp(w) =152 — 2mw/m/2. Q,(w) =k; —kp(w) is
the most probable among the wave vector transfers occur-
ring in the sample with energy change 7v. Each kvector
labelled with a lower-case subscript refers to a general
process and its meaningis identical with the one defined
above for the corresponding vector labelled with a capital
subscript. i
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try in reciprocal space for a two-crystal scatter-
ing experiment in the neighborhood of the recipro-
cal lattice point 277. Neutrons passing through the
in-Pile collimator (collimator 0) are scattered first
from a monochromator (scattering angle 26 );
then, after passing through the monochromator-to-
sample collimator (collimator 1), they are scat-
tered through an angle 26 g by the sample into the
sample-to-detector colhmator (collimator 2). E,,
k‘, and k, are in-Pile, incident-on-sample, and
final wave vectors, respectively, in a general
scattering process. k; is the most probable wave-
vector incident on the sample and z°F is the optimum
direction in collimator 2. yq, y;, and y, are the
horizontal divergence angles with respect to the

|
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optimum directions in collimators 0, 1, and 2;

89, 03, and &, are the corresponding vertical ones.
In addition, we define Ak, =k, —k;. @ is the most
probable scattering vector for the Bragg reflection
from the monochromator; ¢, and ¢; measure the
horizontal and vertical divergence angles, respec-
tively, of the general scattering vector with respect
to the optimum direction. Let Py(yq), Py(yy), Palvs)
be the horizontal transmission functions for the
three collimators, and Py(5,), P;(8,), P5(5;) the
corresponding vertical ones. Furthermore, let

P, (¢y) and Pj(¢l) be the probability functions de-
scribing the horizontal and vertical mosaic spreads
of the monochromator. ¥ The total observed in-
tensity is then given by

I= [dbgdk;doy dyy dy,d6s; dky (1/25in0,) Py(8o) Py (ker (81 — 80)/ Qu) P{(81) P3(52) Py((Aky/ky) tanby +v4)

X Po(Z(Ak{/k,)tan 9‘, + YI)PI.(YI)PZ(YZ) (do’/d’)’z déz dkf) (i;i —Ef - 277-';, (k% - k?) h’z/Zm, k‘ > 61) N (Al)

where do/dy, db, dk, is the inelastic scattering
cross section which is defined in terms of
d?0/lidQ:dw by the relation

do___ _ _hky _d’
d)’zdégdkf— m dQdw *

(A2)

In order to define the resolution function we now
introduce a new set of variables. If 7Zw is the en-
ergy transfer (%%/2m) (¥5 - ¥2), we define the vector
function Kp(w) = 1p(k% - 2mw/ ﬁ)“ % which is the most
probable final wave vector for processes involving
an energy transfer equal to 7Zw. Then, defmmg
the wave-vector transfer in the sample as Q q
+277 = k, , the vector function 6 (w) =7, (w)

+ 217 =k, - kF(w) will be the most probable wave-
vector transfer associated with an energy transfer
hw. Letus put Aq=q - q,(w) and consider the com-
ponents of Aq with respect to the two horizontal
axes 7p and jp, as well as the vertical axis Iy, ®
We define x, 9, and z by AQ=ip+yjp+2lp. We
now change variables in the integrand of Eq. (A1),
from the set (8o, %y, 81, 71, Y2 02, k) to the set
(60’ kir 51’ X, ¥, %, w)' If Y1 V2 51’ 62 are small
angles, so that contributions of order higher than
the first can be neglected, then the equations which
J

yy={ =% = Bk [Ry/kp(w) = cos20 5]} /Ry sin20 s =f, (AR, X, W) ,

cot2t9S
" (@)

y+ Akysin26 g
Y= kp(w)

=[y - cot(26:5) x]/kp(w) + [Ak,/kp(w)]{sin26 s — cOt20 5 [kr/Rp(w) — c0s205]} =fo(AR,, %, 9, w)

8y=(—2+k; 6y)/kp(w)=£3(5y, 2, w) .

Finally, if we put

(Akt/kl)ta-neu +f1(Aki’ X, (.O) EfM(Aki, x, w) ]

[
transform one set into the other are

X=—y by SiN20¢ + Ak c0820'g — iRy, w) +kp(w) ,-
=~y k;c0820 5 — Ak;sin20 5 + ky(ky, w)ya ,

2=y —ky(ky, )05, (A3)

where

kpky, w)= (K5 = 2maw/R)}/2 .

Assume the inelasticities in the scattering to be
small enough to satisfy the condition

24k, [ k )2
i L) «1 , A4)
ky (kp(w) (

thus implying that Ak,;/k; << 1 and allowing the sub-
stitution kg — ks~ — Ak; ky/kp. Then Egs. (A3) be-
come

x= =y by Sin20 g - Ak, [ky/kp(w) - cos265],

{-x- Ak, [k;/kp(w) —cos20]}

y=—y krcos20s — Ak;sin20g + kp(w)yz, (A3')
z2=k; 6, —kp(w) 6, .
Solving with respect to y,, yz, s, we obtain
(A5a)
(A5Db)
(A5¢)
(A5d)
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2(Aky/kp)tanb y + (AR, %, w) =fo ARy, %, @) , (A5e)
changing variables in the integrand of Eq. (A1) gives

I« [ dogdk, db, dx dy dz dw (1/k; sin 6, 5n(20 5)k3(w)) P(50) Pl (r (81 ~ 60)/Qu) Pi(81) P4 (f5(5y, 2, @)

X Py ( fu(Bky, %, 0)) Po( fo(Aky, x, 0))Py( f1(AR,, x, 0)) Po( fo(ARy, x, 9, ) (do/dy, A, diy) (§o(w) + AG, w, &y, &) .

(A6)
[
Now, if the cross section satisfies the condition Eq. (A6) becomes
do' - -~ dO' - f
dys do, dkf (Qy w, Ry, 51)~dy2 ds, dk, (q, w, Ry, 0, Icc] dxdydzdw

2
(A7) xR(x, v, 2 w)——d—(7 (@) + Xip + Vip + 20p, @
then, with the definition 9% ) gagg (4 et ( A)8,)
do - do > here we have used the relation (A2) and have de-
— 40 (§ )T (§, 0,0, whe
dya by dly * © © dy, db, dk, b @ Er fined the resolution function by

1
R(x, v, 2, w)= / dbodk; dd, Frsin 8, 5i(20 3 5 (w) PY(5,) Ply( R (5, — 80)/ Qu) P1(81)

X Py( f£ (81, 2, w)) Py( fu(Bky, x, ) Pol fo( Ay, %, w)) Py(f1(Bky, X, 0)) Py( fol ARy, %, 9, w)) . (A9)

r
The resolution function R(x, y, 2z, w) represents Pj(8,) < exp| - 5(6;/ )],
the detection efficiency at a definite position in Q-
w space. The set (x, y, 2) gives the vector sepa- Py(ys) < exp[ — 2(y2/ @2)?] ,
ration from the position of maximum detection ef-
ficiency for events occurring with the same energy , 1 "ne
transfer 7w. PZ(GZ)G: exp[ - Z(OZ/aa) ] ’
B. Evaluation of Two-Crystal Inelastic Resolution
Function Pyy(py) < expl - 3(du/nx 21,

In order to evaluate the resolution function de- , Lrar ornS
fined in Eq. (A9) we assume a Gaussian form for Pyu(pi) = expl — z(¢4/ni)’] - (A10)
the probability distributions Py, P;, P, Pj, Pj,

Pl P, and Pl; that is, The first six equations above define the character-

istic horizontal and vertical angles, g oy, @, and

Polye) < expl - 3(yo/ )], ap, of, af, of the corresponding collimators; the
last two equations define the horizontal (n,) and
Py(8o) c expl ~ 3(80/ )], vertical (n}) mosaic spread parameters of the
monochromator. Substitution of Egs. (A10) into
Py(yy) < expl - 3(r1/04)*] , ' Eq. (A9) gives, after integration over &,

|

1 1 w(A 2
R, 2 0) “Cf i A0 (20 e e""{‘i[(h‘(%‘;ﬂ>

(Htgnf (s} ool (o . 6 (]|

o o ol ] M} sin® 0+ af
(A9")
where
1 1 1 /2
= Sinoy (&(?*41;3,%1&0,,) : (a11)

The resolution function can be split into two factors, a horizontal one and a vertical one; namely,
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R(x9 Y, Z, w) = RH(x’ y’ w) RV(Zr Ct)) ’ (AIZ)
where
RH(x’ Y w)
1 1 fM(Aki ) x: w) 2 fO(Akl ) xy w) 2 fl(Akh X, w) 2 fz(Akl; x, yr w))a]
oc/ dk; ke sin(2605) kp(w) exp{ Tz [( N * a, + a + a,
(A13a)
and
1 1 6f 5 (f_z(_‘a__z__@ﬂ
’ ~9 i ‘
Brlz, w) C/ P @) eXP{ 2 [4 e o , (A13b)
I
Let us evaluate the horizontal term first. Accord- Gyz=CQg2=Cy2= —1/k; sin2 g5 ,
ing to Eqgs. (A5), the functions fy, f,, fi, and f; @y (w)
are homogeneous and linear in x, y, and Ak;; that o
is, =2tan®y/ky — (1/k; sin2 65) [k;/kp(w) - cos26 5] ,
Fu(Bky, %, ©)=Cyy (w) Ak +@yp %, (Al4a) Gy3(w)= = (1/k; sin26 ) [k;/kp(w) - cos265] ,
FolAak; , %, w) =@y (w) AR +Gg % , (A14pb) '
Gz (w)
fl(Aki s X, w) =a11(0)) Aki +Q@y2 X ,— (A14C)

=[1/kp(w)]{sin2 65 — cot26 ¢ [£;/kp(w) — cos26]},
So(Bky, %, 9, 0) =@z (w) Dy +G22 ¥ +Ga3(w) Y ,

(A144) Gzz(w)= - cot2 05/kp(w) ,
where Gzslw) = 1/kp(0) . (A15)

LG If we substitute Eqs. (A14) into Eq. (A13a) we ob-
=tang y/k; — (1/k; 5in20 g) [k;/kp(w) - cos26] , tain

|

Ry(x, , @) “m ] dkyexpl = 1/2[Ak;*L(w) + 8k, M(x, 9, ©) + N (5,9, @)}, (A16)
where

L(w) =G5y (w)/nj +a% (w)/ o} +@%y (w)/ of +a5 (w)/ o ,

M(x, v, 0) = [26y1 (@) Cuz/N} + 2C00 (0)Cuz/ 0 + 2841 (0)Ryra/ G + 2851 () Bpp(w)/ 03] x + [2py (w) Bpg(w)/ 5]y ,

N(x, y, w) =2 /0% +1/0+1/ad) 2%+ (1/E) [@gp(w) X +@a3(w) ¥ P . (A17)
Finally, integration of Eq. (A16) gives

- 1 1 M¥(x, p, @)
Bals 1) T TG |~ (Vs 0 )] (A18)

Let us now evaluate the vertical term Ry(z, w). If we substitute Eq. (A5c) into Eq. (A13b) we obtain

RV(Z) w)a: C[ d51 k_%(lj) exp{ - % [Gf L,(w) + 61 M'(Z, U)) +N’(Z, (l))]} 3 (Alg)
F
-
where N'(z, )= 22/t Ko(w) . (A20)
L'(w)=—r——l——-—z + —l—g + -1-2- )’ Integration of Eq. (A19) gives
4nifsin Oy + af® * og® " ag® \kp(w)) ’

C
M'(z, w)= - 2zky/ a2 kp(w) , Ry(z, w)e< Ep(@) [LT (@) 72
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1 M"%(z, w)
-=(N' it o 224 § )
X exp[ 3 ( (2, w) 1L (o) )] (A21)
The complete inelastic resolution function is given
by (AlZZ_using (A18) and (A21). It is a hypersur-
face in Q-w space whose constant-w sections are
ellipsoids in x, y, and z.

C. “Elastic Resolution Function” Approximation

Equation (A8) permits the calculation of the ex-
pected intensity pattern in the general case in which
inelastic scattering is observed with a two-crystal
arrangement. Such a calculation makes use of the
assumption of a Gaussian mosaic spread for the
monochromator and Gaussian transmission functions
for the three collimators. We now derive, drop-
ping the Gaussian assumption, and retaining only
the symmetry properties of the probability func-
tions, a simplified form of Eq. (A8) which, under
certain conditions, will allow the intensity to be ex-
pressed in terms of the elastic resolution function,
which can be measured directly.

Let us consider Eq. (A3) for the case of elastic
scattering, that is, w equal to zero, thus defining
three functions of %, 6;, ¥, vz, 0z which we shall
call x,, v,, and z,, given by

Xo= —7yy kySin20 s + Aky(cos265 ~1) ,
Ye=71R;C08205 — Ak;sin205+kR;ys, (A22)

2= ky(0y - 85) .
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FIG. 33. Representation of the integration path in re-
ciprocal space associated with a general energy integral
of the type defined in Eq. (A23). Vector ff is the direction
of the path and §,(0) + AJ, is the point on the path where
ks k, (1 e., w=0). From the figure one sees that § ,(w)

+ Aq q,, (0) + Aqe+ (kg ‘kf)'Lf

(A1) from the set (8, %y, 0, 7y, vz 03 ky) to the

set (6g, Ry, O3, %o, Ve, 2., w) and obtain, using

We now change variables, in the integrand of Eq. (A7),
|
1
locfdﬁodk‘ dﬁl dxe dye dza —3'——'——‘———"— Po(é )Pu(k1(61 - 60)/QM)P1(61) Pz(fz(éb Zes 0))PM(fM(Akl s Xey 0))
k3sin6,sin(20

X PO(fO(Ak{’ xe’ O))Pl(f!(Akh xey 0)) Pz(fz(Aku e’ya, 0))fdw

where Aq is, of course, a definite function of %,
8y, X4, Ve, 24, w whose components are

X=Xo+ Aky+kp(w) =Ry, ),

y= [kf(ki ’ w)/k,] Ve

~[Rp(ky, w)/ky = 1] (x,c0t20 s — AR, tang ) ,

z=[kiky, w)/kyl 2= [Rylly, w) —Ry] 8y . (A24)
These equations, taken together with q,(w), describe
parametrically, as a function of w, the path in re-

ciprocal space over which the integral with respect

(Q(w)+2q,0),  (A23)

de

r

to energy is to be performed. This path is a
straightline that, forw=0, , basses through the point
Qo(o) +A qe (where A§,=x, 4z +y,7p+2,lp)inadirec-
tion i{AQ,, ky, 8,) (see Fig. 33). Ak, and 5, cause
t; to deviate from the value corresponding to Ak,
=8, =0 by an amount (Ay,, Ad,) which can be ob-
tained from Eqs. (A22), giving

Ay, =tan(8 )Ak,/k, ,

(A25)
Aﬁz = 61 .

We now assume that this dependence of the integra-
tion path on AZ; and ; can be neglected, so that
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dz(}' -> - ~ - dz()' -> - ~ -
fdw m (qo(o)"’ Aqe+ (k{ _kf) 173 (Aqey k,, 61), w) Q"/.d‘vv m (qo(0)+ Aqe"‘ [kt "kF((-’-’)] lf(Aqey kl” 0)) (.0) .

Here we have used the relation q,(w)+Aq=3,(0)
+AQe+ (ky — k)i, (Fig. 33). [Note that in the case
in which the quasielastic approximation holds, in
the sense defined by Eq. (7. 4), the condition (A26)

|

d? - - PO
I f dx,dy,dz, R(X,, ¥y, Zgy 0) f dw ﬁz’g; (3,(0) + AG,+[ky - kp(w)]i4(aT,, k1, 0), w),

where we have applied Eq. (A9), with w set equal to
zero, to define the elastic resolution function. The
vector ff, which gives the direction of the path in

reciprocal space over which the energy integration

(A26)

I
is satisfied automatically since both integrals are
given by C,(d,(0)+Aq,).] Finally, if we consider
Eq. (A23) and remove the dependence of the energy
integral on k; and 6; by means of (A26), we obtain

(A27)

[
is performed, can be obtained directly from Eqgs.
(A22) by setting Ak, and 6, equal to zero. We shall
refer to Eq. (A27) as the “elastic resolution func-
tion” approximation.
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