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Indices,
(ii) For the special case a~ =0 no tricritical point

occurs, in contrast to the case &&= 0. The excep-
tional behavior of the thermodynamical quantities
in the critica1 point Q(p„0, T,) is explained by the
fact that here I' is parallel to the k axis.

(iii) The model may be used for several different

physical systems, For instance, if 8& = 0 denotes
a vacancy on site g~ a pat'QBlgg68fgc LQtAc8 gas ls
described. The susceptibility diverges even in the
absence of. ferromagnetic coupling if a critical
point p (e Q) is approached. The criti:cai expo-
nents of the van der Waals gas for the compress-
ibility and the specific heat coincide with ours.
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The orbital contribution to the magnetic partial differentia1 neutron cross section is cal-
culated for a realistic band model of paramagnetic nickel within the tight-binding scheme.
The orbital contribution is generally less than one-quarter that of the spin contribution in an
energy range up to 0. 15 eV. At higher energies it exceeds the spin contribution and should
be observable.

I. INTRODUCTION

In the past few years there have been several
theoretical and experimental studies aimed at under-
standing the generalized electron-spin susceptibil-
ity g~(&, &) of magnetic metals. X~(K, co) measures
the response of electrons to an external perturba-
tion, of frequency M and wave vector ~, that couples
to their spin; i. e. , it describes electron-spin dy-
namics. Efficient and accurate band-structure cal-
culations have made realistic calculations of g,
possible. This work has been stimulated by experi-
mental studies, especially thermal neutron scatter-
ing experiments.

The neutron-electron interaction evaluated to
leading order in the reciprocal of the neutron mass
is the sum of, two term's; the spin and orbital in-

teractions. The contribution to the neutron cross
section from the former is simply related to y,
(Tr, ur). For small scattering wave vectors, Elliott'
has argued that the matrix element of the orbital
interaction operator is a factor m,jm* smaller than
that of the spin interaction, and it has been as-
sumed to be negligible in experimentaal analysis.
Since fine detail can be measured by neutron scat-
tering, and measurements are not restricted to
small wave vectors, the orbital contribution to the
neutron cross section now warrants a more com-
plete study. As a first step we have calculated the
orbital contribution to the magnetic neutron cross
section for a tight-binding model of paramagnetic
nickel and compared it with the spin contribution.
The latter dominates for small ~ and . The two
contributions become comparable for @-0. 15 eV
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and the orbital contribution is the larger at higher
energies. For example, in the two cases w-0 and
I(- zone boundary, the magnetic scattering comes
solely from the orbital interaction for energies ex-
ceeding 0. 2 and 2 eV, respectively, and should be
observable.

The static orbital susceptibility for electrons in
a solid, in the absence of many-body effects, has
been studied by many authors, but detailed numer-
ical calculations have been made only recently.
The corresponding wave-vector-dependent orbital
susceptibility has been studied by Hebborn and
March. ' Szabo and Schneider ' have evaluated
the generalized orbital susceptibility for a free-
electron gas, and this diverges for small Ix I as
II('I . The tight-binding model is more appropriate

for a transition metal, and for this model the or-
bital cross section is finite for zero scattering
vector. "

In Sec. II an expression for the orbital contribu-
tion to the partial differential cross section is de-
rived for a tight-binding model of paramagnetic
nickel. The numerical evaluation of the contribu-
tion parallels that used previously to study X„and
is described briefly in Sec. III. A detailed compar-
ison between the spin and orbital contributions is
given in Sec. IV together with our conclusions.

II. THEORY

ing to a second-quantized representation for +~ ',
namely,

n,"'=-
iTci 'Z Z X, cl, ,„,cf„,6...,

X,X' a, a'

x. dr ~~)„r g " gxQ

Here gf„(r) is a Bloch wave function of wave vector
c'k and band &, and c„-„.an«„-~ are the appropriate

Fermi annihilation and creation operators for elec-
trons with spin o. For a tight-binding model,

W

g;~(r)=,~3 5 a~(k)e' '
P (r- 1), (4)

where P„(r—1) is the atomic wave function with
magnetic quantum number m centered at the lattice
site defined by the vector 1, and a~ (k) are the
eigenfunctions of the Fourier transform of the ma-
trix elements of the one-electron Hamiltonian.
The matrix element in (2) is evaluated with the
Bloch functions (4) and the assumption that inte-
grals involving P's centered on different atomic
sites can be neglected. %e thereby obtain

X)," = ~-. ~-' Z Z Zc, ,„,.c„.
l7, fr,

' XX' a

The partial differential magnetic cross section for
unpolarized neutrons is

where

x —Z e""' ""A'" (k k')N-
1

(6)

A" (k, k')= P a~ (k)(a,.(k')) f dr/~(r)

x e'"'({{x V}p„.(r} . (6)
df e {td{(y){J)(P)P,$) {w (t) )2mb

In this expression the initial and scattered neutron
energies are denoted by E and E', @(d=E-E', and
the interaction constant (ye /m, c ) = 0. 292 b. The
magnetic interaction operator Q"' that appears in
correlation function in (1) is ~

~(~) g) (~)+g) (j-)
s + L,

— ~{{
~

Z„e "({{x(s„x{{)—i({{xp„)/5), (2)

where r„, s„, and p„are the position vector and
spin and linear momentum operators, respectively,
of the vth magnetic electron.

Elliott' has studied the cross section (1) for Bloch
electrons in the absence of many-body interactions.
As noted in Sec. I, he argued that for small t& and
narrow bands the orbital contribution is negligible.

The calculation of the orbital contribution to the
cross section (1}is conveniently made by transform-

The atomic wave function P„ is the product of a
radial wave function f(r) and a spherical harmonic
F„'(r). The matrix element in (6), which we hence-
forth denote by I", can be evaluated exactly.
Following Johnston, ' we find for the qth spherical
component of l the result

r,-'=- ~{{~'g. {{)"'(2f+1)"'PQ i "1",({{)
zg r'q'

x [ (j „&)+ (j {{,{)]T (K, K')A (K', K', l )

T(K, K')= (K') i if E=K'+ g

= (K'+1) ~ if K=K' —1

Otherwis. e . (6)

x(K q'&m lf m ) (KqK'q'Ilq) (7)

In this expression the integer K'= 1, 3, ... , 2l —1
and
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The radial integrals (jr) are defined by

(jr) = j «&'f'(&)j x(«), (&)

where jz(vr) is a spherical Bessel function of order
K Finally,

or

r", = —,'mI- 5„,+ I",'(~) [-,'v(4- q')]"'}

I', " =~[(2-m)(3+m)]'~2

(15a)

l'2l —1'
A (K', K', I )= (- 1)"—'

I

„(r «'& —i)I & t t —
tI

r,
'

=( I)'(r,™ (11a)

and, secondly, a direct calculation proves that

(lib)-m', -m l 1%m+m'+1 ~mm'
e ) q

Note that I™~=—I™~and I" ' =0.
By utilizing (11) and

a, (k)-. (-1) a„(k)
the 25 terms in A ", Eq. (6), can be reduced to

(12)

A"'= r"2iim(a' a' )

+I' 2ilm(a, a„.)+r (a~ a, .—a,a„.)
11 ~ 1 1 21 2 1 1 2

gp 2 0 p 2 ~, -1 1* 2+ 2+ 1*
+ r (a~ a~, —a~a~, )+ P-' ~(a~ a, , —a~ a~. )

2 1+ 2 ~ 1 ~10
+ r-' (a~ a,.—a„a,, )+ r (a, a, .—a&&& )

+ ~4- (a~a~, —a„a„.)+ ~4 (a~a~. —a, a, .)~3 0 2 2 0 A)l 0 1 1 0

+ I' ' (a~a~. -a'„a„.) . (13)

From this expression note that A" = —A
The relative magnitude of the various terms in

(7) is determined by the radial integrals (j&). Only

(jo) is finite for zero wave vector, and to a good ap-
proximation we can neglect the term coming from
K'= 3. The coefficient of (j2) in this term is on
average about ~1 that coming from the K'= 1 term.
In this approximation

where the 3-j and 6-j symbols, and also the Clebsch-
Gordan coefficients in (7), are defined by Ed-
monds.

satisfies two symmetry relationships that
are useful in calculations. Since it is the matrix
element of a Hermitian operator, we have

(5, ,v2+y,', (~)[-.'v(2-»)(3-q)]'"}. ( 5 )

Using the spherical harmonics as defined by Ed-
monds, ' we obtain the values shown in Table I for
the F™mas functions of the polar angles 8 and P
of K with respect to the quantization axes.

The remaining terms in Eq. (13) may be sim-
plified by writing the atomic wave-function co-
efficients a", (k) in terms of the coefficients of the
irreducible representations of the continuous group
l = 2 in cubic symmetry. These coefficients, which
we denote by C„(k), are purely real and are re-
lated to the a~ (k) by

a~= (1/v2) (—iC,„+C„2„2),

a„= (1/W2) (i C",,—C",„),
0&X= C3Q-r2 ~

(16)

C1= —C„~C„2 „2+C,2 gC„,
)t ~

C2 ———C,g C„+Cg„C„g

C4= (I/v 2)(C4g2, 2 C„—Cg„Can „3),

D4 (1/V2 )(Cs,a „4C——„,—C„C4,g a) . (16)

Using expression (14) for &z,", the correlation
function in (1) for noninteracting electrons is [the
cross term in (1) involving g),'"' and &I, ' is zero]

TABLE I. Ualues of I'm™.

We then have

A, = r, C, + I',"C + r, '(Cq+iD4)+ r', (- Cq+iD4)

p r,' (C + iD )+ I,'(- C + iD ), (17)

where

&1. '=[(jo)+(ja) ]Z P Q c'-,„c;„.,
kt k' Xy X' fy

i(set-R') I A lk'(k kt)
N 1

(14)

and the reduced A' in (14) is calculated from (13)
neglecting I', , I' ', I', and I' ', and with the
remaining I" terms replaced by either

q 0

I'22 —Sin2

—$ sin28

$21 $ cosesinee f»'

I' goose sine ei+

Z» (/+6) cose sine e
I"» (QI) cose sine ef+

—(1/v2) sin8 cosee'+

—(1/2%2) sin8 cos8 e'~

(1/2~(1+ cos2e)

—(1/2v 2) (1+cos28)

(Qgg) (1+cos 8)

—(/+16) (1+cos'e)

(1/v 2) cos8 sin8 ef+

{1/2~2)cos8 sing e f+

(1/2v 2) sin28 e-2f »'

—(1/2&2) sin28e f~

See 2i

28 N4
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where the imaginary part of the noninteracting or-
bital susceptibility XL, is

Imp~(Tc, s))= —— Z (f»,.g),
—

f&;&,, )~A '(k, k+z)
~2 R,, X~)t'

&(@&+@fr —&f--i) . (20)

~AO ~3=[sin 8P} +[cos8sin8 (cos&t&R —sinpQ)}

~A', , ~

= —[~-si 8ncso8 cog sP+(1+cos 8)Q},

~A, ~'= —,'[sin8cos8cosPP
(21)

where

+sin 8cos2QQ+sin 8sin2$Rp,

1I = Cg+ gC2,

Q= Cs+ (v'—,') C4,

R = DO+ (K2)D4 .

(22)

For the spin contribution, the corresponding ex-
pression is

- s (u & ( I g) (& & (0)}t.~ (&&

(f) )2rI

In (17), f» is the Fermi-Dirac function for the elec-
tron band energy 8f&, and temperature T= 1/k» p.
The expressions for I.A,

' (k, k+ z} I can be evaluated
in terms of the coefficients given above in Eqs.
(17) and (18). We obtain

~~i~g the orbital matrix elements of Eq. (21}.
The summation over electron wave vectors k

within the Brillouin zone is performed by setting
up a simple cubic mesh in the irreducible ~ of the
Brillouin zone, and a summation over these points
is followed by a summation over the various in-
equivalent irreducible zones. The energy 6 func-
tion occurring in the imaginary part of the sus-
ceptibility is used to construct a histogram with +
as parameter, and in this way X~(Tc, ~) can be
calculated for all values of w with a single summa-
tion over k. Using a histogram spacing in energy
of 0. 01 eV and with 690 points in the irreducible
zone, this method gives a statistical error of order
20'%% in the imaginary part of the susceptibility,
arising from the varying number of points included
in each box. This cause of error may be essen-
tially removed by performing an analytic integra-
tion within each mesh unit, but we feel that this
procedure was not justified in the present case in
view of the other uncertainties in the calculation.

The matrix elements (21}of the orbital calcula-
tion are more complicated than in the spin case,
since they depend explicitly on the polar coordi-
nates 8, Q of the scattering vector Tc relative to
the quantization axis of the wave functions. This
means that for each irreducible ~8 part of the zone
the orbital matrix element is in general a different
function of the wave-function coefficients C, (k).
However, when w lies along high-symmetry direc-
tions in the zone, many of the irreducible zones be-
come equivalent, and even for these the matrix
elements reduce to simple functions of the wave-
function coefficients, so that little more computing
effort is required than in the spin case. In Table
II we give the orbital matrix elements g, IA, I for
the various inequivalent irreducible zones occuring
when K lies along the [100], [110], and [111]direc-

„„;Imp, {~,~)= 2~E(~) j~S,{Tr, u&) .

Here E(Tc) is the atomic form factor and y&(Tc, +)
has the same structure as (20) with IA (k, k+»:)I
in (20) replaced by Direction Zone e, y

TABLE II. Orbital matrix elements along high-sym-
metry. directions. The notation used is defined in Eqs.
(18) and (21). In each direction there are other inequiv-
alent zones, formed from those shown by inversion about
the origin, whose matrix elements have the same form.

(24)

III. NUMERICAL CALCULATION

Over the last few few years considerable exper-
ience has been gained in the calculation of the spin
susceptibility by evaluation of the Lindhard expres-
sion (20) with the spin matrix element (24). We
have used similar methods to evaluate the orbital
susceptibility for a realistic band model of nickel,

[100]

Q.aoj

0, 0
gent', 0

k~ kg

g7r, $7f

gx, 0

cos (gg), )A
cos (g@),~
cos ~g'I), P
cos 1(j'g), 444'

P'+ ke'+ Q'

+SQ

$P +gQ +~ —$PQ
$P + +Q +QQ

$P +Q2+@2+ (-RQ —2PQ+2PR)
fP +Q2+~2+ (RQ+2PQ'+2RP)-
g~P2+Q2+Q2+ (RQ -. 2PQ 2RP) .

-P +Q2+Qt ++(-RQ+2PQ+2RP)
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FIG. 1. Real and imaginary parts of the orbital and

spin susceptibilities for nickel at 1.6T~ calculated by
numerical evaluation of the Lindhard summation without

including electron interactions. A mesh in reciprocal
space of size 2~/18ao was used, and the results are
shown for v=~, z, and 1 times the zone-boundary value
2~/ao in the [100] direction.

tions. The sum over the values of q = 0, + 1, and
—1 occurs following the expansion of Eq. (5) into
spherical components.

We show in Fig. 1 examples of the real and imag-
inary parts of the susceptibility y '1, (a', ~) plotted
against &o for three values of 7c along the [100]
direction for nickel at a temperature of 1.6T,. The
electron energies gp, & are from a 3d-band struc-
ture calculated using a tight-binding approxima-
tion interpolation scheme with the parameters giv-
en in Table III. The Fermi level was chosen to
give a total of 0. 6 holes in the band. Further de-
tails of the band structure and of the calculation
of the spin part (reproduced in Fig. 1 by the open
circles) are given in Ref. 4. The orbital sus-
ceptibility (shown by the closed circles) is seen to
be very different in f6rm from the spin part. From
the point of view of current experiments, the imag-

TABLE HI. Slater-Koster parameters for the band
structure used. [The notation is that of J. Slater and
G. Koster, Phys. Rev. 94, 1498 (1954).]

tMO'

ddt
dd&

dp(t2 )

dp(eg)

—0.4977
0.3057

—0.0839
2.4882
2. 1768

I

IN X (Kfd )

o Im X (~(u)
S

K= (/00)

I

E0

e ~ ~
0.2—

0 00
0goo
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~e ~ee

0o o0
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~ ~

e
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o
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2
5(tI eV)

00
(

FIG. 2. Imaginary part of the orbital and spin sus-
ceptibilities for nickel at the [100j zone boundary, as in
the lower portion of Fig. 1, over the full energy range
up to 4 eU.

inary part in the energy range up to 0. 1 eV is of
most interest, and in this range the orbital con-
tribution is only about one-quarter of the spin con-
tribution. In general the v dependence of the orbit-
al susceptibility is very much smaller than in the
spin case. In particular, the narrowing of the
spin distribution at small w, shown, for example,
at [100]at the top of the figure, is absent in the
orbital case. This feature is caused by the wholly
intraband nature of the spin matrix elements at
small t&. The orbital matrix elements, being en-
tirely interband, show no marked change as z goes
to zero. The difference in the matrix elements
also shows itself very clearly at very large energy
transfers beyond the range of Fig. 1. Figure 2
shows an extension of the Tc II [100]imaginary sus-
ceptibility curve to cover the much larger energy
range up to 4 eV. It is seen that the spin contribu-
tion is dominant only in the extreme left at small
energies, while from 0. 3 to 4 eV the orbital con-
tribution is the larger. In particular, at around
3-eV energy transfers the orbital contribution is
dominant. Unfortunately, this energy range is not
easily accessible experimentally. The origin of the
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FIG. 3. Anisotropy of the or-
bital susceptibility for nickel at
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earlier decay of the spin susceptibility with in-
creasing energy has been investigated by examining
the individual terms in the Lindhard summation
(20}. It is found that the electron excitations with
energy transfers exceeding 3 eV tend to be from
near the bottom of the band structure, which occurs
at the point x, to near the top of the band structure,
which is in fact also at the point x, The relevant
wave functions tend to be nearly orthogonal so that
the spin susceptibility, which depends on an over-
lap-type matrix element, tends to be small. In
contrast, the orbital matrix element is composed
of sums of terms of the form C, &„' ~ —C „.C", , in
the notation of (16), which are of order unity for
some of the levels involved.

Returning to the real part of the susceptibilities,
illustrated in the left-hand side of Fig. 1, it is
remarkable that the orbital susceptibility Regz, (j, co)

is as much as 3 that of the spin in the static as K

and go to zero, has little w dependence, and only
modest & dependence over the range of Fig. 1.
These results follow from the presence, discussed
in the previous paragraph, of the appreciable imag-
inary part of the orbital susceptibility extending to
high energies. This gives a large contribution to
the Kramers-Kronig integral used in evaluating the
real part.

The anisotropy of the orbital scattering is shown
in Fig. 3 for an intermediate value of the scatter-

0
ing vector of 1.4 A . The magnitude of the anisot-
ropy between the three principal directions is seen
to be scarcely above the statistical error at ener-
gies below 0. 15 eV. Even at higher energies the
anisotropy is not appreciably above that observed in
the spin susceptibility, ' and little is seen of the
extreme anisotropy evident in the single orbital
example treated earlier by the authors. "

IV. DISCUSSION

There are several general features of the orbital
cross section that are worth explicit mention.

First, the orbital interaction operator is indepen-
dent of the electron spin and hence its contribution
to the cross section adds to the longitudinal spin
susceptibility. Also, in contrast to the result for
a free-electron gas, ' the orbital cross section
for the tight-binding model is finite for lw t = 0.
Finally, there are no intraband contributions to the
orbital cross section because A, EIl. (13}, is an
antisymmetrie matrix.

Comparing Eqs. (19) and (23) for the orbital and
spin contributions to the cross section, (js)+ (js)
has the role of an orbital form factor. To compare
its behavior as a function of l & I with the atomic
form factor E(T&) we can take the value of (jo)+ (js)
calculated by watson and Freeman' and Mook's '
measurement of E(T&} The com. parison shows that
they have a similar shape with (js)+ (j,) expanded
over F(T&}, with the difference at large ITc I giving
an extra factor of 2 in the orbital contribution to
the cross section.

Turning to the comparison of the calculated orbit-
al and spin scattering from the point of view of
experiment, it is clear that in the region of current
neutron experiments, where Sco is below 0. 12 eV,
the spin contribution greatly exceeds the orbital.
At these low energies the effect of electron inter-
actions is almost certain to increase this disparity.
However, for S(d-0. 15 eV, the tmo contributions
become comparable and thereafter the spin scatter-
ing rapidly decreases. We predict a region with
7 & 0. 2 A ' and 8+ &0. 2 eV where the orbital scat-
tering will be dominant. To investigate this region
experimentally mill require good neutron fluxes at
very high energies, since the form factor forces
the use of high-energy incident and scattered neu-
tron energies.

A possible way of separating out the orbital and
spin scattering contributions was suggested by
Lomde and Windsor. This involved the use of a
magnetic field to rotate the spin directions of the
aligned ferromagnetic material relative to the scat-
tering. vector, This procedure allows separation
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of the parallel and perpendicular scattering com-
ponents (an inelastic spectrometer employing polar-
ized neutrons may also be used for this purpose).
If the assumption is made that at low temperatures,
when the spin moment is nearly fully aligned, the
spin scattering is confined to the perpendicular

component, an estimate can be made of the orbital
scattering. In practice this is only an upper limit
because of the possibly incomplete magnetization
of the sample, However, the magnitude observed
of about 0. 2 eV ' atom ' at energies below 0. 04 eV
has the predicted order of magnitude.
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%'e have calculated the energy dispersion of the lowest eight 2g Frenkel exciton branches in
the four-sublattiee antiferromagnet Cr203. This is the first such calculation for a magnetic
insulator. The symmetry properties and k dependence of the interion exchange and Coulomb
interactions which give rise to dispersion and Davydov splittings are presented in detail. Pair-
wise matrix elements of the interion Hamiltonian are treated as phenomenologieal parameters,
and in most eases were determined from the k=0 energies analyzed, in an earlier paper. Dis-
persion curves for five directions in the rhombohedral Brillouin zone, and the exciton density
of states, are given. Confirmation of the main features of the calculated exciton bands is
provided. by a measurement of the exciton-magnon absorption band shape. In the presence of
a number of simplifying assumptions, this band shape is given by the joint exciton-magnon den-
sity of states. Good agreement between the calculated and observed band shape is obtained.

Because of translational symmetry, the optical
excitations. @ithin the localized electrons of mag-
netic insulators, (usually. , g;, d, or f-f transitions)
can properly be described as Frenkel excitons. '

Coulomb and exchange interactions between the
magnetic ions provide the mechanisms for the
characteristic exciton properties, viz. , Davydov
splittings and dispersion. It is of considerable im-
portance to establish the existence of these effects
because they provide important insights into the


