PHYSICAL REVIEW B

VOLUME 39, NUMBER 13

1 MAY 1989

Mean-field theories of the two-band model and the magnetism in high-7". oxides

Andrzej M. Oles* and Jan Zaanen
Max-Planck-Institut fiir Festkorperforschung, D-7000 Stuttgart 80, Federal Republic of Germany
(Received 24 October 1988)

The antiferromagnetic ground state of a two-band model Hamiltonian which describes
Cu(3dxz_yz) and O(2px()) orbitals within a CuO, plane, a common structural unit of high-T
superconducting oxides (HTSO) is studied by using a Hartree-Fock approximation (HFA) and
the Gutzwiller ansatz (GA). Using the GA, a weak-coupling effective Stoner theory is derived in
the low hole density limit. Compared to HFA, the Stoner parameter is strongly reduced, showing
that correlations tend to weaken the magnetic instability in this limit. In the localized limit both
the HFA and the GA converge to the same solution, corresponding to a classical Heisenberg sys-
tem with the correct superexchange. We point out that the local spin-density approximation has
intrinsic difficulties for the present problem. For intermediate d-hole densities numerical results
are obtained and the magnetism of the HTSO is discussed. We argue that, in spite of its qualita-
tive success, the model cannot account at the same time for the known magnetic and electronic

properties of the HTSO.

I. INTRODUCTION

Although there is yet no consensus concerning the
mechanism of superconductivity in high-7, superconduct-
ing oxides (HTSO), there are numerous indications that it
may be of electronic nature. Such experimental results as
high values of 7, accompanied by rather low values of the
density of states at the Fermi level, or the absence of iso-
tope effect in YBa;Cu3Og¢+x, are not easy to explain by
the conventional theory. Therefore, numerous nonphonon
mechanisms of superconductivity have been proposed, as
reviewed recently by Fulde,' Varma,? and Cyrot.® It may
be concluded from these reviews that the high values of 7
cannot be understood by electron-phonon interaction and
the search for an electronic mechanism is necessary. It
may be realized that it is not easy to discuss particular mi-
croscopic mechanisms of pairing without having a deeper
understanding of the electronic properties of the normal
phase of HTSO. Therefore, we believe that the latter is-
sue should be the first goal on a way to the microscopic
theory of superconductivity in this new class of materials.

It is remarkable that the systems La,-,Sr,CuQO4 and
YBa;Cu30¢+x, where x > 0, have rather similar phase di-
agrams.*”7 The antiferromagnetic (AF) order disap-
pears quickly with doping (i.e., for x > 0) and both sys-
tems, La;—,Sr,CuQO4 and YBa;Cu3O¢+,, become super-
conducting at higher values of x.*~7 Magnetic order,
most likely AF, has also been detected recently in
Bi,Sr,CaCu;03 below 250 K.® The presence of antifer-
romagnetism in the vicinity of superconducting (SC)
phase in the phase diagrams of HTSO suggests that AF
correlations may play an important role in the actual
mechanism of pairing. In fact, several mechanisms which
originate from the AF interactions, such as resonating
valence bonds® (RVB), spin bags, '° pairing due to oxygen
holes,'! and others have been proposed so far.

The AF ground state of HTSO is of fundamental in-
terest in itself. For x =0 both systems are found to be AF
and have large magnetic moments which amount to
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== 0.4up in LayCuOy,” and even up to 0.64u5-0.66uz in
YBa,Cu30¢.%7 There are indications that the AF and SC
phases are separated by another phase which resembles a
spin glass.'? It is very spectacular that although a three-
dimensional (3D) long-range order (LRO) collapses in
La; —,Sr,CuO4 above the critical doping x.=0.03,
strong AF correlations exist within the CuO; planes both
in the spin-glass and in the SC phase, with the correlation
length being proportional to x ~'/2'> It has been argued
recently'* that the antiferromagnetism and its collapse
may be quite well understood in terms of a localized mod-
el. The principal argument here is that a 2D Heisenberg
model gives a magnetic moment between 0.36up (Ref.
14) and 0.38up (Ref. 15) which is thus considerably re-
duced from 1up due to quantum fluctuations and agrees
qualitatively with what is observed in undoped HTSO. It
has been also found that the spin-spin correlation function
S(g) of a 2D Heisenberg model reproduces quite well the
experimental results for La,CuOy4. !> Furthermore, it has
been suggested!® that the Kondo-like exchange interac-
tion should give frustration of AF Cu—Cu bonds under
doping since it competes with the superexchange interac-
tion.

It is certainly true that HTSO are characterized by im-
portant electronic correlation effects. On the other hand,
it is hard to believe that these effects lead to a complete
localization of the 3d electrons. Apart from the magnetic
data, all other information about the electronic structure
seems to indicate that the HTSO are characterized by
strong covalency and appreciable band-formation effects.
This is suggested by local-density-approximation (LDA)
calculations,'”!8 also in conjunction with correlated mod-
els,'® 2! and supported by photoemission data.??~25 Re-
cently direct evidence for band formation has been
supplied by angular resolved photoemission-2%2" and
positron-annihilation measurements.

In this paper we will attempt to analyze the magnetic
properties, starting out with what is known about the elec-
tronic structure. As a starting point we use the well-
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known two-band Hamiltonian %% (see Sec. II) as a model

for the electronic structure. The credit for this model
comes from its success in describing the large energy scale
data such as photoemission 30.31 and, as in the case of Ce
compounds, it seems reasonable to expect that it can also
account for the low-energy magnetic properties in a semi-
quantitative way. There is not much debate about the
largeness of the on site d-d Coulomb energy (U) com-
pared to the bandwidth (). The basic problem is that
the charge transfer energy D, ° describing the energy cost
for p-d charge fluctuations, is probably rather small.?!
This moves the system away from integral valency such
that strong-coupling theory>? breaks down. The bands are
expected to be moderately renormalized with the conse-
quence that the magnetism is of a more collective
(itinerant) kind. The new aspect compared with the one-
band Hubbard model is that the strength of the correla-
tions, and therefore the magnetism, is in first order depen-
dent on the d-hole count'® and not on U, while the system
is always at half filling. To our knowledge not much is
known about this situation.

A first guess can be obtained from a simple Hartree-
Fock approximation (HFA), as worked out in Sec. II. It
has been known for a long time that the HFA produces
the correct superexchange expression in the strong cou-
pling (large D,U) limit,* although the quantum motion
of the spins is lost because of the scalar nature of the HFA
amplitudes. The success of HFA in this limit comes from
the correct behavior with respect to the suppression of
charge fluctuations. In the fully polarized (ferromagnetic
or AF) case these are projected out automatically (see
Sec. II). However, for low d-hole density and large U,
HFA appears to be in error. As we will show, the effective
Stoner parameter I, i.€., the field which breaks the mag-
netic symmetry, goes there as U{n,?, where {n,) stands for
the average d-hole density. So for sufficiently large U this
would always result in a strong-coupling situation for ar-
bitrarily small D, which is obviously untrue. Correlation
effects lead to an important renormalization of the Stoner
parameter, as is well known for the elemental 3d metals.
For instance, the U of Ni metal, as determined from pho-
toemission experiments, is =3 eV, 3* while the Stoner pa-
rameter used to describe the magnetism is much smaller
(=0.7 eV).3® A better approximate method is the mean-
field approximation to the Gutzwiller ansatz (GA), which
we discuss in Sec. III. Although in this approximation the
quantum spin motion is neglected as well, the charge fluc-
tuations are treated in a much better way. We will show
that the GA becomes identical to the HFA in the strong-
coupling regime, while it is much better behaved for small
(ng) where a weak-coupling Stoner theory is obtained for
large values of U. In Sec. IV we evaluate HFA and GA in
the intermediate-coupling regimes numerically, arriving
at the conclusion that the HFA is in fact doing better here
than expected beforehand. Finally, in Sec. V, we turn to
the magnetism of HTSO and discuss the implications of
our itinerant model. Our findings give a possible clue to
the failure of local-spin-density-functional approximation
(LSDA) to describe the intermediate coupling HTSO
magnetism. Further, we demonstrate that the experimen-
tal data obtained for HTSO are, in a quantitative sense,

remarkably consistent with our model. Due to the ap-
proximations made, this should not be the case, pointing
out some missing ingredient involved, and we speculate
about possible ways out.

II. MODEL HAMILTONIAN AND HARTREE-FOCK
APPROXIMATION

The results of the band-structure calculations of dif-
ferent compounds belonging to the class of HTSO are
quite coherent.'® They predict that half-filled bands are
present in the band structures of undoped systems:
La,CuOy4,'” YBa;Cu3Oe,* as well as in BiSr,Ca-
Cu,0s,%" and in T1,Ba,CuOg.3® These bands have anti-
bonding character and are built by Cu(3dxz_yz) and
O(2py(y)) orbitals of CuO; planes, a common structural
unit of all HTSO. Their number is directly related to the
number of CuO; planes in the unit cell of a considered su-
perconductor. This suggests the following model Hamil-
tonian which describes holes in Cu(3d,:_,:) and
O(2py()) orbitals of the CuO; plane

H =42 ddic+ &y 2 apotms
i,c m,o

+U2'd,’}d,~1d,-ﬂd,-3+V<' )(dif,am,,+H.c.). .1

i,mo

dif(a},) stands for a creation operator of a hole in a
3d,2_ > orbital at site / and in a 2p,(,) orbital at site m,
respectively. The summation in the last term, which de-
scribes hybridization between 3d and 2p orbitals, is re-
stricted to nearest neighbors i and m. The Hamiltonian
(2.1) describes the hole system in terms of three parame-
ters: (i) hybridization energy V, (ii) charge transfer ener-
gy D =¢, — ¢4, and (iii) Coulomb interaction at d,2_ : or-
bitals U. Depending on the values of these parameters,
the 3gystem exhibits either localized or itinerant behav-
ior.

The band-structure calculations performed by using
LSDA give very useful information concerning the values
of electronic parameters for HTSO. There is considerable
evidence that V= 1.5 eV.2! The value of D was estimated
to be relatively small, between 0-1 eV (Ref. 21) and =2
eV, 3% which suggests an itinerant behavior.>? It is also
evident that the value of U is large, of the order of 8 eV,?!
but this value is known with less accuracy. In fact,
different values of this parameter were reported by
different groups: 8 eV, 10-12 eV, and 8-10 eV, by
Zaanen et al.,*' Schluter, Hybertsen, and Christensen, >’
and Stechel and Jennison,*® respectively. The two latter
calculations were performed in such a way as to give a
finite value of the on-oxygen Coulomb interactions be-
tween p holes (U,) as well as of the intersite interaction
between d and p holes (U, ). If one does the HFA, how-
ever, all three sets appear to be consistent in predicting
rather similar band structure following from the model
Hamiltonian (1). The mapping of the band structure ob-
tained from the parameters of Refs. 39 and 40, on the one
which follows from (2.1) (under neglection of U, and
Uap), gives a value of U between 5 and 7 eV. An addition-
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al argument for the relative unimportance of U, follows
from the actual charge distribution of a single hole over
the CuO; unit, giving a particularly low probability of a
two-hole on-oxygen configuration for realistic model pa-
rameters.'® The parameter Uy, is important for the

charge distribution but not for the magnetic order in-

which we are interested below.

In any case, the above shows that one is in the charge-
transfer (CT) and not in the Mott-Hubbard (MH) re-
gime of the phase diagram introduced for transition-metal
oxides®® and that the HTSO are mixed-valence materi-
als.3? This point of view is also supported by the results of
photoemission and core-emission experiments, 2?25 which
indicate that the values of V, D, and U are not very
different from those of CuO.2! The charge transfer ener-
gy D was found to be either 0-1 eV (Ref. 23) or 2.75
eV, depending on whether it was related to the lowest-
energy excitation, or to the middle of the p band. The
Coulomb element was estimated to be at least 4-5 eV
(Ref. 22) or 6-7 ¢V.%3 In the analysis of the experimental
data only the presence of Coulomb interaction on 3d,z_ 2
was assumed, similarly as in our model Hamiltonian
(2.1). Altogether, the results of LSDA calculations and
the experimental data indicate that ¥ and D are of the
same order and that U>>D. Motivated by that, we fix
below the ratio U/V =5 for most of our numerical analysis
J

gnr Vk v 0
Vi & O 0
0 esnr Vi+q
0 0 Vit &

H0=kz (di(r,cai,adll-+Q,aaI+Q,d) v
o

where
V=V, .5)
ye=2(cos2t kp+cos? L k)2, (2.6)

and k=(k,,k,). The resulting ground state is just a
product of the occupied one-hole states with the energies
lower than the (hole) Fermi energy Er. In the nonmag-
netic (NM) case (at v =0), the solution of Eq. (2.3) is
straightforward. The quasiparticle states are obtained by
diagonalizing the Hamiltonian (2.4) with a canonical
transformation

[ak,a] KIS
Bro) |0 &
In this way one finds for the bonding and antibonding

states

8ki =7 (8p+gd‘HF) + 5‘ [(sp —Gd,HF)2+4VE] vz,

dk,o

| @.7)

(2.8)

This band structure has a perfect nesting property for the
filling of N =1 hole per CuO; unit (half-filled bonding
state) and is therefore unstable with respect to AF long-
range order at finite values of U, with the local density of
o-spin holes within the 3d,._ > orbital of the form

nie={didis) = + Kny) = mexp(iQ-R,)1, 2.9)

in Sec. IV and vary D/V. We would like to emphasize
that small D means that one-hole levels of energies &; and
g, are close to each other. The electronic levels &§' and &'
on the contrary, differ by a large energy of the order of U
since £ = — g4 — U and s,“,‘ =—g,.

The AF phase is studied in the HFA by solving a Ham-
iltonian H in place of H,

Ho=2 (e4ur+vio)ditdio

+&, X amodmet V( Y @lame+He), (2.2)
m,o

i,mlo

where &4 ur=¢e;+ L U(ny) is the d-hole energy in the
HFA and {n;) is the average hole density at d orbital.
The interaction term proportional to U is replaced by an
alternating field

vie=Frvexp(iQ-R;). 2.3)

The wave vector Q =(x/a,n/a) corresponds to the two-
sublattice AF structure observed in HTSO; the signs cor-
respond to o=1 and |. This Hamiltonian may be easily
diagonalized in k space. In the geometry of CuO; plane,
one obtains a nonbonding dispersionless band at energy &,
built of 2p orbitals. The remaining bonding and antibond-
ing states follow from the diagonalization

dk,o’
ax,o
dy+0.0 2.4)

ak+Q,o

f

where m is the magnetic moment. The average (---) is
performed with respect to the ground state of Ho. The to-
tal energy of the system,

Eff =(Ho)+(H—Hy), (2.10)
may be then written as follows
EF =Ein(0) +AEin(m)+ s U —m?), (2.1

where Eyin and AE;.(m) stand for the kinetic energy in
the NM Hartree-Fock (HF) state and for the change of
the kinetic energy due to AF order, respectively. The
remaining part expresses the interaction energy. Its mag-
netic part is conventionally written as — L Im?, where I is
the Stoner parameter. It is evident that the latter is equal
to U in our model and that v = 5 Um.

In general, the AF ground state has to be found numeri-
cally by minimizing the energy expression E§'F and deter-
mining thereby (n;) and m in a self-consistent way. Be-
fore we present the results obtained from such a minimi-
zation procedure, let us consider the AF gap. The filling
with one hole per CuO; unit results in an AF insulating
state. The gap varies along the 2D Fermi surface and has
a minimum at Q = (n/a,n/a), which is

A=3Um+ 3 {{(Dyp+ 3 Um)>+16V2]'"

—[(Dyr— ;—Urh)2+16V2]'/2} ,  (2.12)
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where Dyr=D — +U(ny) is the charge transfer energy
for the renormalized one-particle d- and p-hole levels in
the HFA. In the limit of small magnetization m (weakly
magnetic system), Eq. (2.10) may be written in the form

Dyr

—————-—(DHF+ 62 |- (2.13)

Alm=0)=tUm|1+

Thus, our model Hamiltonian (1) reproduces the AF gap
of the Hubbard model*! given by the product Um in the
limit of V,U < Dy, i.e., when the HF charge transfer en-
ergy Dyr is the largest energy in the problem. On the
other hand, if U < D, the AF gap is substantially reduced,
being only half of the value of the Hubbard model at
Dyr=0. This shows that the AF state is quite different,
depending on the actual relations between the parameters
of the Hamiltonian (2.1) and the gap is reduced by co-
valency.

In order to investigate further the analytic properties of
the AF state in HFA, let us consider a simplified sym-
metry-broken solution which involves only the bonding
hole subband g . In this case, the matrix of Eq. (2.4)
reduces to

&  Ukk+Q|| Cko
Ho = CT T ) _ - ,
0 g}’( KoCk+Q,0 fikro o ) [cxrae
(2.14)
where
Ukk+Q =&k Ek+QV (2.15)

is now the breaking symmetry field, £k are the ampli-
tudes of the d-hole state in the quasiparticle state of ener-

gy & ,

_ Vx
&k

- [(Ed,}-[p—ek—)z'i‘ 1230

and c{,a are the respective creation operators. This ap-
proximation turns out to be quite satisfactory if the mag-
netic moment m is small, since then the approximate d-
hole weights & in the Bloch state of energy g do not de-
viate significantly from the exact ones. In addition, the
entire d-hole weight concentrates in the bonding subband
if UKD, so this approximation is then correct even for
larger moments.

By diagonalizing the Hamiltonian Hy and by making
projections of the quasiparticle states on the atomic states,
one finds that the magnetic moment per one 3d orbital is
given by

(2.16)

1 4& S+ Qlkk+Q )
Nk [(8k_+Q—€k—)2+4ﬁI%,k+Q]l/2 ’
Eq. (2.17) may be further simplified by ignoring the k

dependence of the amplitudes and using & = (ns) /2. By
minimizing the energy

m= .17

Eq =%(Ho_)+v(<nd)+m)+ LU =m?), (2.18)

and by making use of the identity
HHS)  m

55 PR (2.19)

one finds that the average alternating potential o is

b=3Ulngdm. (2.20)

Therefore, the product Uln,) plays the role of an effective
Stoner parameter,

Tg=Ulny), (2.21)

in the one-band model given by Eq. (2.14). The AF gap is
also renormalized accordingly:

A=Ulng)m . (2.22)

Equations (2.21) and (2.22) reduce to those resulting
from the single-band Hubbard model at (n;)=1. For
small values of {ng) Eq. (2.21) is clearly an unphysical re-
sult. It is expected that at sufficiently low hole density the
correlations vanish and, accordingly, the tendency to-
wards magnetism for arbitrary large U should be
suppressed. The reason is that the probability for finding
two holes on the same atom in a single-particle wave func-
tion goes quickly to zero for decreasing {n;) and this as-
pect is not present in HFA, leading to the linear relation-
ship between U and I. We will show in Sec. III that the
GA behaves better in this respect.

As is well known, the HFA behaves quite reasonably in
the localized limit, i.e., for {ng>=m==1, at least if the sys-
tem is half filled. For instance, from Eq. (2.12) we find
for the gap

Actim=1)=Dl1+QV/D)¥, (2.23a)

and
Amu(m=1)=Ul1—QV/D)*, (2.23b)

for the CT and MH antiferromagnet, i.e., for U > D and
D > U, respectively. Thus, HFA gives the correct 30.31 pe.
havior of the gap. Also, the superexchange can be deter-
mined in this limit using HFA, as shown long ago by An-
derson.®® His procedure is straightforwardly generalized
for the present two-band model. Let us consider a CuO;
plane of L sites with V<D and V< U. Under these as-
sumptions the holes localize on Cu atoms and the AF
ground state consists of two sublattices 4 and B of { and |
spins, respectively,

L/2 L/2
|@ar) =TT 21 IT xhil0), (2.24)
n€A meEeRB

where x.T,, are the creation operators of the localized states.
For convenience we perform the calculation for a 1D sys-
tem; the generalization to the CuQO; plane is straightfor-
ward. Thus we write

ate=db+a@’ametatiame)+BE o +dl0).
(2.25)

The energy of the state (2.24) is given by

E(AF)= sd§ (d§,doo) + U d§doyd{idoy)

+4V(dJTa1/2,,>+4V(d?‘1a1/2,1)]<<DAF | (DAF> ! ,
(2.26)
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where we have chosen the reference site at i =0. We com-
pare it with the energy of the F state in the localized limit,

L
lop) =TI 21110, (2.27)
n=1
given by
E(F)= (Bd<d31d0y>+4V<d(¥Ta /2. U DF | o) 7 (2.28)

The values of the amplitudes a and B in Eq. (2.25) follow
]

2 4

| 2 |4 &
= —n | - —4—|(1-2
E(AF) Sd[l 2 D +2 D 4D
and
14 2 174 4 y? 1% 2
E(F) sd[l 2 D 2 D o ! 2[1)]
(2.31)

The superexchange interaction constant has, therefore,
the following form

J=E(F)—E(AF)=2D—V4

> (2.32)

L+L] _
D U
This formula can also be derived from many-body ap-
proaches;>"32 the only difference is that in HFA the sys-
tem is mapped onto a classical Heisenberg spin system,
because the HFA order parameter is a scalar quantity,
and in a many-body approach a quantum spin Heisenberg
Hamiltonian is obtained. Thus, except for the neglect of
the quantum zero spin motion of the spins, HFA gives a
proper description of the strong-coupling limit, because
the double occupancy is projected out automatically in the
completely polarized state.

III. GUTZWILLER ANSATZ AND
EFFECTIVE HAMILTONIAN

A mean-field theory in the case of strong correlations
may be constructed by using the GA.*? In the case of our
Hamiltonian (2.1), the correlated wave function ||//0> is
obtained from the uncorrelated one | ¢} by optimizing the
number of doubly occupied d,: ,: orbits,

ll//0>=n[1_(l—g)diﬁd”d,jld,'l] |¢0>, 3.1)
]

in an analogous way as for the Anderson lattice mod-
el.#* 7% Here we generalize the treatment of the Ander-
son lattice model by applying the projection operators
[1—(Q —g)n;n;|] to the HF states | ¢o) having AF long-
range order. We believe that, similarly as for the single-
band model,*’ a sensible description of the correlated re-
gime may be obtained in this way.

The evaluation of the correlated wave function is not
possible without further approximations. We have adopt-
ed a Gutzwiller approximation to evaluate the energy

14
D

9179

from the level structure of the considered localized system
in the HFA,

4

a===, (2.292)
2
- —;% . (2.29b)

In the F case one finds as well a=—V/D, but g=0.
These coefficients are next used to calculate the correla-
tion functions in Egs. (2.26) and (2.28). One finds that

2
_2v?

DZ

(2.30)

1.1
D U

I

which reduces the problem to simple combinatorics on a
lattice.*® Since the projection operators refer only to the
correlated d orbitals in our case, the normalization of the
wave function may be written as follows:

(wol wo) =X g*’Np(L,N\,N)P(L,N{)P(L,N}). (3.2)
D

Here

Np(L,Ny,N ) =Ck,Cp'CN;, B (3.3)

is the number of combinations to distribute the holes over
the lattice of L available sites. NV, is the number of o-spin
holes, while D stands for the total number of doubly occu-
pied sites. The probability factors

P(L,Ny) =nle(1 —n,)t Mo, (3.4)

where n,=N,/L, follow from the binomial distribution.
Similarly as for the Hubbard model,*’ we use the largest-
term approximation, valid in the thermodynamic limit. It
gives the relation between the variational parameter g and
the fraction of doubly occupied sites d =D/L,
d(l—ny+d)

(nf—d)(nl-—d) ’

when applied to Eq. (3.2). Here we use the simplified no-
tation ng ={ny).

For our model Hamiltonian, which has a tight-binding
form, the evaluation of the kinetic energy by using the
Gutzwiller approximation is straightforward. Let us con-
sider the possible elemental processes that contribute to
the kinetic energy (shown schematically in Fig. 1). They
describe a hole propagating either away or to a given site
i. We evaluate the probabilities of each of them by treat-
ing all distributions of electrons at the lattice as indepen-
dent. This scheme is well known and has been applied be-
fore to a single magnetic impurity,*® the Hubbard Hamil-
tonian,*® as well as to the Anderson lattice.*> 46 There-
fore, we present here only the outline of the actual calcu-
lation and refer the reader to the existing literature for
more details.

For the processes in which a ¢ hole moves away from
the considered d orbital [see Figs. 1(a) and 1(b)], the
probability of each configuration is described by a com-
binatorial expression analogous to Eq. (3.2). The

2=

(3.5)
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Ed# ! __-_éf_gd
|
*cu °0 Xcu o)
(a) (c)
A
€4+ U—@- ——é:ed +U
AN : N
\ \
\ \
\ \

(b) (d)

FIG. 1. Schematic transitions between neighboring Cu and O
atoms in a CuO; lattice which contribute to the kinetic energy:
(a), (b), (c), and (d) for d hole moving away and coming to the
considered Cu site, respectively.

differences are as follows: (i) the number of available lat-
tice sites available for other holes not involved in the con-
sidered hopping process is reduced by one, and (ii) the
number of N, holes is also reduced by one. The resulting
expression for the hopping term has to be normalized by
the norm (3.2) and the result is

<V/0 ‘ arIladia ! V’0> (@

=—(nia—d)<¢0 I ar:;adia | ¢0) 5
<'I’o! vo) i
(3.6a)
and
(wol atodic| wo) ® _ 1 (nyy—d)(n; —d)
(l/loll/l()) Nis (l*nd+d)
X (¢0 | ar:tadfo I ¢0> ) (36b)

where (a) and (b) refer to the transitions of Figs. 1(a)
and 1(b), respectively. We assumed in Egs. (3.6a) and
(3.6b) that the average double occupancy at site i is just
given by an average quantity d which is the case for the
considered AF order. By adding the two terms (3.6a) and
(3.6b) we get the renormalization factor for the kinetic
energy processes which describe the hole propagating
away from the considered site,

(n~ —d)(nj;—d)
1) = —d it il
9is i (g ) (1 —ny+d)

3.7

Effectively, it means that instead of calculating the kinetic
energy explicitly by using the correlated wave function,
we may use the prescription that

(ol amodio| wo) _

(3.8)
('l/o| vo)

|

(l)(¢0 ' ama IO‘ ¢O>

In an analogous way we find that

t ()
B T e L
x{go | disame | d0) . (3.9a)
and
(yol difame | yo) @ 1
(yol wo) - 1 —ni,) g, —o=d)
x{go| dibams| 90’ , (3.9b)

for the processes shown in Figs. 1(c) and 1(d), respective-
ly. The renormalization factor for the hole propagating to
the considered site is, therefore, given by

Q) = 1
i ——[(1 —ny+d)+ P —— . .
qi A=) [Q—ns+d)+gn; d)] (3.10)
It has a similar meaning to q,E,”, i.e.,
(wol ditams| wo)
_W_Ol_M (2)<¢0ldmamc'¢0> G.11)

(o wo
Since both types of processes appear always pairwise

when the energy is evaluated, the kinetic energy is renor-
malized by their product

qio=qiqi2 . (3.12)

By making use of Eq. (3.5), the renormalization factor g;,
may be explicitly written as follows:

ia=___ + ie—d)]'?
4o~ =) {0 —ng+d)(ni,—d)]

+1d(ng —nio—d)132. (3.13)
It gives the well-known expression ¢,,=[(1—ny)/

(1 —nx)lat U=o04

Instead of considering the original Hamiltonian (2.1)
and calculating the energy with the correlated wave func-
tion (3.1), we may now use an effective Hamiltonian

Hg= Z (64— pio)dibdis+ &y Z aholmo

+ Z Vie(dbame+H.C.) , (3.14)

{i,m)a
where the original hybrndlzatlon element V has been re-
placed by the renormalized one,

V— Vie=q?V. (3.15)

Thus, we find the same renormalization factor for the hy-
bridization element as for the Anderson lattice prob-
lem**~4® and for the Hubbard model.*>*® The quantities
1o are the chemical potentials to optimize the densities of
d holes in the correlated state, as first introduced by Rice
and Ueda.*> The energy of the system is calculated by
minimizing the energy

= _<V’0| Z (eq — .Uto)dmdm+8p Z amaama+ Uzdlt[dltdlld vV Z (dzaama+H C. )+E,u16d d’dlo‘l W0>(<W0| V/0>)

lmO'

(3.16)
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By making use of the Gutzwiller approximation, it may be
written in the following form:
Eo=1-(Ho) +Ud+ 1 Zuildidis) (3.17)
il,o
where d =(d/'d;1d\d;)). Equation (3.17) has to be mini-
mized with respect to the variational parameters
{uit,u:),d}. This approximate procedure is known to ap-
proximate very well the result of the rigorous treatment of
the variational problem for the Anderson lattice within
the GA in the NM and F case.*> Therefore, we believe
that the present approach describes correctly the physical
properties of AF phase on the mean-field level. It includes
the essential ingredients of a strongly correlated system:
(i) optimization with respect to the average number of
doubly occupied sites d, and (ii) redistribution of charge
in presence of correlations. In the Appendix we show that
when this procedure is applied to the Hamiltonian (3.14)
it reproduces the exact ground-state energy for a cluster
consisting of one Cu atom surrounded by four oxygen
atoms and filled by two holes. This shows that the GA is
an excellent approximation on this smallest, nontrivial
length scale. In this context we also note that the GA
reproduces the correct Kondo exponent in the single An-
derson impurity problem.°

The structure of H.q is to some extent similar to that of
J

& Vi o Sk

t o+ gt t Vi &
Heg= dy sa _ _
off E( k.o@k,cdK+Q,0ak+Q,0) 5 oSieq

& O

where the elements ¥ and 8k are defined as follows:
(3.24)
(3.25)

I7k=l7}'k s
Sk =07k.

The structure of the 4 x4 matrix in Eq. (3.23) is changed
as compared with that of Eq. (2.4) due to the alternation
in renormalized hybridization elements Vi, which is ex-
pressed by the presence of elements 8k on the antidiago-
nal. Therefore, one cannot, in general, find an analytic ex-
pression for the AF gap to compare with Eq. (2.12) and
the GA solution cannot be mapped exactly on a Stoner
theory for arbitrary parameters.

As we will now show, such a mapping is possible for
small {n;) or either m. In contrast to HFA, a true weak-
coupling behavior for arbitrary U is found in this limit,
and we will derive the effective Stoner parameter. In the
NM case (i.e., at 0 =0 and 8x=0), the solution of Eq.
(3.23) is obtained by applying a canonical transformation
analogous to that of Eq. (2.6):

ko & & [dxo
~ | = = = . (3.26)
Bx.c =8k &) 9o
The resulting bonding and antibonding states are
ar =1 (g +a) £ Y (g, —&) 2 +4V212. (3.27)

Sk+q O
I7k+Q dk+Q,cr

I7k+Q Ep
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H,. Now the d-hole level is renormalized to
E1=€4— U (3.18)
from the atomic value ¢4 by the average potential
p=1 (uoy+po,) . (3.19)
The difference between the chemical potentials,
o =15 (uor —poy) » (3.20)

where i =0 is the reference site, determines the alternat-
ing potential, analogous to that of the HFA. The new
feature of the present effective Hamiltonian H g is the re-
normalization of the hybridization element V;,. It de-
pends on the actual density n;, at the site i at which it
acts. Therefore, in an AF lattice, the hybridization Vj,
changes from one sublattice to the other, following the
changes of the magnetic moment. It is convenient to
define the average hybridization element

V=3Wy+Vo) (3.21)
and the difference in the hybridization
=5 (Vo1 —Voy). (3.22)

Our Hamiltonian (3.14) may now be Fourier transformed
to the form

dk,o

ak,o
(3.23)

ak+Q,c

r
Similarly, as in the HFA, one may consider again a
simplified problem of the AF order which results from the
magnetic coupling within the bonding subband & in GA.
In this case, one gets from Eq. (3.23),

Ha=3 (clocteqo) |+ EXTQU| o J
k.o Ukk+Q &k+Q ) (Ck+Q.s
(3.28)
where
Bik+Q =&k ExrQb & Lir@dk+qt &+l b (3.29)

is the alternating potential. £ and { are now the am-
plitudes of d- and p-hole states in the bonding state & ,
respectively. They are defined in an analogous way to Eq.
(2.14),

_ Vi

- S (3.30a)
& TG —a)+7d 2
& & & (3.30b)

- [(g;—& )2+ TV ’

in terms of the renormalized parameters. After a self-
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consistent solution one may find the magnetic moment

1 A& EgiQbkk+Q
N %k [(8k+Q & )? +4Ukk+Q]

m= (3.31)

1/2 -

It is agam of interest to consider the simplified problem
by 1gnor1ng the k dependence of the amplitudes .fk and
&, ie., assuming & =(nz)"? and & =(1—nyz)"2 In
addltlon we replace the elements &y in Eq. (3.29) by the
average quantities, introducing

=1
70 szlyk-

Under this approximation one finds the following formula
for the average potential that breaks the magnetic symme-
try:

(3.32)

5 =(n)o+2yo(na)1 —ng)) %5 . (3.33)

In order to express it by the parameters of the model
Hamiltonian we minimize the energy

Eg =—£—<H5f>+5(<nd>+m) +Ud (3.34)
with respect to 6. By making use of the identity
(H o)
W  __m (3.35)

5 (ng)’

and by replacing the derivatives over & by the derivatives
over m, one finds that

5=—U(n,1>[ ]+27o[<nd)(l—nd>]l/2 [5+ [ 99 ”
om

(3.36)

If one neglects electron correlation, i.e., assumes that

=+ ((ng)>—m?) and neglects the second term in Eq.
(3.36) which results from the alternation in the effective
hybridization element V;,, Eq. (3.36) reproduces the re-
sult of the HFA given in Eq. (2.21).

In order to evaluate the effective potential & as given in
Eq. (3.36), one needs to know (i) the explicit dependence
of d on m, and (i) the value of 6+m(86/0m). Let us
determine first the double occupancy d. By requiring that
the energy functional (3.17) is stationary with respect to
d, one finds that

d1lngoo —
U+VE il 204900 | 1 5 &&=0 (3.37)
ad L
which may be further simplified to
12 172 | 91nqos
U—(ngX1—ny) yoVZq Y =0 (3.38)

by making the same approximations as in the derivation of
Eq. (3.33). The above condition (3.37) corresponds to
Eq. (3.27) of Vulovi¢ and Abrahams*® given for the NM
or F Anderson lattice. Since the analytic solution of
(3.38) is not possible for arbitrary values of U, we consid-
er only U>>V, where the Stoner parameter as obtained in
the HFA (2.19) is overestimated. In this limit of d=0

and for m ==0, the Gutzwiller renormalization factors are
1 ——

$na) ()4 m__|,
-7 (nd> -7 (nd)
By evaluating the leading contribution to the derivative
(8¢0,/9d) and using Eq. (3.38), we find that

(1 - nd)

(ng)(1 = 5 {ny)
This shows that the applied approximation scheme is
correct in the strongly correlated regime, where the dou-
ble occupancy d is excited only in virtual transitions to the

higher-energy states and is thus expected to be propor-
tional to (¥/U)2. From Eq (3.40) one finds that

q00= (339)

YoV

d=4
U

Ungd?—m?). (3.40)

dd roV (1—ny)
¢ (3.41)
[ dm U (n)(1— +{ng)) "
Furthermore, if d =0 and m =0,
96 1 (1 —(n,ﬁ) 172
S+m|—|=3V—-"— (3.42)
" om ] : (1—{—(nd>)3/2m

The symmetry-breaking field o is now found by inserting
Egs. (3.41) and (3.42) into Eq. (3.33),

-~ 1 —(nd) [ [ (nd>

=yoV
v — +ny) — +ng)

This results in the effective Stoner parameter for the con-
sidered single-band (bonding state) problem,

1/2
%
} +27°7]m. (3.43)

_ 1= [ 1 (ng) N
Ig=r1oV - +—
T 1—;—(nd>[ [ ---}(nd)] U

(3.44)
For U— oo, we find
1/2
=Ly —(ny)) {na) (3.45)

(a- %<nd>)3/2 ’

Equations (3.44) and (3.45) are the central results of this
section. They show that from the GA a description for the
magnetism is obtained which is at least in a qualitative
sense correct. For U larger than the bandwidth, this
quantity should give only a correction to /.5 and we find
indeed that U enters Eq. (3.44) in a strong-coupling form.
In contrast to the HFA result Eq. (2.21), the scale for I.g
is set by the hybrldlzatlon as it should be, and I.g is pro-
portional to {n;)"/? for small {n;). Opposite to the HFA
result Eq. (2.21), it follows from Eq. (3.44) that a de-
creasing U gives rise to an increasing I.g, reflecting the
strong-coupling way in which U enters the weak-coupling
problem.

Let us now turn to the localized limit and consider
again the bonding hole subband & . It is expected that
GA reduces here to HFA, because of the proper descrip-
tion obtained from the latter approximation. This is
indeed what we find. The similarity between both theories
can already be seen by comparing the magnitude of the
gap. In the strongly magnetic limit, i.e., for m=({n,), one
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finds that
A= (#OT —uo ) ng) +4yVEng X1 —ny)l 25 (3.46)

Of course, the gap A does not equal to the product I.gm,
since the effective Stoner parameter I.g derived above is
valid only for m— 0. The second term is only a correc-
tion to the first one if ¥ <o (or ¥ «<U). This shows that
the difference between the chemical potentials u;s is now
playing an analogous role to the Coulomb interaction U in
the HFA and the gap value is renormalized by the hole
density {ny), as in the HFA [see Eq. (2.22)].

The direct correspondence between GA and HFA in the
localized limit can be shown explicitly by considering the
superexchange. For that purpose, let us use the localized
states analogous to those given in Egs. (2.24) and (2.27).
In the AF case we have

L/2 L/2

lwap)=TI1 zi:+ II z}.. 100, (3.47)
nEA meEeRB
|
2 4
_ 14 14 14
E(AF)=8,1[1-2 =2 42 A‘” ]+Ud 42
1 1 1

It has to be minimized with respect to the variational pa-
rameters {A;,A»,d}. One finds that the renormalization
factors of the hybridization elements ¥, are given by

2

go=1+2|L1 (3.51a)
Ay
1/2 —1/2
d y?
qo| [ > ] AA, s (3.51b)

up to the terms of order V2. By using Eq. (3.51b) one
|

2
+2

4
v
D

V2

-4
D

E(AF)=ed[l—2

14
D

We compare E (AF) with the energy of the F state E (F)
in the localized limit

L
I‘I’F>=1;I]Z;,T|0>.

The energy may be evaluated in an analogous way as in
Eq. (2.27) to give

(3.54)

2

4
_ 1% 12
E(F)=£d[1—2 RACIE QY R ]
1 Ay
7, Vor |
01 0t
—4 - 2O
A A (3.55)

The minimization procedure in the leading order again
gives the same result as in Eq. (3.52a), and

4 2

2
= V V y? V
EWF)= 1—=21=1| 42| = —3 L _[1-2&
(F) =z [ 2 D D D 1=2 D
(3.56)

1—-2|—=
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where ZL are the creation operators of the localized states
in the GA. In the case of a 1D chain they read

7o=dbt+ala’ 1 p.+alip)Bdl 1 +dil o),

(3.48)
and the amplitudes are
V

g=—-—21 (3.492)

A

- V'V
-0 (3.49b)

AAy

where A; and A, are the energy differences between the
effective levels, to be determined variationally. The ener-
gy of the AF state, evaluated as in Eq. (2.26), is given by

2

-2 (3.50)

2
Vor Vi Vé | Vor
Ay Aj Ay | A
T ,
may eliminate A, from Eq. (3.50) and minimize the re-
sulting expression with respect to A; and d. As a result

one finds that

A =D, (3.52a)
y2 )’
d=2 _DU R (3.52b)

in the leading order in V. By inserting Eqgs. (3.52a) and
(3.52b) into Eq. (3.50), we find that

2

2
- 2—;—2 +L | (3.53)

1,1
D U

-

By comparing the energies of AF (3.53) and F (3.56)
state, one finds within the GA that the superexchange in-
teraction is given by

_ _ V2
J=E(F)—E(AF) =2 o

i |
[L+—1—] (3.57)
DU

which agrees with the HFA result Eq. (2.32).

In summary, we have shown in this section that in the
localized limit GA and HFA are completely equivalent,
both giving a correct answer as long as the spin fluctua-
tions can be neglected. However, in the regime dominated
by charge fluctuations (small {n,)), HFA is strongly in er-
ror for large U, while GA yields the sensible result that
the magnetism can be described with a weak-coupling
(Stoner) theory in which U appears in a strong-coupling
fashion. The question of how to interpolate between these
highly different situations (intermediate coupling) is the
subject of Sec. IV.
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IV. NUMERICAL ANALYSIS AND COMPARISON
BETWEEN THE HARTREE-FOCK APPROXIMATION
AND THE GUTZWILLER ANSATZ

For numerical convenience and because we expect that
there is no essential dependence on the dimensionality we
have chosen to evaluate the GA and HFA equations using
a simplified 1D model of an alternating Cu-O chain. The
unit cell consists then of one Cu and one O atom, and the
band structure is given by the bonding and antibonding
bands. This mimics the band structure of the perovskite
planes since the nonbonding state present in a 2D band
structure is always empty (i.e., contains no holes) and
does not contribute to the ground-state energy. Further,
both systems are unstable with respect to the AF order
due to the perfect nesting property.

The bonding and antibonding states of a 1D Cu-O sys-
tem are found according to the scheme described in Secs.
IT and III. The only difference is that the Fourier trans-
formed hybridization elements are now of the following
forms: in the HFA,

Vi=2Vcostk; 4.1)
by using the GA,

Vi=2Vcostk, 4.2)

Sk =268cos 5 k . 4.3)

This means that we have an effective reduction of the hy-
bridization effect by a factor of 2'/2 in 1D and, thus, the
value of V in the analytic expression for the gap in the
HFA, Eq. (2.12), as well as the value of yy in Egs.
(3.36)-(3.46), have to be modified accordingly. The band
structure which follows from the HF and GA problems is
presented in Fig. 2 for an intermediate-coupling situation.
The A’s are chosen such that the magnetic moments in the
AF states found in HFA and GA are close (0.547 and
0.540, respectively), while we used the same U and V. For
convenience, the band structure is shown in the conven-
tional electronic notation. We consider the case of one
hole, i.e., three electrons per unit cell of a Cu-O chain.
Let us first consider the HFA bands. In the NM state, the
effective d level is strongly renormalized downwards, giv-
ing rise to a strong decrease of {n;) which is known to be,
to some extent, unphysical. The AF band structure al-
ready makes more sense. One (| -spin) effective d level is
renormalized upwards with respect to the NM case ap-
proaching the bare d-level position, while the other (1-
spin) lies at = 0.6U lower energy. This already starts to
look like the correct picture with mixed “d°-d '°L” bands
around the Fermi energy Er and a d® band at the energy
lower by =U. Turning to the GA bands, we first note
that the effective one electron levels appearing in this
scheme lack a relationship with the true quasiparticles,
because they are instrumental devices which serve to
determine the correlated ground state. This becomes par-
ticularly obvious when the GA levels of the five site clus-
ter, as analyzed in the Appendix, are compared to the true
states of this system. Of course, under the neglect of self-
localization effects, the gap can be deduced from the GA
bands because in this case the discontinuity in the deriva-
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FIG. 2. One-dimensional band structure (in the units of V)
in a nonmagnetic (solid lines) and antiferromagnetic (dashed
lines) state for U/V =5 as found in the HFA (left-hand side)
and by using the GA (right-hand side). We have chosen &, =0
and the charge transfer energy of D/V =1 and 1.5 for the HFA
and the GA, respectively, which gives the magnetic moment
m==0.55. Index k refers to the band states of the folded Bril-
louin zone. Renormalized hole levels, & and &z, are indicated in
both panels for the NM and AF cases, respectively.

tive of the thermodynamic potential to particle number
coincides with the gap appearing in the GA bands.

Nevertheless, we can get some intuitive feel about the
difference between the GA and HFA ground states by
considering Fig. 2. In the NM state, the GA effective d
level is shifted less than the HFA d level, despite the
larger A. This indicates that, in comparison to HFA, GA
favors a higher d occupancy, which we will discuss later in
more detail. The GA bands are only slightly narrowed
compared to the HFA bands; this is surprising in view of
the d-hole count, and we suspect that the real bands are
more narrowed. Turning to the AF GA bands, the most
striking observation is the collapse of the splitting of the d
levels, compared to the HFA case. This can be under-
stood in the following way: For infinite U, this splitting
has a limiting value D in the extremely localized regime.
In fact, in Fig. 2 this splitting is already quite close to this
limiting value. Because of this small splitting it still
makes sense to consider only the antibonding band in so
far as one is concerned with the antiferromagnetism. Us-
ing (ny) =0.66 we obtain a gap of 0.88¥ from Eq. (3.46),
in excellent agreement with the numerical gap of 0.89V.
It also follows from Eq. (3.46) that the gap is largely due
to the GA d-level splitting while the spin dependence of
the hopping matrix element only adds a small correction.
At least in so far as the gap is considered, the GA already
behaves like the HFA with renormalized parameter
values.

The results for the AF gap E,,,/V are presented in Fig.
3. For a fixed value of U, the gap increases gradually with
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the increasing value of charge transfer energy D/V, both
in the HFA and in GA. A different limiting behavior is
observed, depending on the values of the parameters. On
one hand, for small U (U/V=2.5), the HF gap ap-
proaches gradually a value of U in the limit of large D, as
predicted by Eq. (2.21b). It is also the case in the GA, so
apparently the difference between the respective chemical
potentials v approaches there also the value of U, as sug-
gested by our analysis of the localized limit. On the other
hand, for large U (U/V =10) the value of the AF gap
remains close to D in the HFA, starting from D/V = 2. It
is even closer to the value of D in the GA. This shows
again that in the latter case the value of v is close to D
which gives in this case the energy scale for the AF gap.
The largest differences between the respective values of
E g, as found in the HFA and by using the GA are ob-
served for D/V = 0. This is expected from the discussion
in Sec. III, where we showed that HFA is incorrect for
large U and small {ny). On the other hand, both GA and
HFA give the correct®® gap behavior for larger values of
D.

In Fig. 4 we present the energy differences AE/V be-
tween the NM and F states, and the AF ground state, re-
spectively. The F states are stable with respect to the NM
ones only for sufficiently large D/V, where we show the
respective results. Looking at the result of HFA, one no-
tices that the energy difference between the NM and AF
states increase rather fast with the value of D/V. For
large U/D, the F state is stable against the NM one al-

D/v

FIG. 3. Antiferromagnetic gap Egp/V for U/V =2.5, 5, and
10, found in the HFA (upper part) and by using the GA (lower
part), as a function of charge transfer energy D/V for the filling
of one hole per unit cell of the CuO; plane (N =1).
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ready for substantially lower values of D/V than in the
case of small U/D. In general, the NM— F instability
takes place at a similar value of AE/V between the NM
and AF state. The differences between the GA and HFA
results in Fig. 4 can be seen to be largely due to a relative
stabilization of the NM state, compared to the magnetic
states, in the GA case. This behavior is of course expected
since the energy of the NM states is significantly im-
proved by using the GA. On the other hand, much less
correlation energy may be gained in the symmetry-broken
states with either F or AF LRO,%! and, consequently, the
energy differences between the F and AF states do not
change significantly.

This general feature is reproduced in more detail in Fig.
5, where we show the gain in ground-state energy of the
AF and NM states in GA, relative to HFA (Eco,). We
observe that this correlation energy increases rapidly for
increasing D in the NM state. On the other hand, the
correlation energy in the AF state goes to a maximum at a
small moment and decreases for increasing D. This, of
course, reflects the proper behavior of HFA in the local-
ized limit, which we discussed before.

The result for the magnetic moment m and hole density
(ny) is presented in Fig. 6, using a ratio of U/V =5
representative for the HTSO. We first observe that the
d-hole density is substantially larger in GA than in HFA
in the NM state. The increase of {(ny) by correlation
effects was found before using the method of local an-

03
AE/V
0.2

0.1

FIG. 4. Energy gain due to the AF order AE/V with respect
to the nonmagnetic (dashed lines) and ferromagnetic (solid
lines) state for U/V =2.5, 5, and 10, found in the HFA (upper
part) and by using the GA (lower part), as a function of charge
transfer energy D/V for N =1.
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03 T T T T T

0.2

ECOFF/ Vor

0.1

D/V

FIG. 5. Gain in the correlation energy E corr/V defined as the
difference between the energies found in HFA and GA in the
AF (solid lines) and NM (dashed lines) states, as a function of
charge transfer energy D/V for U/V=2.5, 5, and 10, and for
N=1.

satz"® for a model of the CuO; planes.?® The actual num-
ber for the density change in GA = 0.1 is in fact in good
agreement with the latter more realistic model calcula-
tion. Turning to the AF state, it is seen that HFA predicts
now more d holes than GA. According to the HFA, mo-

08
0.6
m

04
02
08 U T T ®) T

v =5 ,///‘
07 AF 7

(nd) W
06 e B
///, /’///
0 Z e ]
04 ’:L/’ | | -
0 05 10 15 20

D/V

FIG. 6. (a) Hole density {ns) in antiferromagnetic (AF) and
paramagnetic states, and (b) magnetic moment m per Cu atom
as functions of D/V for U/V =5 and N =1. Dashed and solid
lines stand for HE and GA, respectively.

ment formation would give rise to a strong redistribution
of charge. This is to some extent an artifact and it is seen
that in GA this moment-charge coupling is much smaller.
We finally observe that the moment starts to develop later
in GA than in HFA for increasing D, as expected from
our discussion in Sec. III.

So far, we have shown the dependence of several prop-
erties of the ground state as a function of the parameters
appearing in the model Hamiltonian Eq. (2.1). However,
we argued in Sec. III that in the localized limit both the
HFA and the GA reduce to the same picture, while at low
hole density we showed that the GA can be mapped onto a
highly renormalized HFA (Stoner) theory. The question
than arises to what extent this mapping is possible in the
intermediate-coupling regime. For convenience, we only
considered the simplest case where we renormalize D, to
account for the different hole counts in HFA and GA.
From the discussion in Sec. III it is clear that this will lead
to errors for small {(n;) because in this limit U is strongly
renormalized. Thus, we get an impression of how far the
proper behavior of HFA in the localized regime extends
into the intermediate-coupling regime if we compare GA
and HFA results derived with the same U. Such a com-
parison is made in Fig. 7, where we compare Eg,p vs m
and m vs {ng) as derived from GA and HFA, using
U/V=5. We find a good agreement between HFA and
GA as far as the gap dependence on m is concerned. On

T T T T
4_U/V =5 i@
qup/V L J
GA
¥
1

0 1 1
0O 02 04 06 08 1

m
1 T T T
u/v=5 (®)
o8 .
06} -
m

04+ / =

HF./ A-oa
0.2 =

1 1

0
0O 02 04 06 08 1
<Nd»

FIG. 7. (a) Magnetic moment m is a function of hole density
{ns), and (b) AF gap A/V as a function of magnetic moment m
in HF (dashed lines) and GA (solid lines) for U/V =5, V=1.8
eV, and N=1. Dotted lines indicate the values of ns and A/V
for 0.4 <m <0.6.
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the other hand, we notice significant differences in the
dependence of m on {n,), especially at low hole count.
However, these deviations are by far not as pronounced as
could be expected by looking at the low hole density limit,
and thus we conclude that HFA is a quite good approxi-
mation to GA as long as the moment is sizable.

V. DISCUSSION AND CONCLUSIONS

In this paper we have presented a detailed analysis of
the ground state of the two-band model at half filling, us-
ing GA and HFA. One finds that the instability of the
band structure with respect to the formation of AF LRO
is not removed by the correlation effects included in the
GA, similarly as in the single-band Hubbard model.’>>3
The overall picture we obtained may be summarized as
follows: In the localized limit, HFA and GA converge to
the same picture for the electronic structure, yielding a
correct description of the AF ground state, except for the
neglect of the quantum spin fluctuations. At low hole
count {n;) and large U, HFA is strongly in error and we
have shown that GA behaves, at least in a qualitative way,
more correctly. Further, we have derived a renormalized
Stoner theory for this limit. Finally, we have studied nu-
merically the intermediate-coupling regime, pointing out
some significant differences between HFA and GA. Nev-
ertheless, HFA is still a relatively good approximation if
the system has a sizable moment, reflecting that the local-
ized limit, in this restricted sense, is reached relatively
quickly.

It is of interest to compare our result which follows
from the effective Hamiltonian (3.14) for the NM phase
at U— oo with that of the slave-boson approach in the
mean-field approximation.®* We argue below that the
system is metallic in the latter approximation for any
value of D, with the Fermi level Er crossing the bonding
hole state narrowed by correlations close to its middle.
Therefore, the interpretation of Kotliar, Lee, and Read>*
that from slave bosons a local charge-transfer gap that
follows is spurious. This follows the equations Wthh
determine the average filling of the d level,

x=7§(1—§.%)f(5{), (5.1)

1/2

D—D= [325 VZk‘, Eonf G, (5.2)

which have to be solved for the average number of slave
bosons per Cu site, x=1— {ng?, and the renormalized
charge transfer energy, D =¢, — ;. The quasiparticle en-
ergies in the bonding hole band are

& =% (e +E) =5 (g, —E)2+8yExV ]2, (5.3)
Therefore, by making this approximation one obtains, at
U-— oo, a different renormalization of the hybridization
clement than that given in Eq. (3.13) by a factor of
(1 — 3<na)) 2. As a consequence, the same structure of
Eqgs. (5.1) and (5.2) follows also from our effective Ham-
iltonian (3.14). Therefore, for the NM problem the
slave-boson approach in the mean-field approximation is

equivalent to the GA provided that the value of V is
changed by a factor of =2'/2, For a 1D Cu-O chain filled
with N =1 hole per unit cell considered in Sec. IV, Egs.
(5.1) and (5.2) may be rewritten as follows:

/2 D
x=— dz|1——= (5.4)
”j:) [ (D2+8xV %sin?z) 2

-D _1 (" V3sin’z
(3236)'/2 f D*+8xV2sin’z 55
By solving them numerically one finds that a solution with
x > 0 exists for any finite value of the only parameter D
and that it gives a lower total energy than the insulating
state (with x =0). Therefore, in the present two-band
model no metal-insulator transition is found with increas-
ing D, contrary to the Hubbard Hamiltonian.*> This is
consistent with the numerical results of Sec. IV following
from the GA which is physically equivalent to the slave-
boson picture for NM states.

Turning to the real materials (to HTSO, but also to the
magnetic insulators in general), a first issue we want to
address is the failure of the local spin-density approxima-
tion to describe the magnetism in these materials. The
problem is that LSDA underestimates the spin polariza-
tion by roughly 1 order of magmtude 2l The kind of
magnetism as realized in the HTSO is relatively rare. Al-
though it is directly related to the antiferromagnetism of
the usual magnetic insulators like the 3d oxides, the
HTSO [as well as CuO (Ref. 56)] are exceptional because
they are characterized by intermediate coupling. In fact,
for the localized magnetic insulators the LSDA picture is
internally inconsistent. On the one hand, there are several
instances where it has been shown that LSDA results can
be mapped onto Hubbard models, as we discussed in the
Introduction. Especially, in cases characterized by large
spin (e.g., MnO, or even NiO), the simple HFA treatment
as discussed in this paper should be adequate. As a conse-
quence, the two-particle interaction responsible for the
magnetism should be the U as appearing in Eq. (2.1). In
LSDA, however, things work out differently.>’ In the
homogeneous electron gas, the spin-dependent part of the
exchange-correlation potential is not directly related to
the spin-independent part. As a consequence, it has been
shown that, if the wave functions are sufficiently localized,
an effective Stoner theory can be derived from the full
LSDA.%® For the case under consideration, this Stoner
model is also roughly equivalent to our HFA model. The
magnitudes of these LSDA Stoner parameters depend pri-
marily on the charge density in the core regions of the ions
and they are, therefore, characteristics of the ions. In the
case of the truly itinerant magnets (e.g., elemental 3d
metals), this approach is surprisingly successful, as shown
by comparison between the results obtained from theories
accounting for correlations in a more explicit way>! with
experiment.’® However, these LSDA Stoner parameters
are typically an order of magnitude smaller than the on-
site U’s to be used in the localized limit as Stoner parame-
ters (see also Ref. 31). This order of magnitude error of
LSDA has no significant consequences for the ground
state of the strongly localized systems, because the band-
widths are even smaller than the LSDA Stoner splittings.
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Consequently, an adequate description of the ground state
of cases like NiO, etc. is found from LSDA.®® However,
the problem will become serious in systems with broader
bands.

Also in our model treatment, an important renormaliza-
tion of the U due to correlation is found in partially delo-
calized systems. However, the result is qualitatively
different [Eq. (3.44)] from the ion-specific renormaliza-
tions of the LSDA. This suggests that the renormaliza-
tions in the case we studied are essentially different from
those in conventional itinerant magnets, which is probably
due to the existence of a gap. Moreover, in the case where
one deals with a sizable moment (as in the HTSO), the
renormalization of the U is relatively unimportant, as we
have shown in Sec. IV. Therefore, it is expected that if
one could construct a LSDA theory, in which the Stoner
parameter is derived directly from the Hartree- and spin-
independent exchange-correlation potentials, a much
better description of the magnetism could be derived in
intermediate-coupling cases like the HTSO.

Finally, let us turn to the HTSO magnetism in detail.
We find a surprisingly good agreement between the
overall picture for the electronic structure, as suggested by
high-energy spectroscopies, and the ground-state magnet-
ic properties. This can be deduced from Fig. 7. We note
that, on the desired level of accuracy, the differences be-
tween the 1D and 2D lattices are rather insignificant if the
moment is well developed, as we checked for HFA. The
reason is that according to our findings in the preceding
paragraph, the system is already quite localized, and in
the localized limit dimensionality is unimportant for clas-
sical spins at zero temperature. Taking U/V =35 for the
HTSO, as suggested by LSDA and experiment, and
(ng)=0.6 as found from the interpretation of core-
XPS,27% we find m=0.5, in agreement with the neu-
tron data.’~7 Moreover, for such a moment (or d hole
count), it follows that Egpp=V. Thus, taking V=15 eV,
our mean-field picture predicts a gap of the order of 2 eV,
as observed experimentally.®%> Finally, by looking at
Fig. 4 we observe that a superexchange constant J is ex-
pected to be of the order of 0.1V i.e., J=1600 K. A simi-
larly large J has indeed been found by analyzing neutron
data, where an in-plane exchange integral J;=1300 K
was reported.®> This unusually large J implies that a
large covalent reduction of the moment has to take
place.?

Up to this point, we have only considered the filling of
N =1 hole per unit cell in the CuO; plane. However, a
sensible theory should also account for the fast collapse of
the AF LRO under doping. At first sight, it seems that
one encounters here the difficulty of mean-field ap-
proaches because the moment disappears too slowly. In
Fig. 8 we present the dependence of the magnetic moment
m on the number of additional holes §=N —1 in the
CuO; plane, in HFA and GA, using parameters represen-
tative for the HTSO. By taking into account the correla-
tion effects by means of the GA, one reduces the critical
doping &, for the disappearance of AF order from 0.24 to
0.13, if the moment is 0.4up at 6 =0, as assumed in Fig. 8;
for a larger value of m(§=0), AF LRO exists up to a
higher value of 6.. We notice that the decreasing magnet-
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ic moment is accompanied by rather small changes of d-
hole density {n,) with increasing &, so the excess holes are
dominantly of oxygen character, as observed experimen-
tally.** However, the results in Fig. 8 are obtained as-
suming a uniform order parameter. This is not correct;
recently it has been shown that the true mean-field ground
state in the doped systems contains discommensurations in
this parameter regime® (“charged magnetic domain
lines”) which destroy the long-range spin order at arbi-
trarily low doping, while at the same time most of the mo-
ments are unchanged, in agreement with the neutron
data.'!’ These discommensurations are intrinsically relat-
ed to the nonlocal nature of the gap.

One could be satisfied with the picture for the HTSO as
presented above. However, there is one big problem: the
moment as observed in the HTSO is too large. In our
mean-field treatment we have neglected the quantum spin
fluctuations (QSF). On the other hand, it is known that
the QSF are extremely important in the localized limit.
For instance, in the 2D, S=+ Heisenberg model, the
magnetic moment is reduced down to 0.36u5-0.38u . '41°
Adding this reduction to that coming from the charge
fluctuations as discussed in this paper, one would expect a
much smaller moment than measured experimentally.
Indeed, preliminary Monte Carlo results®® indicate a van-
ishing moment in the parameter regime we have focused
on. Apparently, the two-band model is not able to de-
scribe the electronic structure and the magnetic properties

0.60+ — —
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Nd> |~ .
0.52r- HF =
044 " -
el L 1 1
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FIG. 8. (a) Magnetic moment m and (b) hole density {ns) in
the AF ground state (solid lines) and in the corresponding NM
state (dashed lines), as functions of doping §=/N —1 in the
HFA and by using GA for U/V=5. The value of charge
transfer energy D/V =0.45 and = 1.1 for HF and GA, respec-
tively, was chosen to give the magnetic moment m =0.4 at § =0.



of the HTSO at the same time. Thus, the model is incom-
plete.

Although it cannot be excluded that something funda-
mental is missing from our understanding of the global
electronic structure, we tend to think that a more likely
candidate for revision is the (localized) picture of the
magnetism in the HTSO. First, the interpretation of the
electronic structure relates to straightforward quantities
like the magnitude of the band gap, {(n;), transfer in-
tegrals, etc. For instance, it is hard to believe that a p-d
transfer integral ¥ can be much different from 1 eV in a
3d system [see, among numerous other examples, the suc-
cess of LDA for Cu,0O (Ref. 67)]. Trying to cure the mo-
ment problem by revising this picture would result in an
extremely unlikely outcome; according to quantum Monte
Carlo calculations D/V = 6.6

On the other hand, the interpretation of the spin-only
properties is a much more subtle affair, involving issues
like the effective dimensionality, the exact (quantum or
classical?) nature of the spin Hamiltonian, whether
charge degrees of freedom are important, etc. In fact,
there are a couple of experimental indications that the
“standard””'!* understanding of the HTSO magnetism is
misleading. According to the analysis of Tranquada
etal.’ and Birgeneau et al.,'® the magnetism in La,CuO,
is extremely 2D. According to this work, one contribution
comes from the magnetic frustration between the planes.
However, the renormalization of the moment due to QSF
is expected not to be influenced by this frustration effect
and this is not considered in the analysis of Ref. 68. Also,
these authors end up with an extremely small effective J .
of several mK,® being by about 5 orders of magnitude
smaller than J. The former exchange integral is expected
to be of the same order of magnitude in YBa;Cu3O as in
La;CuQ,, at least as we consider the magnitude of the
moment. How can we explain then the much larger mo-
ment in YBa;Cu3O¢? The local environment of Cu and O
in CuO is similar to that in the HTSO and one expects a
similar covalency, in agreement with spectroscopic
findings.®” However, CuO is magnetically 3D and, never-
theless, the same moment [=0.68up (Ref. 70)] is found
as in YBayCu3O¢ [=0.66up (Ref. 7)]. Also striking is
the observation by Aeppli and Buttrey’' that the 2D mag-
netic fluctuations in La;NiOy4 are very similar to those in
La;CuQy, although the former system has S=1. We
also note that the fluctuations in this system disappear in
the (fully frustrated) tetragonal phase, indicating that the
third dimension plays some critical role in the slowing
down of the 2D fluctuations. In addition, it has been ar-
gued that, contrary to the claims of Tranquada ez al. ® and
Birgeneau et al.,'’ the neutron line shapes as observed in
La,CuQO4 cannot be explained in the 2D Helsenberg
framework.”?> Finally, the most striking difficulty is the
recent observation by Lynn eral.’? of a low-temperature
AF phase in YBa;Cu3O4, shown in moments of
=0.976up in the planes and =0.4up in the chains. We
agree with the conjecture of these authors that this indi-
cates a more 3D and itinerant magnetism than is assumed
in the standard picture. In this respect, it would be in-
teresting to sort out what theory has to tell about the mag-
netic dimensionality (for instance, the La3d-O2p
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transfer integral is surprisingly large =1 eV) and to see if
in this way the models for the HTSO can be improved.
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APPENDIX: GUTZWILLER ANSATZ FOR
A FINITE CLUSTER

We show below that the exact ground-state energy of
the cluster which consists of one Cu atom surrounded by
four O atoms and filled with two holes within Cu 34 and
O 2p orbitals is rigorously reproduced by the Gutzwiller
method adopted in Sec. III. Thc cluster is charged and
may be formally written as CuO4°~. We assume that the
holes within the cluster are descrlbed by the model Hamil-
tonian (2.1) and take g, =0. It is convenient to choose the
basis states of p holes as four combinations of the atomic
states | m)=a,, |0), with a o hole localized on the mth
oxygen site, which correspond to the irreducible represen-
tations of the symmetry group Dj; of the considered
square. Only the symmetric combination,

|poy=ag, [0)=% (| D+ 2+ |3+ [4), (A1)

couples to the | do) state at the Cu site. Having two holes
of opposite spins in the system, the exact ground state is
found by diagonalizing the matrix
2e4+U 2"V 0
2 l/ZV &4 2 l/ZV .
o 2 o

Mo= (A2)

Let us consider for simplicity the U— o limit of Eq.

(A2), in which the ground-state energy &§* =FE(/V is
&=5p—t(p>+8)'"2, (A3)

where we have used p =¢,/V. The number of d holes in
the ground state is given by

(nd>=%‘m. (A4)
In the GA one instead diagonalizes the matrix
& q I/ZV
Mgpa= ¢V o ) (A5)

where g is the renormalization factor (3.14) derived in
Sec. III,

1 —<{ny

" Tin) (A6)

q=

The ground-state energy has to be found now by minimiz-
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ing the expression

e§h =2w-+ulny), (A7)
where w — is the lower eigenvalue of M ga,
o-=%p— s (p+4q)"?, (A8)

and p =(g;/V —u). The chemical potential u is measured
in the units of ¥ and has to be found from the minimiza-
tion procedure.

For the particular form of the energy (A7), it is con-
venient to express the chemical potential u as a function
of average hole density (n,, defined in the case of GA by

(ngy=1——L— (A9)
& (p2+4q) "

By introducing
x=1—{ny), (A10)

and using the expression for the renormalization factor g,
we find that

8x3

pl=m—o— (A11)
PG+ D a—n

The final form of energy,
A =p(1—x)—2[2x(1—x)1"2, (A12)

is now obtained by inserting Eqs. (A8) and (All) into
(A7) and by using the definition of chemical potential u.
The energy &5 may now be easily minimized with respect

to the variable x. The condition for the minimum gives

xX=—

+—L2
2 2(p?+8)'2

In this way we recover Eq. (A4). It is now straightfor-
ward to see that the exact ground-state energy &§* is
reproduced when the solution (A13) is inserted into Eq.
(A12).

We notice that, in spite of reproducing the ground-state
energy by combining the two lower eigenvalues of - and
| -hole subspaces of the effective Hamiltonian (3.14) with
the product of ufn,), we do not find any correspondence
between the excited states which follow from the GA and
the rigorous ones. The quasiparticle states introduced as
eigenstates of the effective Hamiltonian have to be con-
sidered only as effective energies for the system filled by a
given number of holes, similarly for the energies of HF
states.

In closing, we would like to point out that the present
problem is formally equivalent to a two-orbital model con-
sidered in heavy-fermion physics,”® so in this case also the
GA reproduces the exact ground-state energy and the
charge distribution. In this model, one of the orbitals is
strongly correlated, having large Coulomb interaction U,
whereas the other stands for an uncorrelated conduction
electron band. In fact, the two-orbital model may be de-
rived from the Wolff model for a magnetic impurity in a
nonmagnetic matrix by means of the GA (Ref. 49), and
therefore it gives the simplest physical insight into the na-
ture of low-energy singlet-triplet excitation.’*

(A13)

*Permanent address: Institute of Physics, Jagellonian Universi-
ty, PL-30059 Krakdw, Poland.
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