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The temperature dependence of the intensity, frequency, and line shapes of the ' N nuclear-
quadrupole-resonance spectrum in potassium tetracyanoquinodimethane (K-TCNQ) showed that
the Pearls transition consists of a complex set of transformations that on heating leads to a first-
order transition at 130'C with hysteresis. Above 130'C, the high-temperature (HT) phase contain-
ing fluctuating charge-density waves (CDW) becomes incommensurate, transforms into a multisoli-
tonic phase with narrow solitons above 141.5'C, and near the decomposition temperature changes
towards the single-soliton limit. On cooling from above 150 C, K-TCNQ transforms directly from
the HT multisolitonic to a HT commensurate phase at 141.4'C that coexists with the low-
temperature phase from 128'C but only disappears below 90'C. The previously undetected transi-
tion observed at 141.5'C on heating and cooling is attributed to a change in the effective dimen-
sionality in the ordering of the CDW's along the TCNQ stacks. The complex set of transitions
found in the fully ionic K-TCNQ showed that the Peierls transition is likely to be a two-step process
even in simple salts as predicted theoretically by Zhou and Gong [J.Phys. C 21, L561 (1988)].

I. INTRODUCTION

The Peierls phase transition of potassium tetracyano-
quinodimethane (K-TCNQ) has been studied by means of
different techniques' which give, predominantly, infor-
mation about bulk properties of this paramagnetic sys-
tem. The existence of a single but rather simple Peierls
transition has been the basic assumption in the interpre-
tation of all these experiments. The measurements which
have been performed have been carried out at tempera-
tures slightly below and a few degrees above the assumed
transition point. ' In most cases, the characteristics of
the two resulting phases have been independently stud-
ied but little or no attention has been paid to what
happens in the temperature range where the transition
seems to occur. Some authors have described theoretical-
ly the Peierls transition found in K-TCNQ as a continu-
ous transition while others, taking into account the
discontinuities in the lattice parameters, have predicted a
first-order transition. Terauchi has studied the Peierls
transition using the superlattice x-ray reAections of the
low-temperature (LT) phase and the diffuse scattering re-
lated to the fluctuations in the TCNQ stacks above the
transition temperature. These results have provided
valuable although limited information of the microscopic
changes present in K-TCNQ at the transition. On the
other hand, detailed studies of the Peierls phase transi-
tion have shown that such a transformation may involve
incommensurate and commensurate charge-density

waves. It has also been found that the precursor effects
produced by the Kohn anomaly that accompanies the
Peierls transition are present in many TCNQ salts. It is
likely that similar effects may be present in the simple
and fully ionic K-TCNQ salt.

In order to investigate the structural and other changes
produced by the Peierls transition in K-TCNQ, a
nuclear-quadrupole-resonance (NQR) study using a
Fourier-transform (FT) pulsed spectrometer has been un-
dertaken. NQR is a very sensitive tool in the study of the
variations in the charge distribution around quadrupolar
nuclei' '" and may provide unique information about the
Peierls phase transition present in K-TCNQ.

The study of the intensities and frequencies of the ' N
NQR spectrum with temperature in K-TCNQ shows that
the changes produced in the TCNQ stack by the Peierls
transition leads to a first-order transition at 130 C with
hysteresis. These results were confirmed by means of
EPR measurements and by differential scanning calo-
rimetry. On heating, the first-order transition leads to a
high-temperature (HT) phase that coexists with the other
phase, becomes incommensurate around 134 'C, and
transforms abruptly to a previously undetected multisoli-
tonic HT phase at 141.5'C. The multisolitonic phase
changes, when approaching the decomposition tempera-
ture, towards the single-soliton limit. The variation in
the CDW's observed at 141.5 C on heating and cooling
has been attributed to a change in the effective dimen-
sionality in the ordering of these waves along the
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TCNQ stacks. On cooling from above 150 C, K-
TCNQ changes abruptly from the HT multisolitonic to a
HT commensurate phase that only disappears around
90'C after coexisting with the LT phase from 128 C.
The extension of the hysteresis in K-TCNQ was found to
be related to defect concentration and the amount of time
allowed for recrystallization above T, .

The complexity of the transition found in the sim-
ple and fully ionic K-TCNQ showed a parallelism
with that found in partially ionic tetrathiofulvalene-
tetracyanoquinodimethane (TTF-TCNQ) indicating that
factors such as the interstack coupling in addition to the
degree of charge transfer play an important role in deter-
mining the characteristics of the Peierls transition.

II. EXPERIMENTAL DETAILS

Measurements were taken on 5 g of the polycrystalline
sample used in Ref. 11 and prepared as in Ref. 12. The
sealed glass vial' ' was immersed in vaseline oil for rnea-
surements up to 120'C and in silicone oil from 90 to
190'C in a F-4391 Haake thermostat. Temperature rnea-
surernents were taken using a Pt resistance calibrated at 0
and 100 C. The nonlinearity of the Pt resistance was
corrected by a quadratic fitting of ten readings between
80 and 190 C taken against a mercury-in-glass therrnom-
eter with a 0. 1 C resolution. The thermometer readings
were corrected for the emergent stem effect. The estimat-
ed standard deviation on the temperature measurements
was +0.2 C and the resolution better than +0.01 C.
The final run (up to 270 C) was made in an insulated Cu
furnace of thick walls where the heating and control ele-
rnents were inserted.

NQR measurements were made with a FT spectrome-
ter described previously the only change was the use of
a HP 3325 A frequency synthesizer as the rf source.
Since ' N has spin I = 1, two NQR lines (v+ ) v ) are
usually observed for each crystallographically indepen-
dent N site. ' The lines are v—=(3e qg/4h)(1+g/3),
where e qQ/h is the nuclear-quadrupole-coupling con-
stant and q is the symmetry parameter of the electric
field gradient' (EFG). For the v+, the pulse repetition
rate was 100 sec, with typical averaging times of 2 —5
min while for the v lines, 3 pulses/sec with averaging
times of 30 to 60 min were used. A typical signal-to-noise
ratio was greater than 200 for the v+ lines and consider-
ably lower for the v lines.

A requirement of the present measurements was ampli-
tude calibration, needed in order to compare amplitudes
or intensities measured under different experimental con-
ditions. The major factors affecting the amplitude of the
lines obtained with a FT pulsed spectrometer' were (a)
the rf reference level; (b) the rf gain of the receiver and
the low-frequency gain of the amplifiers in the data ac-
quistion circuitry; (c) the pulse repetition rate; (d) the
pulse length and amplitude; (e) the rf offset (rf difference
between the exciting pulse and the resonance frequency);
(f) the tuning of the rf circuits [especially that of the sam-
ple inductance-capacitance (LC) circuit, since the re-
ceiver and transmitter rf circuits are much less selective];
(g) a slight frequency dependence of the receiver gain;

and (h) the selectivity of the post-detection low-frequency
filter. The factors (a) through (d) were simply left fixed at
a given setting, and factor (h) was eliminated by keeping
the cutoff frequency of the filter above 100 kHz (the max-
irnum low-frequency component in actual spectra mas 40
kHz). The factors (e), (f), and (g) were taken into account
and their effect suitably corrected (see Appendix A).

Differential-thermal-analysis (DTA) and Differential-
scanning-calorimetry (DSC) measurements were carried
out using a model 990 Dupont thermal analyzer. The
best results were obtained with the DSC technique at a
heating rate of 10'C/min and a sample weight of around
100 mg. For the EPR measurements, a Varian E-122
spectrometer equipped with a rectangular cavity for the
X-band and magnetic modulation was used. The temper-
ature was measured with a thermocouple located inside
the Dewar containing the cavity with the sample.

III. EXPERIMENTAL RESULTS

The ' N spin-lattice relaxation time T& was rather con-
stant with temperature and estimated to be between 0.5
and 1 msec. A more precise measurement was not possi-
ble because the pulse separation' could not be reduced to
the limits required for an accurate determination of such
a short T~ ~ Measurements on the v lines, on the other
hand, had the additional difBculty of their low intensity',
however, the T& values were found to be around 100+20
msec.

Similar results in the temperature dependence of the
intensities were obtained on both sets of lines; however,
due to their greater ease of observation, quantitative mea-
surements were made on the v+ lines only. The ampli-
tude measurements were made so that at least one was
obtained on either side of the spectrum. Resonance fre-
quencies were reproducible to within 50 Hz while the
corrected amplitudes had a residual standard deviation of
less than 10%. The measurements were taken in five
different temperature cycles: an "initial" cycle, in which
the hysteresis was found, and a "second" cycle, in which
measurements were taken over the range 30—90 C just to
have continuity with previous measurements. " In the
next cycle (the "160" cycle), the temperature followed
gradually and rnonotonically the sequence 90—163—90'C,
while in the "190"cycle, the temperature was raised rap-
idly from 90 to 190 C, then decreased slowly back to
90'C. In both the 160 and 190 cycles the starting tem-
perature was 23'C. In the "final" cycle, the decomposi-
tion temperature of the sample was attained.

The behavior of the spectrum on heating was quite
reproducible, provided the sample was kept a few
minutes around room temperature. At that temperature
and up to 128 C, the sample showed the known eight v+
and eight v lines (see Figs. 1 and 2), of the LT phase''
(labeled a through Ii). Above 128'C, weak additional
lines appeared [Figs. 3 and 4(c)], which grew rapidly in
amplitude as the temperature was raised. After each
temperature change, the new amplitude of the lines ap-
peared to be steady following a short time (2 —5 min) re-
quired for thermal stabilization. No time effects on the
spectrum was seen even after two full days, at any tem-
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perature, except in extreme cases (such as cooling from
160 to 100'C in less than 10 min). The overall thermal
history of the line amplitudes for the two 160 and 190 cy-
cles is reported in Fig. 3. When the temperature reached
130'C and above, the high-temperature (HT) v lines
[Fig. 4(c)] grew rapidly in amplitude, tending to plateau
above 140'C. Over the same range, the low-temperature
(LT) lines decreased accordingly [Fig. 4(e)]. At 141.5'C,
the spectrum changed rather abruptly. Most of the LT
lines disappeared entirely above that temperature as seen
in Fig. 4(g). Nevertheless, at about 130 C, the intensity
of the two b and g LT v+ lines became constant and
started to be part of the now convoluted HT lines' [Fig.
4(e)]. In general, the v lines behaved in a very similar
manner as is seen in Fig. 5. Above 141.5'C, each of the
HT lines showed a pair of edges or satellite (s) lines that
on further heating decreased in amplitude. The behavior
described so far is quite reproducible, provided that the
sample was kept around room temperature for a few
minutes.

The discontinuities in frequency found between the LT
and HT phase showed the existence of a first-order transi-
tion. ' The noticeable changes in the line shapes found at
141.5 C on heating also suggested the existence of anoth-
er previously undetected transition.

The behavior on cooling depends on the temperature at

which it starts. In general, on cooling from above 142'C,
a further increase in amplitude for the HT lines was ob-
served, with a parallel increase for the edge or s lines
[Figs. 3 and 4(h)]. Below 141.5 C, the s lines disappeared
abruptly and the spectrum was composed only by two
strong HT lines, provided that the starting temperature
was high enough [Fig. 4(fl]. In fact, the LT lines may be
seen to appear in the spectrum just below 141.5 C when
the maximum temperature had been moderately higher
than, say 150 C. Nevertheless, if the maximum tempera-
ture had been higher, say 190'C, the s lines would have
been extremely weak and the LT lines undetectable. In a
specific cooling process starting at 190'C and just below
141.5'C, one finds a spectrum formed by only two in-
tense HT lines [Fig. 4(d)] that did not change their ampli-
tude appreciably over a range of almost 10'C. Only
below 133'C, weak LT lines began to increase in intensity
rapidly on cooling [Fig. 4(b)], while the HT lines started
to decrease only around 122'C as seen in Fig. 3. Never-
theless, at that temperature, on heating from room tem-
perature, the HT lines could not be seen at all [Fig. 4(a)].
It is just the extent of the hysteresis, measured as the
difference in the line amplitudes between heating and
cooling process at some temperature, that depends
strongly on the thermal history of the K-TCNQ sample.
The resonance frequency of all detectable lines, however,
was found to be entirely independent of the thermal his-
tory.

In the "final" high-temperature run (up to 270'C), we

2960—

2955-

2 170—

2 I 50-

2 I 50~
N

2945~
C3

4J

-LLI 2940-

2925

Iii ih,
I lt ~

ala

gX~. s
HT,

'S
I I I I I I I I I I

100 110 120 150 140 150 160 170 180 190
TEMPERATURF ( C)

FIG. 1. Temperature dependence of the v+ lines of K-
TCNQ. The solid circles correspond to the v lines obtained on
heating and cooling. The open circles represent the v+ lines of
the HT phase obtained on cooling at temperatures where these
lines were not observed on heating. The shadowed areas corre-
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FIG. 3. Temperature dependence of the corrected intensities
of the v+ lines of the ' N NQR spectrum of K-TCNQ. The sum
of the intensity of all the v+ lines was used in the plot. The
small (large) triangles and squares correspond to the 160 (190)
cycle. The small (large) arrows represent the s edge intensities
observed in the 160 (190) cycle. The dashed and solid lines were
drawn as visual aids only.

IV. DISCUSSION

A. FT-NQR study of a first-order phase transition

NQR provides a microscopic probe and thereby makes
possible investigations of local aspects associated with

found that the frequency dependence above the transition
was linear with temperature and that the HT lines
broadened slightly while the edge lines steadly decreased
its intensity. About 10' below the decomposition temper-
ature the edge lines disappeared in the noise.

Differential scanning calorimetry (DSC) measurements
performed by heating the sample have given clear evi-
dence that a complex set of transitions exists in K-
TCNQ. A noticeable amount of heat began to be ab-
sorbed at 134'C while a second and previously undetect-
ed absorption was observed at about 142'C (see Fig. 6).
The two absorptions produced rather broad peaks which
were, nevertheless, easily distinguishable and which could
be well reproduced on many repeated measurements.
The broad peaks observed in K-TCNQ are indicative of
rate-controlled transitions such as first-order transforma-
tions. Unfortunately, no similar data were obtained when
the temperature was lowered because the thermal
analyzer did not have a controlled cooling system.

The measurements of the variation of the EPR line in-
tensity with temperature are shown in Fig. 7. Because
the line shape did not change much, the line intensity is
expected to be proportional to the paramagnetic suscepti-
bility. ' If the sharp variation on the inAection of the
curve is interpreted as the point where a phase transition
occurs' then a hysteresis of around 20 C exists in the K-
TCNQ used in this work.

phase transitions. ' The resonant frequencies are deter-
mined by the Hamiltonian' H&= —Q:P'E, where Q is
the nuclear quadrupole moment tensor and V'E is the
EFG tensor at the nuclear site. When a phase transition
is accompanied by alterations in the local EFG, the reso-
nance lines are split or displaced' and the order of the
transition is obtained from the continuity or discontinui-
ty of the NQR frequencies at the transition tempera-
ture. ' ' Second-order transitions produce a continuous
change and/or splitting in the frequencies while in the
first-order transitions discontinuities are found at the
transition temperature. ' ' The changes observed in the
DSC data, in the EPR line, and in the shape, intensity,
and frequency of the NQR lines with temperature
showed that a rather complex set of transitions occurs in
K-TCNQ contrary to early findings. ' The hysteresis
found in the intensity of the N lines showed that beside
the incipient second-order transformation there is anoth-
er that proceeds by nucleation and growth. The intensity
of superlattice x-ray rejections related to the displace-
ments of the TCNQ molecules exhibited a gradual and
considerable decrease from 30 to 120'C. Nevertheless, at
the latter temperature, a weak but discontinuous drop in
intensity was encountered indicating that the structure
varies continuously over a wide temperature range until a
first-order transition occurs. " In this type of transition,
the HT phase cannot be obtained by continuously vary-
ing the position and/or orientation of molecules and
atoms of the LT phase. In that case, a boundary or wall
delineates the nuclei of the HT phase from the surround-
ing matrix. ' The required nucleation for the transition
occurs only above the equilibrium temperature, where
both phases coexist ( To ), and if a suitable density of de-
fects is present in the crystals. ' The transition tempera-
ture and the orientation of the daughter crystal is precod-
ed in each type of active defect. So, in a polycrystalline
sample, each of the single microcrystals shows a different
transition temperature because, in general, the activation
energies of the defects cover a rather wide spectrum of
values. ' Upon heating (or cooling), the transition in the
microcrystals takes place at different times, extending the
transformation over a noticeable temperature range.
Also, at each temperature within that range, a mixture of
the two phases coexists. If the heating is slow enough,
the relative quantity of the phases does not depend on the
rate of heating. ' These results explain the simultaneous
detection of the HT and LT lines of K-TCNQ with no
appreciable change of the intensity with time after
thermal equilibrium within the transition range has been
reached.

The transition temperature of a first-order transforma-
tion is defined as that corresponding to the maximum
rate of change of the phase ratio with temperature. '

Nevertheless, such a temperature is shifted with respect
to To by no less than a threshold value that depends
strongly on the active defects present in the sample. '

Because the initial defect concentration is determined by
the crystal growth process and impurities, ' ' then sam-
ples obtained by rapid recrystallization as in this work
and by slow diffusion' will exhibit quite diverse con-
centrations of nucleation centers. This fact plus the effect
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of the different thermal treatments employed in each case
explains the difference between the reported values1 —5 of
T, and those obtained in the present work.

Figure 3 shows that the intensity of the HT lines in-
creases when the temperature is lowered toward
Such a behavior could be explained by the recovery and

recrystallization process' that occurs in plastically de-
formed or strained crystals. The strained regions pro-
duced by the first-order transition' ' will generate a
spread of the EFG values shifting the frequency of the
ff ted nuclei away from the resonance lines of the un-
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perturbed portion of the grains. The recrystallization
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process' induces a growth that generates large grains
free from strains therefore increasing the intensity of the
observed lines by augmenting the number of unperturbed
nuclei. On the other hand, the increase in intensity is
more marked in the 190 (-50%) than in the 160 cycle
(-30%%uo) as seen in Fig. 3. In the 190 cycle a much larger
time was spent above T, so an extensive recrystallization
process' took place and a large increase in intensity was
observed. In the 160 cycle, on the other hand, a shorter
time was available and therefore a smaller increase in in-
tensity was obtained.

The recrystallization process' in K-TCNQ will also in-
crease the extension of the hysteresis through the result-
ing depletion of nucleation centers. Microwave conduc-
tivity measurements showed that repeated passes
through the transition region decreased the defect con-
centration in K-TCNQ. As many hours are needed to
perform the NQR measurements, a noticeable degree of
recrystallization is produced in each cycle. Therefore,
the extension of the hysteresis determined with that tech-
nique will be influenced by the depletion of nucleation
centers that necessarily occurs in each cycle. This was
confirmed by the fact that the hysteresis found in the 190
cycle was larger by almost 10' than in the 160 cycle as
seen in Fig. 3. The differences in the initial defect con-
centration and the different thermal treatments employed
in each case also explain the scatter found in the exten-
sion of the hysteresis determined by x-rays ' and by the
present NQR and EPR measurements.

B. Pelerls (or spin-Peierls) transitions

The variations in the intensity of the NQR lines and
the discontinuity observed in the frequencies showed that
there is a weak but clearly discernible first-order phase
transition in K-TCNQ with hysteresis. ' Such a phase
transition is expected to be driven by the softening of
phonons related to a Peierls transition. ' Peierls
showed that the electron-phonon interaction produces a
charge-density wave (CDW) in a one-dimensional elec-
tron gas. The CDW, in turn, creates a periodic potential
in the lattice which causes a distortion of wave vector
2kF, where kF is the Fermi wave vector. Above T„ the
phonon system rejects the impending transition in the
damping for wave vectors ' near 2kF. A dip in the
phonon-energy spectrum is generated at that wave vector
that is known as the Kohn anomaly. ' As the tempera-
ture is lowered towards T„ the dip at 2kF lowers until

~k =0 at 2kF producing the Peierls distortion. For the
anisotropic salts of TCNQ that transition results in a dis-
tortion that leads to the'static dimerization of the TCNQ
stacks below ' T, .

In compounds where the spin-Peierls transition occurs,
the electrons are well localized and the spins are coupled
to the phonons and between themselves through an anti-
ferromagnetic interaction. The magnetoelastic cou-
pling through spin-density waves (SDW) thus produced is
responsible for the spin-Peierls phase transition that will
generate also a dimerization in the TCNQ columns.

The properties of K-TCNQ were interpreted by means
of a one-dimensional Hubbard-Heisenberg Hamiltoni-
an. ' Assuming the existence of a spin-Peierls transition,
Takaoka and Motizuki predicted a first-order transition
by considering that the spin-phonon interaction is caused
by the modulation of the exchange interaction due to the
lattice distortions. Nevertheless, Jacobs. and co-workers
concluded that K-TCNQ is an intermediate case between
the regular Peierls and the spin-Peierls transition because
the Coulomb energy of a doubly occupied TCNQ may be
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not as high as previously assumed ' for that complex.
Experimental studies indicate that K-TCNQ is in the
intermediate-coupling limit where CDW's and SDW's
may coexist. ' In a CDW, the electron density is not uni-
form but has a periodic modulation, ' producing changes
in the EFG components that modifies the shapes and fre-
quencies of the regular lines. ' ' ' In a SD%' the lines
will be affected by the modulation in the spin density only
if the charge distribution around the nuclei is changed.
In K-TCNQ, where there is one unpaired electron per
TCNQ molecule, " the SDW in the ground state will cor-
respond only to an alternation of the spins of the extra
electron along the stacks ' so no direct contribution to
the EFG is expected in this case. Nevertheless, in a
spin-Peierls transition, the magnetoelastic coupling will
dimerize the TCNQ stacks thus affecting the EFG
through the resulting charge modulation. Therefore, the
NQR data obtained in compounds undergoing Peierls
transitions will provide information about the resulting
charge modulation but not about the type of wave caus-
ing that perturbation.

In K-TCNQ, the Peierls transition starts high above T,
as a dynamical distortion (or Iluctuating CDW) involving
local dimerization of the TCNQ stacks that has a finite
coherence length and correlation time. A coherence
length of only a few lattice constants could be found as a
result of the existence of a Kohn anomaly at that tem-
perature. As an example of this effect, in Na-TCNQ a
coherence length of about ten molecules was found at
T, +23 C along the chain and only one molecule in a
direction perpendicular to the stack. A progressive in-
crease of transverse order of the CD%'s is expected on
cooling with little or no correlation between the phase in
the chain direction. As the temperature is lowered, the
dynamical distortion (or CDW) will have a larger and
larger coherence length until at T, it becomes infinite and
a static dimerization occurs in the stack. As all these
changes affect the charge distribution around the N nu-
clei, the NQR spectrum therefore will reflect the changes
in the CDW's produced by the Peierls transition. The
narrow lines found in K-TCNQ showed the existence of
commensurate (C) phases below 130'C [see Figs. 4(a) and
4(b)] indicating that the CDW's are locked to the lattice
at a C value. Above that temperature, the changes in the
line shapes showed the existence of an incommensurate
(IC) phase' ' and therefore of incommensurate
CD%"'s. In the C phase, the number of resonance lines is
determined by the small number of physically ine-
quivalent nuclei present in the unit cell. ' ' In IC
phases, there is a continuous distribution of inequivalent
sites and therefore a quasicontinuous distribution of the
frequencies instead of the sharp lines observed in C
phases. ' ' ' In the IC phases, the resonance lines have
a frequency distribution consisting of a broad back-
ground and distinct peaks (singularities). In the multisol-
iton limit, where walls and domains are present, a num-
ber of "commensurate" lines or "edges" exist in addition
to the IC background and singularities as may be seen in
Figs. 4(c)—4(h). When the C phase is reached, the IC
background and singularities disappear and only the nar-
row C lines remain' ' as in Figs. 4(a) —4(d). The com-

plex line shapes observed in K-TCNQ above 130 C sug-
gested that solitons were present above that temperature.
The comparison between the observed lineshapes and
those obtained by assuming a one-dimensional modula-
tion wave with constant amplitude provided the best fit if
a frequency distribution of the quadratic type was
used. ' ' ' The distribution employed was

f(P)=c onst/~si nPc os/~Id, +cos [p(P —Po)]I,
where p is the ratio of the unit-cell sizes at low and high
temperature and P is the phase of the modulation wave.
The best fit was obtained with p=2 and 6 values of 0.005
and 0.010 with different initial phases for each HT site.
The values of 6 showed that above 141.5 C the line
shapes observed corresponded to a multisoliton lat-
tice ' in the narrow soliton limit. On the other hand,
the soliton density n, may be obtained, if the values of 6
and Po are known, from

n, =(m. /2)/K[1/(1+6 )' ], (2)

where

K= I dg[1/(1 —k sin itj)'~ ] .
0

In this integral, k =(1+6, )
'~ and g=p(P —Po). For

practical reasons K was approximated as
K=(m/2) —ln(1 —k ) and values of n, of 0.25 and 0.23
were obtained from Eq. (2) for the two HT sites indicat-
ing that a noticeable soliton density existed above
141.5'C. The CDW in the multisoliton lattice has an
average wavelength that is incommensurate with the lat-
tice, but locally the CDW has C regions separated by re-
gions of phase slip that are called solitons or discommen-
surations. In K-TCNQ these regions correspond to
zones of Auctuating local dimerization of the stacks. The
values of n, found in this work showed that a consider-
able degree of dynamical dimerization exists above
141.5 C in this salt. This result confirms the qualitative
conclusions about the dynamical dimerization obtained
from diffuse x-ray scattering measurement and from ir
polarized reAectivity spectra obtained in single crystals
of K-TCNQ.

C. The phase transition in K-TCNQ from NQR study

The complex set of transitions found in K-TCNQ
starts from low temperature as continuous variations in
the inter- and intradimer distances within the TCNQ
stacks. These changes produce a smooth variation in the
resonance frequencies up to 128'C. Between 128 and
130'C, the narrow HT lines indicate that the CDW's may
still be commensurate with the lattice, although their low
intensity and the extensive superposition with the LT
lines makes the detection of IC singularities difticult in
this temperature range. Between 130 and 141.5'C, the
line shapes correspond to an IC phase that shows the de-
pinning of the CDW's from the C values observed at
lower temperatures. Just below 141 C, the LT lines final-
ly disappeared indicating that the first-order transition is
completed at that temperature. At 141.5'C, there is a
noticeable change in the line shape that reAects a
modification in the IC regime produced by the CDW's.
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The s singularities always disappeared abruptly on cool-
ing and appeared on heating at 141.5'C while the HT
lines were observable down to 90 C. Sucii a behavior
could be explained by assuming that the CDW's on cool-
ing are locked with the lattice below 141.5 C at a com-
mensurate value. On further cooling, the now commen-
surate HT structure is slowly transformed into the LT
phase following the nucleation and growth mechanism
typical of first-order transitions. ' The appearance or
disappearance of the s edges at 141.5 C either on heating
or on cooling suggests the existence of a second transition
involving CDW's that was not detected previously. '

The DSC results showed that on heating there is a notice-
able heat absorption peak at that temperature in K-
TCNQ. Furthermore, the small jump observed in the fre-
quency of the b edge and the sudden variation in line
shape at 141.5 'C also suggests the existence of that previ-
ously undetected second transition. ' In this regard,
Terauchi found that the soft phonon frequency has an
inAection point around 140 C indicating a change in the
interionic forces. This result suggests the presence of
changes in the interstack (and CDW's) interactions that
could reflect variations in the CDW's coherence length.
It is known that the magnitude of the coherence length is
strongly dependent on the effective dimensionality of the
Auctuations. Then, the variation in line shape observed
at 141.5 C may be attributed to a change in the effective
dimensionality in the ordering of the CDW's along the
stacks similar to that found in TTF-TCNQ. As the
temperature is raised above 141'C, the s edges decreased
steadily in intensity and about 10 below the decomposi-
tion point disappeared altogether. Then in the HT phase
of K-TCNQ the narrow solitons found just above 141'C
on heating changed towards the single soliton limit' '

near the decomposition temperature. This change is the
result of the expected decrease in the coherence length of
the dynamical dimerization present along the TCNQ
stacks and the weakening of the electron- (or spin-) pho-
non interaction responsible for the Kohn anomaly.

A comparison of the details of the Peierls transition
found in TTF-TCNQ where the charge transfer is
around 0.6 and in fully ionic K-TCNQ shows that in both
cases we have a similar set of successive complex transi-
tions, with some of first-order and others related to order-
ing of the CDW's. Even in the so-called simple TCNQ
salts such as K-TCNQ, the Peierls transition is a complex
transformation that seems to involve several other factors
beside the degree of charge transfer. Recently, Zhou and
Gong ' found theoretically that the Peierls transition
should be a two-step process if the weak interstack cou-
plings are properly taken into account. They found that
the CDW transition should occur at a higher tempera-
ture than the metal- (or semiconductor-) insulator transi-
tion. The present NQR results seem to confirm this pre-
diction as the dimerization connected with the gap open-
ing occurs at lower temperatures than the CDW transi-
tion in K-TCNQ.

D. Temperature dependence of the NQR frequencies

The electric field gradients (EFG's) are averages over
molecular motions and the measured values of their

components depend on the vibrational state of the mole-
cule. In the gas phase, the molecular vibrational state is
well defined and separate EFG values may be obtained
for each vibrational energy level. In the solid state, it is
the crystal lattice as a whole which is vibrating and only
an average but temperature-dependent EFG is ob-
tained. Furthermore, in the solid a variety of inter-
rnolecular lattice vibrations and librations which contrib-
ute to the vibrational average of the EFG exist. The in-
terval between the intermolecular levels is small, so that
the vibrational amplitudes are noticeably temperature
dependent. The vibrationally averaged EFG in the solid
is then also temperature dependent and usually decreases
its value as the temperature is increased (dv/dT(0).
In addition to the vibrational averaging, in the solid state
the EFG's present in a molecule contain contributions
arising from the neighboring atoms or molecules (crystal
field) which are also vibrationally dependent. This last
term, at least in complex ionic crystals, could be very im-
portant in determining the resulting thermal averaging of
the EFG especially near temperatures where phase tran-
sitions occur. " Using the standard result for the aver-
age over vibrational states one obtains that the most im-
portant contribution to the EFG thermal averaging cor-
responds to those modes with frequencies co such that
Ae~/kT=1. Therefore the low-frequency inter- and in-
tramolecular vibrations will determine the temperature
dependence of the resonance lines. In K-TCNQ, half of
the v lines showed an unusual positive dv/dT value
well below T, that sharply increased on approaching the
transition region. Additionally, two of the v+ lines ex-
hibiting negative dv/dT showed a decrease in their abso-
lute values approaching T, . These results indicate that
the librational mechanism that produces negative and
rather constant dv/dT values is counteracted by the
intra- and/or intermolecular contribution" below T, .
This conclusion is supported by the fact that immediately
above that temperature only constant values were found
for dv/dT in both v+ and v lines. As above T, the li-
brational averaging is also operative, then such a mecha-
nism is not likely to produce the large changes observed
in the d v/dT values when T, is approached from below.

In K-TCNQ there is also an interaction between the
conduction electrons and intramolecular vibrations of
proper symmetry that drives long-wavelength plasmalike
electron oscillations in the range of intramolecular vibra-
tional frequencies. The electron-intramolecular vi-
bration coupling is expected to be similar in all the CN
groups due to the high molecular symmetry. As
only half of the N lines showed unusual dv/dT values
factors like the temperature dependence of low-frequency
intrarnolecular vibrations or/and the changes in the
crystal-field contribution to the EFG (Ref. 11) may be re-
sponsible for their behavior. The intramolecular contri-
bution will be similar for all the N atoms due to the high
molecular symmetry of TCNQ so the fact that only half
of the lines have the unusual dv/dT values points toward
the changes in the crystal-field contribution as the main
source of that behavior. The TCNQ stacks change con-
tinuously with increasing temperature below T, produc-
ing modifications in the average interionic distances.
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Even small changes in these distances around a N nucleus
will produce noticeable effects in the resonance frequen-
cies because the EFG components depend exponentially
upon the separation between ions that are in close con-
tact. In the LT phase at room temperature there are
two crystallographically inequivalent TCNQ stacks
directed along the a axis with the molecular planes form-
ing angles of 15.8' (stack I) and 11.3' (stack II), respec-
tively, with the plane (100). In the HT phase around
140'C, only a sing1e stack with an angle of 8.9 is found.
Also, an increase in the intradimer distance and a de-
crease in the interdimer separation so to approach more
closely a quasimonomeric structure is found in K-TCNQ
as the temperature approaches T, . Nevertheless, the
monomeric structure does not appear until T, is at-
tained. '

The inequivalence between columns suggest that the
TCNQ molecules of stack I will change their orientation
and interionic distances in a different way than the mole-
cules of stack II in order to attain the quasimonomeric
structure. Therefore lines of stacks I and II are expected
to have a different temperature dependence especially
near the transition point. By comparing the changes in
structure with the changes in resonance frequencies with
temperature it is possible to assign some lines to specific
TCNQ molecules. From Fig. 1 we see that on heating
the frequency of the v+ lines d, g, h, and in a lesser de-
gree the a line change toward the v+ line of higher fre-
quency of the HT phase with a significant increase in the
dv/dT values on approaching T, . The other v+ lines
tend toward the frequency of the remaining HT v+ line
with little change in their derivatives. Similarly, on heat-
ing the v lines h, g, f, and e moved (as seen in Fig. 2) to-
wards the v line of highest frequency in the HT phase
while the other four lines shifted towards the remaining
v line of that phase. It is easily seen that the N sites
with the largest changes in the dv/dT values should cor-
respond to the LT sites whose spatial configuration difFers
most from those of the quasimonomeric structure as the
stack I. Therefore, the lines with the largest changes in
the derivatives may be assigned to the TCNQ ions of
stack I of the LT phase.

The changes in the frequency with temperature are
significantly more marked and start at much lower tem-
perature" in the v than in the v+ lines as seen in Figs. 1

and 2. As shown in Ref. 11, the v line of a N atom in a
CN group is linked with the population of the orbital
which is perpendicular to the molecular plane (m~) and
which contains the extra electron in TCNQ . In turn,
the v+ lines, which are connected to the population of
the m orbital that is parallel to the molecular plane, are
not affected by the extra electron. The larger sensitivity
of the v lines to the effects of the transition is then relat-
ed to the much higher polarizability of the mj orbital"
containing the extra electron and to the variations pro-
duced in the population of that orbital by the
modifications with temperature of the overlap between
molecules of the same stack.

In conclusion, it is clear that the Peierls (or spin-
Peierls) transition observed in K-TCNQ is far more com-
plex than previously assumed for fully ionic and simple

salts of TCNQ and shows a noticeable similarity with
that found in TTF-TCNQ. This result indicates the
Peierls (or the spin-Peierls) transition is probably a com-
plex two-step process as predicted by Zhou and Gong. '

APPENDIX: CORRECTIONS TO THE LINK
INTENSITIES

The basic assumption in the corrections for the depen-
dence on experimental parameters (dispersion) of the line
intensity or amplitude response of the spectrometer is the
independence of three instrumental effects, which are
necessarily variable from one measurement to another,
namely, (1) the difference between the irradiation and ob-
servation frequencies (offset), (2) the selectivity of the res-
onant parallel LC circuits in both the receiver and sample
network, (3) the dependence of the receiver gain on the
absolute working frequency, beyond that introduced by
the internal resonant circuits. The independence of these
three parameters, means that the measured amplitude'
(A) is

A=A MMM

where Ao is the idealized amplitude response of the spec-
trometer, Mo is the offset, M, is the selectivity, while M
is the receiver gain. These parameters will be a function
of four frequencies: (1) the resonance frequency of the
absorption line, Fo; (2) the frequency of the transmitter,
FI,'(3) the tuning frequency of both sample and receiver
LC circuits, F„' (4) a frequency conveniently chosen as a
reference for the gain of the receiver, F„. Then Mo will
be F, —Fo, while M, will be a function of the detuning,
D =(Fo F, )/F„' and—M~ of the off'set from the reference
frequency.

(1) The dependence of Fo contains two effects: (a) the
frequency distribution of the magnetic rf field generated
by the pulse, which is the Fourier transform of the pulse
envelope; (b) the response of a system of spin =1 nuclei
to a pulsed magnetic field of given intensity. As far as
effect (a) is concerned, one has that if the pulse envelope
has infinitely short rise and fall times, and duration 'T,
the frequency distribution of its amplitude (hence its
effective Aip angle) will be proportional to sin(x)/x where
x =FOT&. The relationship between the effective flip an-
gle and sin(x)/x involves the determination of several pa-
rameters of difficult measurement so a more practical ap-
proach was attempted. That approach used the duration
of the pulse giving the maximum NQR signal at F0 =0 is
called T or "90' pulse. " Then the effective Hip angle A
is

A =(T /T )2.07694~sin(FOT&)/FOT&~ .

The absolute value is required because we actually mea-
sure an absolute value spectrum.

The values of Mo are given by

Mo = (I/0. 436 179)[sin( A ) —2 cos( A )]/( 3 ) .

The numeric factor is necessary in order to have Mo = 1

when a 90 pulse is applied. The value of T was obtained
from a fitting of a series of measurements of the ampli-
tude of a line as a function of Fo. In order to obtain a
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good fitting, around 70 spectra were taken with I o rang-
ing from —120 to +70 kHz. These values of Fo are
much larger than those used in the actual measurements
(+40 kHz). In order to avoid complications arising from
the line overlap, the two-line spectrum obtained on cool-
ing from 190 C at 140'C in K-TCNQ was used for all the
measurements. The tuning circuits were set at a value
that was kept constant throughout the measurements,
since the observation frequency was actually the same for
all the measurements in this series.

(2) If the overall selectivity of the receiver and sample
circuits may be described as that of a single parallel reso-
nant circuit having a quality factor Q, then the M, may
be obtained from the universal resonance curve. This
curve was used in a fitting procedure to data gathered by
injecting into the input of the receiver a small rf signal of
the frequency synthesizer that was amplitude modulated
at low frequency. The sample circuit was left at the input
of the receiver and the low-frequency output of the re-

ceiver was measured against the carrier frequency. Al-
though the parameter of interest here was Q, I't was also
refined, since its exact value affects that of Q. Further-
more, since the observation frequency was variable, the
measured output was corrected, before fitting, for the fre-
quency dependence of the receiver's gain.

(3) The dispersion of the gain of the receiver was taken
into account on a purely empirical basis: the experimen-
tal gain and frequency values were found to fall in a
straight line, whose parameters were used to compute
M . The experimental points were gathered exactly as in

(2); this time, however, both the receiver and sample cir-
cuits were retuned accurately each time the frequency of
the synthesizer was changed.

In each of the fittings described so far, an auxiliary
fitting parameter had to be added, which was the "best
chosen" scale factor for reducing the arbitrarily scaled
amplitudes to relative values, i.e., to unit amplitude when
no correction is needed.
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