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We describe a comprehensive study of the "Cs Knight shift and nuclear relaxation rates in liquid

cesium from the vicinity of the melting point to the critical region of the liquid-gas transition. The
data cover a temperature range 55 —1590 C at pressures up to 90 bars and include a wide range of
sample densities from 0.70 to 1.93 g/cm'. Measurements extended to pressures of 900 bars in the
lower part of the temperature range. The data yield the isobaric temperature dependence, the iso-

thermal pressure dependence, and the isochoric temperature dependence of the Knight shift as well

as the isobaric temperature dependence of the nuclear relaxation rate. At low densities, a strong
enhancement of the Knight shift was observed which is related to enhancement of the static suscep-
tibility. In the range of increasing enhancement of the shift and susceptibility we observed strong
deviations of the relaxation rate from the Korringa relation signifying breakdown of the conven-

tional Stoner model of exchange-correlation enhancement. The charge density at the nucleus exhib-

its a surprising decrease with decreasing density in the range 0.8 —1.4 g/cm . These effects lead to a

description of expanded cesium as a highly correlated metal with incipient antiferromagnetic spin
correlations between electrons on neighboring ions.

I. INTRODUCTION

The electronic structure and properties of a mono-
valent element subject to large changes in density occupy
a central place in condensed matter physics. Despite
their apparent simplicity, these "half-filled band" metals
are strongly influenced by the effects of electron-electron
interactions. In a seminal paper, Mott' showed that one-
electron band theory eventually breaks down on expan-
sion of a monovalent crystalline metal due to the loss of
long-range screening of the ionic potentials. The result is

- an insulating state with one electron localized on each
atomic site. Subsequent work by Hubbard based on a
model introduced by Anderson showed that short-range
interactions represented by the intra-atomic Coulomb
repulsion U also lead to an insulating state for U
sufficiently large compared with the bandwidth 8. Simi-
lar considerations come into play when one considers the
compression of hydrogen which is predicted to become
metallic at sufficiently high pressures although this case
is complicated by the transition of hydrogen from the
molecular to the atomic form. Providing still another ex-
ample of its generality, the half-filled band Hubbard mod-
el forms the starting point for many current theories of
high-temperature superconductivity.

The magnetic properties of mon@valent metals are par-
ticular sensitive to the effects of electron-electron interac-
tions. Even at ordinary densities, the uniform, static sus-
ceptibilities of the alkali metals are enhanced significantly
by exchange-correlation effects. The enhancements lie in
the range 1.5 —2.0 and are usually described in terms of
the Stoner model. Close to the metal-nonmetal transi-
tion where the ratio U/8 becomes large, Brinkman and

Rice, using a method designed by Gutzwiller, showed
that correlation leads to further enhancement. Their re-
sult is expressed as an enhancement of the effective mass
and, unlike the Stoner effect, both the paramagnetic sus-
ceptibility and electronic specific heat are enhanced. The
ground state of such a "highly correlated metal" is pre-
dicted to be antiferromagnetic on the Hubbard model.
Similarly, several calculations using density-functional
theory have shown that the ground state of metallic,
atomic hydrogen should be antiferromagnetic. ' ' The
energies of the ferromagnetic and antiferromagnetic
states are much closer for the alkali metals, and calcula-
tions differ as to which would form first in an expanded
crystalline alkali metal. "'

Despite the importance for theory of the concept of an
expanded monovalent crystal, such a system cannot be
realized experimentally in a single-component solid.
However, large reductions of density can be obtained for
liqui'd alkali metals using thermal expansion as the metal
is heated to the region of the liquid-gas critical point.
The range of possible density variation can be seen, for
example, from the temperature-density phase dia-
gram' ' of cesium shown in Fig. 1. Reduction of the
density by about a factor of 5 is possible in the subcritical
liquid and arbitrarily low densities are possible in the su-
percritical fluid. Studies of the electrical conductivity of
the alkali metals have established that a continuous
metal-nonmetal transition occurs on passing through the
critical region. ' Because of this transition, the inter-
particle. forces are strongly affected by changes in density.
This has important consequences for the liquid-gas equi-
librium. Early speculations by Landau and Zeldovich '

on the interplay between the metal-nonmetal and liquid-
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charge density at the nucleus, and the linewidth (free-
induction decay lifetime), related to the low-frequency
limit of the integrated nonuniform susceptibility. Some
of these data have been reported previously in prelimi-
nary and partial form. Our experimental apparatus,
discussed in the next section, permits measurement of the
pressure dependence of these quantities at constant tem-
perature at all but the highest temperatures attained. Al-
though the measurements approached the critical tem-
perature, all data reported in this paper were obtained
within the metallic range of expanded cesium. The data
reveal remarkable changes in electronic character due to
electron-electron interactions in the 1ow-density metal.
These are rejected in the real and imaginary parts of the
generalized magnetic susceptibility and in the distribu-
tion of conduction electron charge.

II. EXPERIMENTAL TECHNIQUES

FIG. 1. Temperature-density phase diagram of cesium (Ref.
14—16). Fine shading indicates regions studied in this investiga-
tion. Upper scale shows the electron density for one
electron/atom.

gas transitions, have taken explicit form in recent studies
of singularities in the rectilinear diameters of metals. ' '

Measurements of the static magnetic susceptibility of
Cs and Rb show strikingly increased enhancement in the
low-density metal. ' Interpretation of this effect in
terms of models of expanded monovalent crystals is com-
plicated by liquid-state disorder and the high tempera-
tures at which the experiments are carried out. A partic-
ular consequence of the latter is limitation of the suscep-
tibility below the Curie value at high temperatures.
This is a clear demonstration that the low-density
enhancement is a mass enhancement of the type con-
sidered by Brinkman and Rice, rather than enhancement
of the Stoner type.

The inability to approach the T =0 limit is an obvious
disadvantage of the study of expanded alkali metals.
There are, however, compensating advantages. Chief
among these is the absence of matrix and solvation effects
which are inevitably present in low-density metals pro-
duced by solution of a metal in a nonmetal, i.e., Si:P,
metal-NH3, Cs-Xe films, etc. All such systems are disor-
dered, but liquid systems enjoy the advantage of thermo-
dynamic equilibrium and motional averaging of local in-
homogeneities on the time scale of most experimental
probes. This is particularly important for highly local
probes such as nuclear magnetic resonance.

In this paper we describe a comprehensive investiga-
tion of expanded liquid cesium using nuclear magnetic
resonance (NMR). Our measurements extend from the
vicinity of the normal melting point (T ) to the critical
region of the liquid-gas transition ( T, = 1651 'C, P, =92.5
bars). The density varies by a factor of roughly 2.7 over
our experimental range and at the highest temperature
reached, ( T, T)iT, =3X 10 . We -have measured
Knight shifts, obtaining information about the behavior
of the uniform, static susceptibility and the electronic

A. High-temperature —high-pressure NMR apparatus
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FICx. 2. Schematic diagram of apparatus for high-
temperature —high-pressure NMR measurements on liquid cesi-
um.

The fundamental experimental requirement for this in-
vestigation was a means of maintaining a sample of liquid
cesium at temperatures and pressures up to the critical
conditions in a uniform static magnetic field and in a suit-
able radio-frequency coil for NMR measurements. The
system shown schematically in Fig. 2 provides the neces-
sary environment for NMR studies and offers an addi-
tional capability for simultaneous measurement of the
sample density. The basic element is an internally heated
Be-Cu autoclave in which the cesium sample is main-
tained in a single-crystal sapphire cell within the high-
temperature zone. The pressure medium in the autoclave
is high-purity argon gas. Pressure balance between the
cell interior and the autoclave pressure was achieved
externally by pressurizing the column of liquid cesium
leading to the cell. Liquid cesium was separated from the
argon by a length of capillary tube containing decane and
by liquid mercury in a U tube. The height of the mercury
in the U tube, detected by a magnetic Aoat and external
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inductive pickup, provided a measure of the cesium den-
sity. Circulating water cooling the exterior surface of the
autoclave was maintained at 55 'C in order that the cesi-
um remain in the liquid state at pressures up to 900 bars.

An alumina ceramic tube (length 120 mm, outside di-
ameter 18 mm) supported three independent heating ele-
ments wound noninductively in "zigzag" form. The wire
utilized for these elements was either molybdenum (0.5
mm) or, for the highest temperatures, tungsten (0.8 mm).
Current for the heating elements was provided by three
separate regulated dc power supplies. The insulation
separating the elements from the inner wall of the pres-
sure vessel had to meet the convicting requirements of
low-thermal conductivity and low permeability to con-
vecting currents of the dense argon pressure medium.
For this purpose, we used a layered structure formed by
rolled 0.025-mm molybdenum foil. The layers were
separated with small spacing by 0.05-mm "pimples" em-
bossed on the foil. With this insulation, the power re-
quirement for a sample temperature of 1500 C at 90 bars
was 450 W.

The working thermometers for these experiments
comprised three tungsten —tungsten-rhenium thermocou-
ples placed in the heater tube wall. Temperatures mea-
sured at three points along the heater tube were equalized
by the power supplies to provide uniform temperature
along the length of the tube and thus minimize the
thermal gradient over the sample volume. We used the
liquid-vapor transition of the cesium sample to calibrate
the thermocouple closest to the sample. Three points
were used to establish a smooth calibration curve: 26
bars, 1210 C; 48 bars, 1393 C; and 67 bars, 1520 C. As
an independent check of the temperature calibration, we
measured the absolute density at 1590 'C and 90 bars and
obtained agreement within 10 'C with the equation-of-
state data of Hensel et al. Pressures were measured
with an accuracy of +1 bar.

B. Sample cell and NMR probe

The cell containing the cesium sample consisted of a
closed-end single-crystal sapphire tube ' of 9.5-mm out-
side diameter, 0.8-mm wall, and 127-mm length. The
open end of the tube was sealed to the stainless-steel plug
at the end of the autoclave by means of an "0 ring. " The
cesium column continued outside the autoclave in high-
pressure stainless-steel capillary tube (Fig. 2). A solid
sapphire rod insert with a shallow longitudinal groove
along one side occupied most of the internal volume of
the sample tube thereby reducing the amount of cesium
required. Only in the NMR sample space (0.85 cm ) at
the closed end of the tube did cesium fill the tube to its
full diameter. The insert rod fit snugly into the sample
tube and the groove permitted liquid cesium to Aow in
and out of the sample volume during filling and subse-
quent density changes. With this arrangement, the cesi-
urn formed a "bulk" NMR sample and only nuclei within
the skin depth of the cylindrical sample volume contrib-
uted to the signal. At the working frequency, the skin
depth ranged from 0.12 mm at 55 C to 0.7 mm at 1600
'C.

Sapphire was chosen for its high resistance to corro-
sion by liquid cesium. Nevertheless, after experiments
above 1400 'C a light etching of the internal surface of
the tube was apparent. While this indicated the dissolu-
tion of small amounts of oxide in the liquid cesium sam-
ple, we believe that constant exchange with the internal
portions of the bulk sample minimized contamination of
the active skin-depth region. Regular checks of the
reproducibility of the ' Cs Knight shift, a property very
sensitive to dissolved oxide, confirmed that this was so.

The NMR coil was wound with 0.5-mm molybdenum
or tungsten wire on an alumina form. The coil fit closely
around the outside of the sapphire sample tube. Electri-
cal leads to the coil were introduced into the high-
pressure environment by means of feed throughs insulat-
ed with Vespel. Butyl rubber gaskets provided the
high-pressure seal around these leads. We experienced
no problems with high-voltage radio-frequency break-
down as long as the gaskets were kept clean and dry.

C. Cell filling and cesium handling procedures

Considerable care was required to fill the sample tube
safely with liquid cesium while avoiding contamination
by exposure to oxygen. Cesium was transferred from an
external stainless-steel reservoir. After connecting the
reservoir to the apparatus, we evacuated the sample
volume and connecting spaces, then injected liquid cesi-
um from the reservoir under a pressure of about 1 bar.
All parts of the experimental apparatus and reservoir
were heated to keep the cesium molten throughout this
operation. After transfer, we solidified the cesium and
covered the top surface with decane for protection.
Later, during final assembly, additional decane was added
to separate the liquid cesium column from the liquid mer-
cury in the U tube (Fig. 2).

Removal of cesium following an experimental run was
carried out in a specially constructed glove box contain-
ing argon gas. By cooling the argon entering the glove
box, we solidified all cesium in the system. The parts of
the apparatus containing cesium could then be disassem-
bled and placed into hexane without danger of spilling
liquid metal. As a final step, cesium in the disassembled
parts was oxidized in a controlled fashion by slowly add-
ing ethanol to the hexane.

D. Density measurements

The mercury U tube shown in Fig. 2 provided a means
of monitoring density changes while simultaneously con-
ducting NMR measurements. The height of the mercury
column directly rejected changes in the cesium density.
The position of a small steel Aoat on the mercury surface
was detected inductively with a lock-in amplifier and a
pickup coil on the outside of the high-pressure capillary.
The lock-in output, in turn, controlled a stepping motor
positioning the pickup coil to follow movement of the
Aoat and provide a digital readout of the column height.
For calibration, we used the following expression to re-
late the density p to the column height h:

p=(A —h)iB .
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The constants 3 and B depend on pressure due to
compression of decane in the column. At a given pres-
sure, we determined 3 and B by comparison with the
data of Franz' at two temperatures (55 and 1000 C). As
a measure of the accuracy of the density measured at the
highest temperatures, we compare our results with the
measurements of Hensel et al. who used the same va-
por pressure scale for temperature calibration. At 1590
'C and 90 bars we obtained p=0. 703+0.010 g/cm com-
pared with a value 0.720+0.010 g/cm measured by
those authors. Viewed as a discrepancy in temperature
rather than density, this diA'erence corresponds to 10'C.

55 c
30 bars

(a)

800 C
eo bars

8 min

16 mIn

E. NMR techniques

NMR measurements were carried out with coherent,
pulsed NMR techniques at a fixed frequency of 9.7 MHz.
Typical pulse power produced a rotating radio-frequency
(rf) magnetic field H& =90 G and provided 90' rotation of
the nuclear magnetization in 5 psec. Free-induction de-
cays following single pulses were observed at repetition
rates ranging up to 1 kHz. We took care to assure that
heating of the sample by the rf pulses was neghgible. A
boxcar integrator recorded the integral of most of the
free-induction decay as the magnetic field was swept
through resonance. This method produces at the boxcar
output a distorted mixture of absorption and dispersion
in which the mixture depends on the phase of a reference
signal and the distortion is due to the finite Fourier trans-
form. The distortion, in the form of oscillations in the
wings of the resonance, grows increasingly severe as the
free-induction decay lifetime shortens and becomes com-
parable with the dead time of the pulsed NMR spectrom-
eter. Normally, the phase was set as close as practical to
that giving a symmetric absorption signal. Data from re-
peated field sweeps were collected in a signal averager to
improve the final signal-to-noise ratio.

Three examples of the averaged boxcar output are
shown in Fig. 3. Comparison of these spectra reveals the
two dominant general features of our results: (i) non-
monotonic temperature dependence of the resonance po-
sition (shift) and (ii) strong broadening of the resonance
as the temperature is increased. We utilized a computer
program with a nonlinear least-squares fit to extract the
resonance position and free-induction-decay lifetime from
data such as these. The fitting procedure automatically
corrected for the finite transform distortion and phase er-
ror which are particularly apparent in Fig. 3(c).

Resonance shifts at various temperatures and pressures
were measured relative to the resonance position at an
easily reproduced reference point, 55'C and 30 bars. In
an independent measurement, we determined the value of
the shift at this reference point to be E =1.472% with
respect to the ' Cs resonance in dilute CsC1 aqueous
solution. This agrees well with previous measurements of
the shift in liquid cesium near the melting point.
The overall accuracy of the shift measurements depended
strongly on temperature because of the temperature-
dependent linewidth evident in Fig. 3. Shift accuracy
ranged from +0.001% at the lowest temperatures to
+0.02% at the highest temperatures reached.

(A

LLJ
I—
Z

(b)

+ " +
1500'C

17000 17100

MAGNETIC FIELO (G)

17200

FIG. 3. '"Cs NMR signals from liquid cesium at indicated
temperatures and pressures. Signal acquisition times are indi-
cated and arrows mark resonance positions determined by com-
puter fit, including phase error correction.

We assume that the free-induction-decay lifetime 1/T2
extracted from the line-shape fit consists of two contribu-
tions: a term 1/T, due to spin-lattice relaxation, dom-
inant at most temperatures, and a contribution (1/T2);„
from the inhomogeneity of the magnetic field

1/T2 =1/Ti+(1/T~);„. (2)

The contribution of inhornogeneous broadening was
determined for each run by measurements at the refer-
ence point. Our independently determined value of 1/T,
at 55 'C and 30 bars corresponds to 1/T& T
=8.6+0.9 (s K) ' in good agreement with the result
1/T, T=8.4+0.4 (sK) ' given by Kaeck for liquid
cesium at room temperature. We assume that the inho-
mogeneous contribution is independent of temperature,
although its importance rapidly become negligible due to
the rapid increase of 1/T& with increasing temperature.
At the yery highest temperatures, an additional source of
inhomogeneous broadening was introduced by the com-
bined eft'ects of the temperature gradient over the sample
and the strong temperature dependence of the Knight
shift. We determined the temperature gradient to be
&5 C by observing the width of the vaporization and
condensation transitions of our sample in situ. This
translates into a linewidth contribution that is less than
10% of the observed value of 1/T z in the high-
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temperature range. Thus, the error introduced by tem-
perature gradients is less than or, at worst, is comparable
with the measurement precision under these conditions.

2.000

I.900—
Tc

III. EXPERIMENTAL RESULTS

A. Knight shaft

Cs Knight shifts were measured as a function of
temperature under isobaric conditions. In Fig. 4 we
present data for two pressures (90 and 120 bars) covering
the full temperature range of this investigation. These re-
sults show an initial decrease in shift up to 600 'C fol-
lowed by a strong increase as the temperature is raised to
the critical region. Our complete data for all isobars are
collected in Table I. The tabulated values represent aver-
ages over several runs and were derived from smoothed
curves drawn through all the data obtained for each pres-
sure.

The pressure dependence of the shift is shown explicit-
ly in Fig. 5. We obtained these results by isothermal
compression of the liquid at various temperatures. At
55' C we measured a logarithmic pressure coe%cient

( B 1 Kn/BP )» =3.2+0.2 X 10 ' bars

which agrees within experimental error with the value
measured for the solid at 20 'C by Benedek and Kushi-
da (Table II). With increasing temperature, however,
the pressure coeKcient gradually decreases and changes
sign in roughly the same temperature range as the
minimum in the temperature dependence shown in Fig. 4.
At higher temperatures, the pressure dependence be-
comes increasingly negative and we obtain, for example,

( r) in% /dI' )»9O = —15.9+3.5 X 10 bars

for the shift coeKcient at 1190 C.

g I800—
I-

1.700—x
Cf)

z I.600—

I.500—

P(bars)

I 400
rr

I I I I I I I

0 200 400 600 800 I 000 I 200 I 400 I 600 I 800
TEMPERAT URE ( C )

FIG. 4. Isobaric "Cs Knight shifts vs temperature for pres-
sures of 90 and 120 bars.

The isobaric Knight-shift data are plotted against the
density for various pressures in Fig. 6. This plot shows
the variation of the shift over nearly a factor of 3 density
change. The minimum density, 0.7 g/cm, is slightly less
than twice the critical density (p, =0.379 g/cm ). The
minimum in the density dependence of the shift near 1.5
g/cm corresponds to the minimum in the temperature
dependence around 600 C.

The relationship between the temperature and density
dependences of the shift may be seen more clearly in Fig.
7 where the scales have been expanded in the region of
the shift minimum. This plot reveals a clear difference
between the low-temperature and high-temperature re-
gions. On the high-density, low-temperature side of the
minimum, isobars and isotherms are not coincident and

T('C) P =30 bars

TABLE I. '" Cs Knight-shift isobars.

Knight shift (%)
120 900

55
150
200
254
300
400
500
600
700
800
895
990

1083
1176
1269
1363
1456
1503
1549
1571
1590

1.472
1.449
1.436
1.424
1.415
1.405
1.400
1.397
1.398
1.407
1.420
1.434
1.454
1.479

1.474

1.411

1.430
1.440
1.459
1.486
1.504
1.564
1.581
1.660
1.701
1.768

1.476
1.450
1.436
1.427
1.418
1.405
1.400
1.395
1.399
1.406
1.414
1.424
1.439
1.459
1.482
1.518
1.679

1.492
1.464
1.452
1.440
1.429
1.414
1.403
1.396
1.393
1.392

1.512
1.479
1.464
1.455
1.440



39

l.520

NMR INVESTIGATION OF THE ELECTRONIC STRUCTURE OF. . .

I

4043

1.500
0~O

I—
U

Ch

1.400
600

200
I

400 600
PRESSURE {bQf'5 )

FIG. 5. "Cs Kni~ . s Knight shifts vs
t tth '

di t dt ra ures ('C).

800 1000

l.500—

I.480—

0
I.460—

U

Q)
I.440—

x
C9

z
I.420—

I.400—

P (bars)
~ 50
o l20
i 500
~ 900

I. O

8 I I80

b
~io

I

I.2

800
I I

l.4 I.6
DENSITY (g Cm 3)

I

l.8

I

~55
/

/
/

/' /l50

200

00

2.0

there is ann explicit ne ativg P p d fo

65-%
perature coe%

'
e. e constant-

U

Po g

d h ms are coincident p
p

'1 d o h
i on ap roac

e increase in

-d'- - fh
e ependence playinying a minor role.

B. elaxation rates

133Cs n uclear relaxation r
plotted a a'gainst temperature

ion rates are rep esented in Fig. 8

previous sect
erve i

e ion t
-'n uction decay lifetim

e ob-
i etimes corrected for

FIG. 7. ' CCs Knight shifts
h 'd' d

bars
e in icated

as ed lin
dt t Sd es. olid line'ne is isobar at 120

inhomogeneous brus roadenin . Wg.
t e spin latti r 1 t'

d 1

A h
ant up t 80

i urther hea
o 0 Cthenr'

hf urement. We we were unable to

2.000

I.900—

I.800—
I-
U

1.700—
Q)

~ I6OO-
C5

~ l.500—

I.4OO—

T
0 0.2

I

0.4

P (bars)
~ 30

I I I

0.6 0.8 I.o l.2 1.4
DENSITY ( g cm ~m )

t
I.8 20

V)

UJ
0

~ 20—
IX
LLJ
CL
X
UJ
I—

LU

z 10
0

UJ
CL

0
0

P (bars)
~ 30
o 90
~ 120

I I I

200 4000 600 800 1

I I I I I

1000 1200 1400 1

T EMPERATUR o

Tc

FIG. 6. 6. Isobaric ' Cs
rrows indi

s vs densit

points
d t ddi

'
ies at meltining and critical FIG. 8. Cs nuclear re



W. W. WARREN, JR., G. F. BRENNERT, AND U. EL-HANANY 39

resolve the isothermal pressure dependence of the relaxa-
tion rate at any temperature.

noninteracting electrons in the low-frequency limit to
yield

IV. ANALYSIS AND INTERPRETATION coo dq q Xo q ~0 +=2~ y, A N EF (8)

A. Theory

In this section we briefl. y summarize the basic theoreti-
cal expressions for NMR shifts and relaxation in Quid
metals in an appropriate formulation for interpretation of
our results. ' We place particular emphasis on the effects
of electron-electron interactions on the magnetic
response of the electrons.

The dominant coupling between the nuclear-spin sys-
tem and the conduction electrons is the magnetic contact
hyperfine interaction

H, = y„y, fi QIJ.S(R, ),
3

(5)

where (~g(0)~ ) is the electronic charge density at the
nucleus, averaged over all states at the Fermi energy.
The wavefunctions are normalized in the atomic volume
0 and y (0,0) is the susceptibility per unit volume.

Fluctuations of the local hyperfine field at the nuclear
resonance frequency coo are responsible for longitudinal
or spin-lattice relaxation. The relaxation rate depends on
an integral over the transverse components of the imagi-
nary part of the generalized susceptibility

=—", ( ~lt(0) ')Fy'„kTQ, 'coo ' f dq q'y"(q, coo)+ .
1

(6)

In metals, the fluctuations are fast compared with the in-
verse nuclear Larmor frequency 1/coo so that "extreme
narrowing" conditions apply and 1/T, = 1/T2.

where I and S are the nuclear and electronic spins,
respectively, and y „arid y, are the corresponding
gyromagnetic ratios. The summation is taken over all
nuclear sites R in the liquid. The consequences of the
hyperfine interaction for NMR, namely shifts of the reso-
nance frequency and nuclear-spin relaxation, are
governed by different contributions to the generalized
magnetic susceptibility

x(q ~)=x'(q ~)+tx"(q ~) .

The Knight shift is proportional to the uniform, static
limit of the real part of the generalized susceptibilty
y'(0, 0):

Substitution of Eq. (8) in Eq. (6) yields the familiar Kor-
ringa expression for the relaxation rate

1 == ~4773$3y2y2( q(0)~2)2 fI2kT[~(E )]2
1

(9)

and the combination of Eqs. (5), (7), and (9) leads to the
Korringa relation between the relaxation rate and the
Knight shift

T1 Korringa

2

+2T
'Ve

(10)

It can be seen from Eqs. (5) and (6) that the Korringa re-
lation, Eq. (10), expresses a particular relationship be-
tween the integral of the q-dependent dynamic suscepti-
bility and the static, uniform susceptibility for nonin-
teracting electrons

0 dqq yo q~o+ 8
[Xo(0 o) l' .

y, A'

We now consider how this relationship is changed by in-
teractions.

2. Interacting electrons

The magnetic effects of electron-electron interactions
are manifest as enhancements of the generalized suscepti-
bility. These fall into two classes: a cooperative
exchange-correlation enhancement of the local magnetic
field, and correlation enhancement of the effective mass
or density of states at the Fermi level. The first is
exemplified by the Stoner model and the second by the
Brinkman-Rice model of a highly correlated metal.

(a) Stoner enhancement. The effects of interactions in
alkali metals under ordinary conditions are usually de-
scribed in terms of the Stoner model of exchange-
correlation enhancement. The generalized susceptibility
is expressed in a molecular field or random-phase approx-
imation (RPA)

Xo(q, ~)
x(q, ~)=

1 —V„,(q)yo(q, co)

in which V„,(q) is proportional to the q-dependent
exchange-correlation potential. The enhanced static, uni-
form susceptibility then takes the simple form

1. Woninterac'ting electrons
Xo(0 0)

y'(0, 0)=
1 tx

(13)

For noninteracting electrons, the uniform, static sus-
ceptibility is just the Pauli susceptibility

yo(0, 0)=—,
' (y, A) X(EF), (7)

where X(EF) is the density of states at the Fermi level
for a single direction of spin. The integral in Eq. (6) over
the dynamic susceptibility can be evaluated explicitly for

yo'(q, co)
x"(q ~)=

[1—ctf (q)]
(14)

where the q
—dependence f (q) is determined by the form

where a= V„,(0)yo(0, 0). Enhancement of the imaginary
part of the dynamic susceptibility is q dependent and at
low frequencies may be written
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of the exchange-correlation potential and the nonuniform
susceptibility for noninteracting electrons

V„,(q)yo(q, 0)f (q)=
V„,(0)yo(0, 0)

(15)

(16)

and the static enhancement parameter o, . For cesium
at normal densities, the experimental Korringa ratio in-
terpreted with Shaw's exchange-correlation potential
yields a value et=0.44, or, using Eq. (13), a uniform
enhancement of about 1.8. This is a typical value for al-
kali metals.

The function f (q) is a decreasing function of q in sim-
ple metals and the enhancement in this model is therefore
lower at finite q than at q =0. Thus, the Stoner enhance-
ment is ferromagnetic in the sense that the largest
enhancement occurs for the uniform magnetization.
While the quantitative relation between g and a depends
on the form of the exchange-correlation potential, inspec-
tion of Eqs. (13), (14), and (15) shows that the Korringa
ratio, Eq. (16), is less than 1 and q decreases further the
more the static enhancement a increases.

(b) Correlation enhancement The enh. ancement of the
susceptibility by correlation was described by Brinkman
and Rice using a variational method created by
Gutzwiller. Unlike the Stoner model, the Brinkman-
Rice description explicitly introduces the role of the
atoms. The majority of sites in the highly correlated met-
al are assumed to be instantaneously singly occupied leav-
ing only a small fraction f doubly occupied. Brinkman
and Rice showed that the effective mass in the highly
correlated metal is enhanced according to

m*/m, =1/2f .

The enhancement leads to a new degeneracy temperature
Td reduced relative to the Fermi temperature Tz,of the
noninteracting system

Td=2fTF . (18)

Enhancement in the highly correlated metal differs in
two important respects from Stoner enhancement. First,
both the susceptibility and electronic specific heat are
enhanced, whereas Stoner enhancement affects only the
susceptibility. While enhancement of the specific heat is
unlikely to be observed in expanded liquid metals due to
the dominance of the "lattice" specific heat, this enhance-
ment is commonly seen in heavy fermion metals. The
second important difference is that the static, uniform
susceptibility of the highly correlated metal saturates at
the Curie value as the experimental temperature ap-

The q-dependent enhancement of y"(q, coo) leads to
breakdown of the Korringa relation, Eq. (10) or Eq. (11).
As shown first by Moriya, substitution of specific func-
tions for V„,(q) and yo(0, 0) gives a quantitative relation
between the Korringa ratio

cop dqq g" q, cop

(8vr /y, fi)[y'(0, 0)]

proaches the degeneracy temperature Td. In contrast,
the Stoner susceptibility, Eq. (13), can increase without
limit as a —+1 and, in fact, this divergence indicates the
onset of ferromagnetism. The limitation of the suscepti-
bility to the Curie value is important for expanded cesi-
um because of the high experimental temperatures and
possible reduction of the degeneracy temperature by
correlation enhancement.

Calculations for the Hubbard model indicate that the
ground state of the highly correlated metal is antiferro-
magnetic. Likewise, band calculations for crystalline
atomic hydrogen show a progression from paramagnetic
metal to antiferromagnetic metal to antiferromagnetic in-
sulator as the crystal is expanded. The nonuniform sus-
ceptibility of an antiferromagnetic metal should have a
maximum at a finite q value corresponding to the order-
ing wavelength. Direct calculations of y'(q, 0) by Kelly
and Glotzel' show, indeed, that the susceptibility of hy-
drogen at the zone boundary exceeds that at q =0. The
calculations for expanded alkali metals, however, are
contradictory. Band calculations for expanded lithium
by Min et al. " indicate that a ferromagnetic ground
state is slightly favored and they argue that a similar situ-
ation should hold for the other alkali metals. Kelly and
Glotzel, ' in contrast, found that antiferromagnetic order
sets in at a higher density than ferromagnetic order as
various crystalline structures of cesium are expanded.

Development of a tendency toward antiferromagnetic
ordering has an important consequence for nuclear relax-
ation. According to Eq. (16) and the arguments given in
the preceding section, enhancement of y"(q, co) at finite q
in excess of the enhancement at q =0 should lead to an
increase of the Korringa ratio relative to the value g=1
expected in the noninteracting limit. Since, as we have
seen, the Korringa ratio is reduced for Stoner (ferromag-
netic) enhancement, measurement of g provides a means
of distinguishing between the two types of enhancement.

B. Characteristics of the high-density liquid

The electronic structure and magnetic properties of
liquid cesium near the melting point are very similar to
those of the solid just below the melting point. The
Knight shift, for example, decreases by only 1.8%%uo on
melting, and the spin-lattice relaxation rate changes by
less than 10%. The Korringa enhancements are 0.58 and
0.61 in the solid and liquid, respectively, showing that
the susceptibility enhancement is only slightly affected by
melting. With the exception of the isochoric temperature
coefficient, (8 in%/BT)„ the various temperature and
pressure coefticients of the Knight shift in the liquid lie
within 20% of their values for solid cesium (Table II).

These small changes in magnetic properties at T
correlate with strong indications that relatively little
change in the local atomic arrangement occurs during
melting. The molar volume increases by only 2.5~o, for
example, and the average near-neighbor distance in the
liquid, 5.31 A, is identical to the near-neighbor distance
in bcc cesium about 40 C below T . The density of
states at the Fermi level in solid cesium is strongly
inAuenced by the d states which lie mostly above EF.
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Band calculations give a value m *= 1.76 for the
effective mass. The small changes in magnetic properties
on melting show that this "band-structure" enhancement
of the density of states persists in the liquid. Most of the
change in Knight shift on melting can be attributed to
the small volume change at the phase transition viewed
as an extension of the thermal expansion of the solid.
Accordingly, we calculate the change at the melting point
AK using the volume coefticient of the Knight shift mea-
sured for the solid,

AV

V-i d

0 lnK
alnv (19)

TABLE II. ' Cs diff'erential Knight-shift coefficient in solid
and liquid cesium near the melting point.

which can be compared with the observed value —1.8%.
This is strong evidence that the electric and magnetic
properties are determined mainly by the volume and local
distribution of near neighbors and are not strongly
influenced by the loss of long-range order on melting.
This basic idea motivates the use of crystalline models to
calculate the electronic structure and properties of ex-
panded liquid cesium. '

The volume dependence of the shift in the solid and
dense liquid results mainly from the decrease in density
of states as the Fermi level moves away from the d states.
Close to T the isothermal volume dependence is very
similar in liquid and solid. This is in agreement with the
basic assumption of the "uniform Quid model" (UFM) ac-
cording to which the structure is unaffected by pressure
except for a simple scaling of distances by V' . Recent
neutron studies of liquid cesium show that the UFM is
valid close to T, but that it breaks down dramatically at
higher temperatures. This is completely consistent with
the data shown in Fig. 5 which display a striking change
in the isothermal volume dependence of the shift between
300 and 600'C.

Even near the melting point, however, the explicit tem-

perature dependence of the Knight shift in liquid cesium
is substantially larger than in the solid. Furthermore, the
explicit temperature dependence decreases rapidly with
temperature in the liquid, whereas in the solid it is nearly
the same at helium temperatures and close to the melt-
ing point. The origin of the explicit temperature depen-
dence is not well understood in either liquid or solid, al-
though it may be partially explained by effective thermal
averaging of the structure factor and a resulting tendency
toward a more free-electron-like density of states at high
temperature. A theory based on this effect was quite suc-
cessful in explaining the unusually strong temperature
dependence of the Knight shift in solid cadmium.

The divergence with increasing temperature of liquid-
state properties from those of the solid may reAect in part
an essential difference in the nature of thermal expansion
and thermal excitations in the two phases. Whereas
thermal expansion of the crystal is due to anharmonic
lattice vibrations that lead to increased average intera-
tomic separations, neutron studies of liquid cesium and
rubidium show that expansion of the liquid is mainly
due to reduced numbers of near neighbors. Only slight
increases in the interatomic distances are observed. In
other words, as the liquid expands with increasing tem-
perature, it undergoes a continuous change of structure.
Continuous structural evolution is, of course, forbidden
by the requirements of crystalline symmetry in the solid,
and it is therefore not surprising to find that significant
differences develop in the temperature and pressure
dependence of electronic structure and properties of solid
and liquid, even with relatively modest increases in tem-
perature.

C. The static, uniform susceptibility in expanded cesium

The behavior of the static, uniform susceptibility re-
veals that significant changes in the electronic properties
of cesium develop at low density. In Fig. 9 we show the
volume electronic susceptibility extracted from
Freyland's measurements of the mass susceptibility
along the coexistence curve. To obtain the electronic

Solid Liquid

0 1nK
aT

8 lnK
aI

0 lnK
0 ln V

a lnK
aT

—1.85 X 10 K

3 ~ 4X10 'bar

—0.62'

—0.7 x 10-'K -"

—1.66+0. 10x 10-'K -'

3.2+0.2 X 10 bar

—0.48+0.07

—1.16+0.09x 10-'K - '

'B. R. McGarvey and H. S. Gutowsky, J. Chem. Phys. 21, 2114
(1953).
H. T. Weaver and A. Narath, Phys. Rev. B 1, 973 (1970).

'G. B. Benedek and T. Kushida, J. Phys. Chem. Solids 5, 241
{1958).
M. S. Anderson, E. J. Gutman, J. R. Packard, and C. A. Swen-

son, J. Phys. Chem. Solids 30, 1587 (1969).
'Reference {c)corrected in T. Muto, S. Kobayasi, M. Watanabe,
and H. Kozima, J. Phys. Chem. Solids 23, 1303 (1962).
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FIG. 9. Spin susceptibility (per unit volume) vs density along
liquid-gas coexistence curve (Ref. 23). Dashed line indicates
Curie law along coexistence curve calculated for one electron
per atom.
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paramagnetic contribution from the total susceptibility,
we corrected for diamagnetism using a value—35X10 cm /mole for the ionic diamagnetism and
values of the electronic diamagnetic susceptibility calcu-
lated from the theory of Kanazawa and Matsudawa.
The dominant features of the data shown in this figure
are a gradual decrease of y'(0, 0) as the density decreases
from the normal value at the melting point, a sharp rise
as the density falls below about 1.5 g/cm, and a decrease
in the lowest-density range.

Since the Stoner model adequately explains the
enhancement of y (0,0) in the solid and normal liquid, it
is natural to ask whether increased enhancement at low
density can be explained within the framework of this
theory. There is persuasive evidence that this is not the
case. First, theoretical calculations' ' ' for various low-
density cesium crystal structures offer no indication that
the density of states (per unit volume) at the Fermi level
increases as the density decreases. To take account of the
structural evolution of the expanding liquid, band calcu-
lations' ' were carried out for various structures having
different near-neighbor coordination numbers with a con-
stant value of the near-neighbor distance. This feature of
the structural evolution was also exploited by Franz ' for
a model of expanded metals viewed as an "alloy" of
atoms and vacancies. These models predict either de-
creasing' ' ' or constant ' densities of states at the Fermi
level and accordingly, Eqs. (7) and (13) do not predict in-
creased enhancement of the volume susceptibility at low
density unless the Stoner parameter o. increases sharply.
The latter possibility is precluded, however, by the behav-
ior of the Korringa enhancement shown in Fig. 10. We
observed that g increases significantly in the low-density
range and reaches values -slightly greater than 1 at the
lowest densities. The same trend was observed for liquid
sodium over a more limited density range by Bottyan
et al. Since the Stoner picture outlined in Sec. IVA2
predicts a decrease in g if a increases, an increase in the
Korringa enhancement is inconsistent with increased
enhancement of y'(0, 0) on the conventional model.

Finally, we consider the decrease of the susceptibility

when the density falls below 0.8 g/cm . As may be seen
in Fig. 9, y'(0, 0) is limited by Curie value for densities
below this value. This behavior is not expected for Ston-
er enhancement and indicates that the low-density
enhancement is due to a reduced degeneracy temperature
as in the Brinkman-Rice model. Chapman and March
have recently shown how this crossover from Stoner to
Brinkman-Rice enhancement follows from the finite tem-
perature extension of the theory of Brinkman and Rice.
They conclude that cesium is highly correlated for densi-
ties below -0.8 g/cm .

The preceding analysis has been developed using con-
cepts familiar from the study of condensed metals at low
temperatures. The inAuence of their high- experimental
temperatures has been introduced only through the Curie
law limitation of the susceptibility. We believe this ap-
proach is justified by the essentially metallic character of
cesium throughout the range covered in this investiga-
tion. For example, the minimum value of the electrical
conductivity in our experimental range is about 700
(Qcm) ', and the Hall coefficient remains close to the
free-electron value for one electron per atom down to at
least p=1. 1 g/cm, the lowest density measured. A
complementary theoretical approach developed by Alek-
seev and Iakubov begins with a description of the low-
density, high-temperature gas as a weakly ionized plas-
ma. Hernandez has adopted this point of view and cal-
culated the thermodynamic equilibria for formation of
various polyatomic species as the density of the gas is in-
creased. This approach provides a consistent interpreta-
tion of the electrical and magnetic properties at densities
up to the critical region and predicts, in particular, an
important role for the diamagnetic dimers in this range.
However, the high-density limit of this theory is a uni-
form metal ("jellium"), and thus the model does not in-
c1ude the important ion-ion and electron-ion correlations
that characterize the developing condensed state. Chap-
man and March have pointed out that the magnetic sus-
ceptibility in this region shows a marked difference from
that of jellium and they attribute this to the substantial
inAuence of electron-ion interactions on the electronic
structure.

l.4
D. The dynamic, nonuniform susceptibility

in expanded cesium
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We have discussed the breakdown of the Stoner
enhancement description of expanded cesium in the pre-
vious section. We now consider more explicitly the im-
plications for y"(q, coo)+ of the observed increase in the
Korringa ratio at low densities. Using the low-frequency
expression for the dynamic, nonuniform susceptibility in
the noninteracting system

0 I I I I I I I I I

0 0.2 0.4 0.6 0.8 I.o 1.2 I.4 I.6 l.8 2.0
DENSITY {g CfTl ~)

one can show from Eq. (16) that the Korringa ratio may
be written

FIG. 10. Korringa ratio g vs density at the indicated pres-
sures.

2qF
dqqg q

2qF
(21)
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The function g (q) provides a general description of the q
dependence of g"(q, coo)+ relative to that of the nonin-
teracting system:

2.0—
I I I I

I
I I I I I I I I I

I
I I I I I I

X"(q, ~o)+ X"(0, ~o)+
g(q) .

Xo(q ~oo)+ Xo(0 ~oo)+

In the conventional Stoner description, Eq. (14) gives

g, (q) =(1—tz)'/[1 —rzf (q)]' .

(22)

(23)

1.5—

1.0CF

It is the monotonic decrease in g, (q) that leads to values

g ( 1 in cases of Stoner enhancement.
The data presented in Fig. 10 show that g increases

strongly as the density falls below about 1.4 g/cm and
reaches values in excess of 1 at the lowest densities. It is
evident from Eq. (21) that values of q) 1 require that
g (q) increase and exceed g (0) in some range of nonzero
q. Such behavior corresponds to a change in the
enhancement of the dynamic, nonuniform susceptibility
from ferromagnetic in the normal metal to antiferromag-
netic enhancement in the expanded metal.

To get a semiquantitative description of the antiferro-
magnetic enhancement, we have modeled the evolution of
g (q) using a function characterized by increased
enhancement in the vicinity of q =2qF

0.5

0
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q/q

FIG. 11. Model form of g(q), Eq. (24), giving indicated
values of the Korringa ratio. Parameters (n, kqF) are (0.40,
0.001), (0.33, 1.0), and (0.25, 2.0) for g-values 0.61, 0.95, 1.20, re-
spectively.

g (q) =g, (q) 1+ q

q+qF 1+(q —2qF) X
(24)

E. Conduction electron wave functions

The average density of Fermi energy electrons at the
nucleus, ( ~%'(0)~ )z, can be obtained from the Knight
shift and susceptibility results using Eq. (5). Susceptibili-
ty data are available only along the liquid-gas coex-
istence curve so we have extrapolated our Knight-shift

data to the coexistence curve using the density depen-
dence shown in Figs. 6 and 7. The paramagnetic, elec-
tronic susceptibility extracted from the data of Freyland
is that shown in Fig. 9. For convenience we follow the
convention of expressing the charge density at the nu-
cleus in units of the atomic value g=( ~4(0)~ )F/
~4(0)~„where ~%(0)~, =2.58X10 cm '. The result
plotted in Fig. 12 shows a density-independent value
$-0.5 at high densities, but g decreases markedly when

This function is plotted in Fig. 11 for 3 sets of parameters
that yield g values in the range 0.6—1.2 measured in our
experiments. Since g depends only on the i'ntegral of
g(q) as shown by Eq. (21), it is obvious that the particu-
lar form chosen for Eq. (24) has no special significance.
We could have chosen any function in which the high-q
enhancement occurs at a nonzero value of q in the range
0 & q & 2qF. The presence of a peak in g (q) and g values
greater than 1 implies a tendency for anticorrelation of
spins or, in other words, formation of slightly under-
damped spin-density waves in the low-density metal. For
a spin-density wave of wavelength 2/qF, corresponding
to Eq. (24) and Fig. 11, a correlation length comparable
with the wavelength and interatomic spacing yields the g
values observed at the lowest densities.
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FIG. 12. Normalized charge density parameter g vs from
susceptibility (Ref. 23) and ' Cs Knight shifts extrapolated to
liquid-gas coexistence curve.

p drops below about 1.4 g/cm . At the lowest densities, g
reaches a minimum value of about 0.28 and then starts to
increase.

The density dependence of g shown in Fig. 12 is con-
trary to naive expectations. It is obvious from its
definition that g must approach the value 1 in the dilute
(atomic) limit. However, the unexpected decrease of g in
the range 1.4—0.8 g/cm shows that this does not occur
monotonically. The band calculations fail to account for
this effect since they indicate a simple monotonic increase
of g from the value in the high-density metal to the atom-
ic value. ' ' ' The reduction in g cannot be due to spin
pairing in dimers or other species since g is defined to be
the charge density of only those electrons contributing to
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the susceptibility. Rather, the data show that there is a
substantial movement of conduction electron charge
away from the ions in the intermediate density range.
The minimum in g at about 0.8 g/cm indicates that this
trend is reversed at very low density.

V. SUMMARY: EVOLUTION OF THE ELECTRONIC
STRUCTURE AND PROPERTIES
OF EXPANDED LIQUID CESIUM

Liquid cesium near the melting point may be con-
sidered a normal liquid metal with properties typical of
the condensed state. The small changes of most electron-
ic properties on melting show that the electronic struc-
ture of the liquid is quite similar to that of bcc crystalline
cesium close to the melting point. This remains basically
true during expansion to densities in the range
1.4 —1.6 g/cm except for gradual changes in tempera-
ture and pressure coefficients from their solid-state
values. These changes provide an indication of the fun-
damentally different character of thermal expansion in
the solid and liquid states. Throughout this range of ini-
tial expansion, the Korringa enhancement parameter
remains constant and the susceptibility enhancement is
consistent with the conventional Stoner theory. The dis-
tribution of electronic charge is affected little in this
range and maintains a roughly constant value (=0.5 for
p) 1.4 g/cm .

As the density is reduced below about 1.4—1.6 g/cm,
qualitative changes develop and the liquid takes on
unusual electronic characteristics. The susceptibility
enhancement increases sharply, the Korringa relation
breaks down, indicating a shift from ferromagnetic to an-
tiferromagnetic enhancement, and the wave functions
spread out so as to cause a substantial reduction of
charge density at the nucleus. The latter effect is re-
versed only at the lowest densities, below 0.8 g/cm,
roughly twice the critical density. Despite these changes,
cesium retains metallic conductivity values to below 0.7
g/cm and the Hall coefficient is within 10% of the free-
electron value down to at least 1.1 g/cm . The electronic
spin susceptibility at the lowest densities follows the Cu-
rie law expected for. 1 electron/atom obeying classical
Boltzmann statistics. Although the experimental value
for the spin susceptibility is subject to some uncertainty
because of the necessary diamagnetic correction, there is
little evidence of a substantial fraction of paired spins in
this range of the subcritical liquid.

The magnetic properties at low density are not explic-
able by extension of the conventional Stoner enhance-

ment mechanism. Rather, cesium becomes a highly
correlated metal with antiferromagnetic spin fluctuations.
As such it is related to other highly correlated systems in-
cluding high-temperature superconducting cuprates.
Indeed, the resonance properties of the latter are qualita-
tively similar in that they are marked by strong enhance-
ment of the dynamic susceptibility relative to the uni-
form, static susceptibility. We suggest, nevertheless,
that the electronic structure of expanded cesium is
governed not only by the mean carrier density and ap-
proach to the metal-nonmetal transition, but that it is re-
lated also to the structural evolution peculiar to expan-
sion of a liquid approaching the critical point. An ex-
panded liquid metal is fundamentally different in this
respect from a dilute metal formed by solid solution such
as Si:P. In the latter case, the electron centers are fixed
and there is essentially no interplay between the spatial
arrangement of these centers and the changes in electron-
ic structure which occur as their density is varied.

In the case of alkali metals, the symmetry of the wave
functions may play an important role in the interplay be-
tween liquid structure and electronic properties. This is
because the local environment becomes increasingly an-
isotropic as the liquid expands and the local coordination
number decreases. For a high concentration of "vacan-
cies," the spherically symmetric 6s wave functions can no
longer fit neatly into nonoverlapping Wigner-Seitz-like
cells as they can in the highly coordinated normal liquid
metal. Thus, a competition develops between the kinetic
energy to be gained by expansion of the wave function
into the vacant spaces in the liquid structure and the in-
creases of Coulomb energy in the region of overlap be-
tween near neighbors. Overlap of neighboring 6s func-
tions necessarily favors anticorrelation of the spins on ad-
jacent atoms. From this point of view, it is not surprising
that spreading of the wave functions, indicated by de-
creasing values of g, coincides with development of anti-
ferromagnetic exchange enhancement of the nonuniform
susceptibility. As the liquid breaks up into smaller and
smaller clusters of atoms near the critical point, this pro-
cess merges naturally into formation of a substantial frac-
tion of spin-paired dimers in the vapor phase. Such
species are the fiuid-state counterparts of effects such as
the Peierls dimerization that frequently accompanies the
onset of antiferromagnetic order in crystals at low tern-
peratures or, indeed, the formation of molecular hydro-
gen. Thus, although the microscopic electron charac-
teristics in the critical region remain to be explored more
completely, we can begin to discern the outlines of the
continuous evolution to the nonmetallic state of the va-
por.
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