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Fermi-surface instabilities of a generalized two-dimensional Hubbard model
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Possible Fermi-surface-related instabilities in a Hubbard model, generalized so as to include
finite-range and exchange interactions, are studied in the weak-coupling limit. In addition to the
usual instabilities of superconducting, charge- or spin-density-wave type, two new types of insta-
bility are found. The first state is an orbital antiferromagnet, with currents circulating around
each elementary plaquette. In the second phase, a spin current flows around the plaquettes. In
both cases, there are low-temperature power laws in thermodynamic and transport properties.
Two-dimensional fluctuation effects are shown to lead, for weak interactions, to a sharp crossover
from a Fermi-liquid state to a regime governed by orientational fluctuations of the order parame-
ter at fixed amplitude.

The high-temperature superconducting oxides' like
La2 —„Sr„Cu04 or YBa2Cu306+„exhibit a number of in-
teresting physical phenomena. According to a simple
electron count (or more sophisticated band-structure cal-
culations ) at x =0 these compounds should be metals,
whereas experimentally they are found to be antiferro-
magnetic insulators. By analogy with transition-metal
oxides like NiO (Ref. 8) this behavior can be explained
assuming electron correlations sufaciently strong to local-
ize the electrons (a Mott-Hubbard insulator). Moreover,
rather small changes in x lead to a [iigh-temperature su-
perconducting state, and it is therefore tempting to ex-
plain the properties of both the insulating and supercon-
ducting states in the framework of the same model. Final-
ly, both the crystallographic' " and electronic struc-
ture strongly suggest that the properties of these com-
pounds are dominated by Cu02 layers. Consequently, the
two-dimensional Hubbard model can be assumed to con-
stitute a reasonable starting point for the understanding of
these compounds.

Even though in the real compounds electron correlation
energies are probably at least comparable to the band-
width, in the present paper I will study the different possi-
ble phases occurring for rather weak interactions in the
two-dimensional Hubbard model, generalized so as to in-
clude finite-range and exchange interactions. It is hoped
that this investigation will help to shed some light on pos-
sible phases occurring for intermediate and strong cou-
pling (in one dimension phases occurring for weak and
strong electron-electron interactions are identical). '

These questions seem to be of special importance consid-
ering the rather unusual properties of the resonating-
valence-bond (RVB) state proposed by Anderson, ' as
well as some other possibilities. ' ' As will be seen
below, some states with rather unusual properties can

occur the existence of which seem (to my knowledge) not
to have been realized before.

I consider the generalized Hubbard model, described by
the Hamiltonian

H —t g ( attta, j+a tt;a, ) +Urn; nf; +fH'.
(i,j )s

Here a;, creates an electron at site i with spin projection s,
n;, a;,a;„n; n; f +n; f, and (i,j) indicates summation
over nearest-neighbor pairs in a square lattice, each pair
being counted once. H' contained finite-range direct and
exchange interactions to be specified below.

The single-particle eigenstates of (1) have energy
e(k) = 2t(co—sk„+cosk~). I will consider here the case
of a half-filled band. Then the Fermi surface is a perfect
square:

~
kF l, ~

tt —
~ kF,„[, and the Fermi surface is

perfectly nested, with nesting wave vector (~ tt, tt). The
single-particle density of states per site and spin orienta-
tion is

N(c) 2 @[[1—(s/4t) )' l = 2 In(16t/( e] ), (2)
1

27t2t 2n'2t

where K(k) is the complete elliptic integral of the first
kind, and the approximate formula in (2) is valid for small
a The logarithmic divergence in (2) is due to saddle
points in s(k) at kl 2 (+'tt, 0), (0, ~n) As here .I am
interested in instabilities of the model for weak interac-
tions, it will be mainly the states close to the tf4to saddle
points which will be involved. It is then convenient to in-
troduce a continuum representation of the fermion opera-
tors by

a;, -(—I)"'yl, (r)+( —I)"ltt2, (r), (3)
where ftftl 2 are slowly varying functions, describing elec-
trons close to k~ 2. In terms of these operators the Hamil-
tonian can be rewritten as

+4&t d r Z (Gllttl ttr2t tttlt ltt2 +641ttl +2t ttf2tpl )2 '% + + + +
, s, t

+G 2 (Y1 f ltr 1 f lt 1 1 ltd 1 f + ltt2 f ftt2 f ltd 1 ltt2 f ) +G 3 (Wl f fff1 1 lt 2 1 lt 2 f + lt 2 f lt 2 j tttt 1 J ltt 1 f )
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One easily sees that this form of the Hamiltonian con-
serves the nesting property of the lattice version (1).
Choosing a circular cutoff in momentum space around
kl 2, so that the total number of states is the same as in
(1), the single-particle density of states is N(c)
= ( 2 tr t) ln(n t/~ s~ ), i.e., the logarithmic singularity in
(2) is also reproduced, and consequently I expect the
weak-coupling physics of the lattice model to be correctly
reproduced by (4). However, mainly due to difl'erent nu-
merical factors in the lattice and continuum forms for the
density of state:s, the precise numerical factors in formulas
like (12) or (19) are slightly different.

Using (3) the coupling constants in (4) can be related
to those in the lattice Hamiltonian (1). For H' I chose the
most general form involving nearest-neighbor terms
only

T,q =2sre ~t exp( —2+sr/Gz), (12)

where e~ =1.781. . . and X designates the different phases:
CDW, SDW, etc. The corresponding coupling constants
are

whereas OJs transforms into

OJC Pls +2s tt 2s Pls ~

It should now be apparent that there are two groups of in-
stabilities, each of them transforming amongst itself under
(9); (CDW, SC„SDW ) and (JC, SCd, JS,). The suc-
cessive members of each group represents states with a
broken Z(2), O(2), and O(3) symmetry, respectively.

In the Hartree-Fock approximation the different phases
become stable below a critical temperature given by

2 ~ ~ V~ls~l+8, t + ~ls~lt~i+S, t+t+S,s
i,b, s, t

T+& ais ai +8, t ai t ai +b,s ) ~ (5)

GcDw 2(261+63 64),
Gsc —2 (G2+ 63),
GSDW =2(63+64),

(13)

Of course, other lattice parametrizations of the constants
in (4) are also possible.

Due to the perfectly nested Fermi surface, in addition
to the usual pairing instability, a number of electron-
hole-type Fermi-surface instabilities can occur in the mod-
el, ' ' depending on the values of the coupling constants.
The operators taking nonzero expectation values in the or-
dered phases are, for a charge-density wave (CDW) or a
spin-density wave, polarized along direction a (SDW„
a =x,y, z)

+ +
OCDW Pls P2s + +2s Pls

+ st + st
OSDW Pls a +2t + +2s a Pl i

(7)

where the cr, are the Pauli matrices and summation over
repeated spin indices is implied; and for s-wave or d-wave
superconductivity (SC) (i.e., same or opposite sign of the
gap parameter in the two corners of the Fermi surface)

OSCs +l f Pl )+ tN['2f P2)s OSCAR Pl f Pl) +2f II[ 2j ~

That there are actually more possible Fermi-surface insta-
bilities in the model can be seen applying the electron-hole
transformation a;~~ ( —I)'a;~ to the different operators
above. The continuum version of this transformation is

V» Y2& V2& V».+ +

Under the transformation, OcDw, OsDw. , and Osc trans-
form amongst themselves; however Osc, transforms into
the x and y component of the operator

+ st + stOJS Plsoa iI/2t +2soa Plt

Here b is summed over the four nearest neighbors of site i
The continuum coupling constants then are

4xtG l =U —4V —48'+4J, 4ztG2 =U+4V+48'+4J,

4xtG3 =U —4V+48 —4J, 4ztG4 =U+4V —48' —4J.

and the constants for the second group are obtained from
their counterparts in the first group by the replacement
G 3

—G 3. For given coupling constants the phase with
the highest T, will be realized.

What is the nature of the new JC and JS, phases'? To
answer this question rewrite OJc in terms of the original
lattice operators:

O3C =—Z, ( —1)'(a;,a, +g s
—a, +„-,a;,N, .

ia~st y+,
+si +3t, s is

(14)

where x is the unit lattice vector along x. Now, the opera-
tor a;ta;+„-, —a;t+;sa;, is the charge current through the
bond i ~ i+x, and consequently a finite expectation value
of 03c represents a state with a nonzero current flowing
around each plaquette of the square lattice, alternatively
clockwise and anticlockwise. The current leads to a mag-
netic moment perpendicular to the plane, i.e., the JC
phase represents an orbital antiferrornagnet, which is, in
principle, observable in a neutron-scattering experiment.

As OJQ is related to Osc, by symmetry transformations
[Eq. (9) and spin rotation], the structure of the gap pa-
rameter on the Fermi surface is the same in both cases:
h(k) =ho(cosk„—cosk~), and therefore the quasiparticle
density of states has a V-shaped zero at the Fermi level,
N(s) =

( e~. Consequently, there will be a rather abrupt
decrease of conductivity below T,,3c, but at low tempera-
ture the carrier density and therefore the conductivity
behave as T, instead of the exponential decrease in the
CD%" and SDW states. Similarly the spin susceptibility
behaves as gspjg ~ Ti

The lattice version of 03s is obtained from (14) by in-
serting the appropriate Pauli matrix [see (10)l. There-
fore, a state with a nonzero JS order parameter has a
spin current around each elementary plaquette. For ex-
ample, for a =z t and J electrons circulate in opposite
directions. Such a current obviously does not induce any
magnetic moment, and consequently a JS phase will be
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completely featureless in a scattering experiment (notice
that neither O~c nor its spin equivalent couple directly to
the lattice, so there will be no lattice deformation associat-
ed with any of these phases). On the other hand, the
quasiparticle density of states is the same in the JC state,
and consequently the temperature dependence of the con-
ductivity and of the spin susceptibility for a field parallel
to the direction a have the behavior discussed in the
preceding paragraph. Finally, applying a magnetic field
perpendicular to a does not destroy the nesting properties
of the Fermi surface, and consequently there is a finite
spin susceptibility for H &a.

The CDW instability considered here implies a modula-
tion of the charge density on the lattice sites. One might
also consider a modulation of the bond lengths ["bond-
order wave" (BOW)], with order parameter

+ (a;,a, ~„,+a-,~~p, a;, )] . (is)

F[[A(r)]]=cho(T) d r ~&n( +const.

Going over to k space, one finds however that the corre-
sponding gap function has zero amplitude in the corners
of the Fermi surface, and therefore the square root in (12)
is replaced by the coupling constant itself. Consequently,
at least for weak coupling, a BOW phase does not occur,
as has been noticed previously. ' Similarly, triplet super-
conductivity does not occur either: such a state would im-

ply opposite signs of h(k) at ( ~ x,0), whereas these two
points are connected by a reciprocal lattice vector, requir-
ing b, (x,0) =6(—x,0). Again one has zero amplitude in
the corners of the Fermi surface.

The mean-field approach used here has to be taken with
some caution. First, there are competing electron-hole
and electron-electron instabilities in the model, so that a
RPA-like calculation of critical temperatures is not valid.
A more involved treatment of the coupled-singularity
problem seems however to indicate that for half-filling
differences are minor. ' '9 A second problem arises from
thermal fluctuations which in two dimensions do not allow
an ordered state with a broken continuous symmetry,
i e, of the. SC„SCd, SDW, or JS type in the present case.
To assess more qualitatively the meaning of the critical
temperature calculated here, I use a Ginzburg-Landau
functional

F[jh(r)]] =„d r[a [ b, [ +b ( h ( +c ( Vh ( j, (16)
where h(r) =h(r)n(r) is an n-component vector order
parameter, n(r) is a unit vector, a(T) =a'(T —T, "),
and T, "is the mean-field transition temperature given in
Eq. (12). Writing h(r) =ho(T)+b(r), where ho = —a/
2b minimizes F, one straightforwardly calculates the fluc-
tuations of the amplitude of the order parameter around
~o

(a') = in(i+g'A'), (17)
4m

where g =c/( a
~

and A is an ultraviolet cutoff. Clearly,
when (8 ) & Ao the fluctuations in the model are essential-
ly orientational, with fixed

~
h ~, and one has

This is the energy functional of the O(n) nonlinear a mod-
el. In the opposite case, both amplitude and orientation
fluctuations are important.

A microscopic calculation, based on the model (4) gives
the following expressions for the coefficients in F, in the
case of a SDW instability (the results are analogous for
the other cases):

a'= 1 2me~t
ln2x'tT, T

7&(3)
1

x2t

32 tT 2T

T„=T "(1 xT "/r)—, (20)

and decrease rapidly below T„. Consequently, in the
weak-coupling limit T, "&&t the temperatures given in
Eq. (12) mark a sharp crossover from a metallic state
with small antiferromagnetic correlations to a state with a
rather well-defined SDW order-parameter amplitude, de-
scribed by a (fixed-length spin) nonlinear cr model, with a
temperature-dependent stiffness constant. Physical prop-
erties of that model are well known. With increasing
T, " the width of the crossover re ion increases, and for
large values of U the calculated T, "only sets the temper-
ature scale of the crossover from a region with charge
fluctuations on each site to the fixed-length spin region,
with exactly one electron per site. Finally, one may notice
that the singular density of states gives rise to the loga-
rithmic factors in the coe%cients a' and b, and in particu-
lar the resulting correlation length are only shortened by a
rather small factor, unless ln(t/T, ")becomes very large.

In conclusion, I have studied here the different possible
phases occurring in a generalized two-dimensional Hub-
bard model. Specifically I have found two new phases, JC
and JS, characterized by charge (JC) or spin (JS)
currents circulating around the elementary plaquettes of
the lattice. Even though both phases are characterized by
a broken translational symmetry, they are expected to be
rather featureless in scattering experiments (apart from a
weak orbital antiferromagnetism for JC). They do how-
ever show unusual behavior in the low-temperature con-
ductivity ( ee T ), spin susceptibility ( ~ T), or specific
heat (cx: T ). In analogy with d-type superconductors,
one can expect that impurity scattering can lead to a finite
(but reduced) density of states at the Fermi level even in
the ordered state, which then will give rise to apparently
metallic properties, in spite of the Fermi-surface induced
order. The JC state discussed here bears some resem-
blance with the "flux phase" discussed by Aleck and
Marston for the large nlimit of the -Heisenberg model. '

7&(3)r
32K2T2 '

where g(3) =1.202. . . . Furthermore, the ultraviolet
cutoff is A= 1/g(T=O). One then finds from (1'7) that
the amplitude fluctuations are comparable to go~ at a tem-
perature T„given by
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In particular, extending the present mean-field theory to
(infinitely) strong coupling, the excitation spectrum be-
comes E(k) = ~ (cos k„+cos k~) '1 as proposed in Ref.
15. In contrast to the IIux phase, however, the JC phase is
not stable for a pure Hubbard model.

Finally, I have shown that for weak coupling the mean-
field critical temperature corresponds to a sharp crossover
from a Fermi-liquid state to a state with a well-defined
order-parameter amplitude. One therefore can expect
Schottky-type anomalies close to T, " in thermodynamic

quantities as the specific heat. With increasing T, " these
anomalies progressively widen and vanish.

1Vore added in proof. After submission of this paper I
became aware of an article by B. I. Halperin and T. M.
Rice [Solid State Physics, Vol. 21, edited by F. Seitz, D.
Turnbull, and H. Ehrenreich (Academic, New York,
1968), p. 115],which discusses states analogous to JC and
JS. These states are also discussed in unpublished works
by A. A. Nersesyan and A. Luther, and by I. E. Dzy-
aloshinskii and V. M. Yakovenko.

'J. G. Bednorz and K. A. Miiller, Z. Phys. B 64, 189 (1986).
2M. K. Wu, J. R. Ashburn, C. J. Torng, P. H. Hor, R. L. Meng,

L. Gao, Z. J. Huang, Y. Q. Wang, and C. W. Chu, Phys. Rev.
Lett. 5$, 908 (1987).

3L. F. Mattheiss, Phys. Rev. Lett. 58, 1028 (1987); J. Yu, A. J.
Freeman, and J.-H. Xu, ibid 58, 103.5 (1987).

4L. F. Mattheiss and D. R. Hamann, Solid State Commun. 63,
395 (1987); S. Massidda, J. Yu, A. J. Freeman, and D. D.
Koelling, Phys. Lett. A 122, 198 (1987).

5R. L. Greene, H. Maletta, T. S. Plaskett, J. G. Bednorz, and K.
A. Miiller, Solid State Commun. 63, 379 (1987).

6D. Vaknin, S. K. Sinha, D. E. Moncton, D. C. Johnston, J. M.
Newsam, C. R. Sa6nya, and H. E. King, Phys. Rev. Lett. 58,
2802 (1987).

7N. Nishida eral. , Jpn. J. Appl. Phys. 26, L1856 (1987); J. H.
Brewer et al. , Phys. Rev. Lett. 60, 1073 (1988).

8J. Zaanen, G. A. Sawatzky, and J. Vr'. Allen, Phys. Rev. Lett.
55, 418 (1985).

9P. W. Anderson, Science 235, 1196 (1987), and in Proceedings
of the Enrico Fermi International School of Physics, Varenna,
Italy, 1987 (unpublished).

' N. Nguyen, J. Choisnet, M. Hervieu, and B. Raveau, J. Solid
State Chem. 39, 120 (1981).

"R.M. Hazen, L. W. Finger, R. J. Angel, C. T. Prewitt, N. I..
Ross, H. K. Mao, C. G. Hadidiacos, P. H. Hor, and C. %'.
Chu, Phys. Rev. B 35, 7328 (1987).

~2J. S6lyom, Adv. Phys. 2$, 201 (1979);V. J. Emery, in Highly
Conducting One-Dimensional Solids, edited by J. T. Devreese
et al. (Plenum, New York, 1979), p. 247.

' G. Baskaran, Z. Zou, and P. W. Anderson, Solid State Com-
mun. 63, 973 (1987); P. W. Anderson, G. Baskaran, Z. Zou,
and T. Hsu, Phys. Rev. Lett. 58, 2790 (1987).

' S. A. Kivelson, D. S. Rokhsar, and J. P. Sethna, Phys. Rev. B
35, 8865 (1987).

'sl. Affieck and J. B. Marston, Phys. Rev. B 37, 3774 (1988).
~sP. B. Wiegmann (unpublished).
'7Terms of the form a;~a;~&a;&a;+g, , do not contribute to the 6;s.
'sl. E. Dzyaloshinskii, Zh. Eksp. Teor. Fiz. 93, 1487 (1987)

[Sov. Phys. JETP 66, 848 (1987)l.
'9H. J. Schulz, Europhys. Lett. 4, 609 (1987).
2OS. Maekawa, Y. Isawa, and H. Ebisawa, Jpn. J. Appl. Phys.

26, L771 (1987).
2'S. Tang and J. E. Hirsch (unpublished).
22P. C. Hohenberg, Phys. Rev. 15$, 383 (1967); N. D. Mermin

and H. Wagner, Phys. Rev. Lett. 17, 1133 (1967).
23E. Brezin and J. Zinn-Justin, Phys. Rev. B 14, 3110 (1976).


