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We report on molecular-dynamics simulations to determine the steady-state velocity versus tem-

perature relation for (001) solidification and melting of silicon using the Stillinger-Weber potential
to model the interactions between the silicon atoms. Down to 250 K of undercooling, the simula-
tion values show good agreement with experimental results. The slope of the temperature velocity
relation near the melting point is reported as ( —15+5 K)/(m/s) whereas we find the slope of the
transition-state curve that we fitted to the simulation values has a slope ( —9.8 K)/(m/s) at the melt-

ing point. However, since Stillinger-Weber amorphous silicon is not formed easily by cooling the
melt our simulations do not show the growth into amorphous silicon at the critical velocity of = 15
m/s (undercooling below =250 K) that is observed experimentally. Instead in our simulations the
velocity of growth into crystalline silicon increases to a maximum of 19.4 m/s at 1350 K and then
decreases to at least 1050 K. At 1000 K, the system grows a few incomplete planes, which we sug-

gest may be associated with the growth of amorphous silicon. At 950 K, we did not detect any
growth during the 115 ps of the simulation. We also did not observe growth at 1600 or 1700 K over
the 115 ps of these simulations. The simulation velocity versus temperature relation shows asym-
metry in the solidification and melting portions of the curve with no discontinuity in slope at the
melting point. We fitted our simulation velocity versus temperature relation by using the
transition-state theory parametrized to Stillinger-Weber silicon. The transition-state theory gives a
good qualitative description of the simulation values at all temperatures. It is interesting that the
transition-state theory also fits the experimental values for crystallization even though it is
parametrized for Stillinger-Weber silicon. The results of these epitaxial-growth studies of silicon
are important for studies attempting to model the growth of layered structures by atom deposition
with use of molecular dynamics with the Stillinger-Weber potential. Our results show that, even if
the deposited atoms have kinetic energies 60% below the melting temperature, the growth of the
crystal may be caused by liquid epitaxial growth with one (001) plane grown every 10 ps.

I. INTRODUCTION

Most solidification and melting processes involve the
motion of a liquid-solid interface, that is, they are hetero-
geneous. Using electrical conductance techniques, the
motion and velocity of the liquid-solid interface, in sil-
icon, can now be measured directly. ' Theoretical dis-
cussions of these solidification and melting processes have
mainly been associated with various modifications in the
transition-state theory of crystal growth. ' '"

In the present paper' we report on molecular-
dynamics calculations in which we have determined the
steady-state interface velocity in solidification and melt-
ing as a function of temperature, under cooling or
overheating for the Stillinger-Weber model of silicon. '

Although the Stillinger-Weber model of silicon is known
to have its shortcomings it does give reasonable agree-
ment for many properties of silicon, including the melting
temperature and the liqUid structure factor.

As an example of the quality of the agreement with ob-
served properties that is obtained using the Stillinger-
Weber potential to model the silicon interaction we men-
tion a recent paper' which shows that the softening in
the elastic properties between crystalline and amorphous
silicon is quite accurately described using this model po-
tential. This latter paper also contains references to

several other studies of silicon using the Stillinger-Weber
potential.

One of the main problems with the Stillinger-Weber
potential is that it does not lead directly to the formation
of amorphous silicon upon rapid cooling of the liquid,
whereas experiments show that amorphous silicon is easi-
ly formed in this way. The fact that the Stillinger-Weber
potential does not easily form amorphous silicon, upon
cooling the liquid, was first shown by Broughton and
Abraham. ' We were able to produce a model of amor-
phous silicon' ' by rapidly cooling the liquid and then
expanding the supercooled system. This procedure does
produce a model of amorphous silicon with several
correct properties, ' ' ' but one has interfered with the
kinetics in an ad hoc manner; the amorphous system is
not formed by simply cooling the liquid as is found exper-
imentally. As we shall see the difficulty of forming amor-
phous silicon with the Stillinger-Weber potential also
leads to disagreements between the epitaxial growth
simulations reported on in this paper and experimental
findings.

It should also be mentioned that what is formed when
liquid Stillinger-Weber silicon is rapidly cooled ( 10'
K/s) is a supercooled liquid which is called the intermedi-
ate state in Ref. 17. This intermediate state is metastable
over long times on a molecular-dynamics scale, hundreds
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of ps. This long-lived metastable state is not observed ex-
perimentally, although it is not clear that present experi-
mental results rule out such a metastable state on the
time scales under discussion in the simulations.

In Sec. II we brieAy discuss the Stillinger-Weber poten-
tial and in Sec. III we give the details of the simulations
that are used to determine the steady-state solidification
and melting velocities. In Sec. IV we describe the
method of obtaining these velocities from our simula-
tions. In Sec. V we discuss the results for all tempera-
tures studied along with a comparison to related theoreti-
cal and experimental results. Finally in Sec. VI we
present a summary and our conclusions.

II. STILLINGER-WEBER POTENTIAL

In a substance where the atoms interact through strong
directional bonds, as in the tetrahedral semiconductors, it
is necessary to include at least two- and three-body in-
teractions. The two- and three-body interactions arrived
at by the Stillinger and Weber' have the form

U2(r, b ) = A (Br,b r, b )hp(r,—b ),
U, ( r~b, r.„rb. ) =h,gb +h.„+h „.,

h„b =Ah (r,b)h (r„)(c osO„b+—,')

(2.1)

(2.3)

III. DETAILS OF SIMULATIONS

Our simulations started from a well-equilibrated solid
of 432 particles interacting via the Stillinger-Weber po-
tential at a temperature of 1450 K. The solidification and
melting simulations were all associated with liquid epitax-
ial crystallization or melting along the [001] direction.
The [001]direction in our sample of 432 particles is along

where r, I, is the distance between atoms a and b,
hs(r)= e px[5(r —a) '] for r (a and vanishes for r )a;
O„b is the angle between the vector r,„and r„. In these
equations r is expressed in units where unit distance cor-

0
responds to o. =2.0951 A, the energy is expressed in
units where the unit of energy is @=3.4723X10 ' erg.
Stillinger and Weber indicated that they carried out a
limited search over the parameters in Eqs. (2.1)—(2.3) to
obtain the values 3 =7.049556, 8 =0.602225, p =4,
q =0, 13= 1, a = 1.8, A, =21, and y =1.2. The unit of time
is chosen as cr(m/e)' =7.66X10 ' s, where m is the
mass of the silicon atom I =46.62 X 10 g. The
smooth cut-off distance a in U2 and U3 is slightly less
than the second-neighbor distance in the 0 K crystal. At
this distance the potentials along with all their deriva-
tives go to zero continuously.

Note that the three-body energy Eq. (2.2) vanishes for
the perfect tetrahedral angle cost9= —

—,
' and, therefore,

also for the static diamond lattice. An important part of
the parameter search carried out by Stillinger and Weber
was to ensure that the diamond lattice have the lowest
energy compared to several other simple lattices sc, bcc,
fcc, . . . . The three-body energy effectively destabilizes
these other lattices. Also the crystal melts at approxi-
mately the observed temperature, 1683 K at zero pres-
sure.

the z axis. There are 24 (001) planes in this sample each
containing 18 particles. The left-hand side of the sample
is located near z =0, while the right-hand side is located

0
near z =33 A. The positions of the particles in the two
left most planes (planes 1 and 2) are always held fixed
while the next two planes (planes 3 and 4) are used to add
and subtract energy necessary to keep the temperature
(average kinetic energy of all the particles except those in
the first two planes) of the sample approximately constant
during the solidification or melting process. During crys-
tal growth energy must be extracted in order to keep the
temperature of the sample constant. While in melting,
energy must be added; these energies are associated with
the latent heat of the first-order phase transformation un-
der study. The solidification or melting processes takes
place in planes 12—24 which are far enough removed
from planes 3 and 4 so that the energy extraction or addi-
tion has a small disturbance on the dynamics of the
solidification or melting processes. Periodic boundary
conditions are imposed on the sample in the directions
transverse to the z axis, while the boundary condition in
the z direction, on the right-hand side of the sample, is a
free boundary. All simulations were carried out with
fixed area in the x-y planes. The iteration time step was
7.66X 10 ' s.

In order to start the growth experiments we held the
positions of particles in planes 3—12 fixed and increased
the energy of the particles in planes 13—24 in order to
melt this portion of the sample. After melting the right-
hand side of the sample, planes 13—24, the system was
run at a high temperature 2300 K for a long period of
time, 50X 10 time steps. This well-equilibrated liquid
was then cooled to 1450 K and equilibrated as a super-
cooled liquid at this temperature. Next the particles in
planes 3—12 were allowed to participate in the dynamics
by giving them the freedom of moving. After allowing
the particles in planes 3 —12 to participate in the dynam-
ics, we ran the system for 20 X 10 time steps and then be-
gan collecting data. The system in this configuration
consists of a hot solid in contact with a supercooled
liquid at a temperature near 1450 K and time zero is
measured from this configuration.

From time zero the system was allowed to evolve for
150X 10 time steps or 115 ps with particle configurations
saved after each 10X 10 time steps for analysis of the
growth process. Every 20 time steps energy is either add-
ed or subtracted by scaling the velocities of particles in
planes 3 and 4 in order to keep the temperature of the
system near the desired yalue which is 1450 K for the run
under discussion. By this procedure the temperature of
the system is held to within a few degrees of the desired
temperature over the entire simulation of 150X10 time
steps. The heat released by the solidification equals the
heat Aow into the solid and the velocity of crystallization
is associated with thermal transport away from the cry-
stallization region.

In Fig. 1 we show the density profile, in arbitrary units,
at 20X10 time steps into the simulation. By this time
there is one almost fully grown plane, plane 13, and one
partially grown, plane 14. In this figure the two left most
planes are planes 1 and 2 whose particles are held con-
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FIG. 1. Density profile, in arbitrary units, at time step
20X 10' into the 1450 K solidification simulation. The particles
in the two left most planes are held fixed. The simulation starts
by melting the right half of the sample and then lowering its
temperature to 1450 K and then allowing the system, which
consists of a solid at 1450 K in contact with a liquid at 1450 K
to evolve while maintaining the temperature of the system con-
stant.

FIG. 3. Density profile, in arbitrary units, at time step
80X 10' into the 1450 K solidification simulation. Note the ad-
ditional (001) planes that have been formed after Fig. 2.

stant in the simulations. In Figs. 2—5 we show the densi-
ty profile of the system at 50 X 10, 80 X 10, 110X 10,
and 140 X 10 time steps into the simulation. These
figures clearly show the continual growth of crystalline
planes during the simulation. Note that in these figures
the growth appears monotonic in time, however, on
shorter time scales the growth process is quite involved
and not monotonic; that is, planes partially grow and
then disorganize on a short time scale but on a longer
time scale there is net growth of the crystalline portion of
the sample. As the crystal grows the latent heat of trans-
formation which is released is conducted through the
sample and extracted at planes 3 and 4. Without this
temperature control the temperature of the system would
increase during the growth process, and we would not
have isothermal growth and would, therefore, not be able
to determine the steady-state growth velocity as a func-
tion of the temperature.

In a recent paper Landman et QI. ' have carried out
epitaxial growth of silicon using the Stillinger-Weber po-
tential under conditions where the temperature of the

FIG. 4. Density profile, in arbitrary units, at time step
110X10' into the 1450 K solidification simulation showing the
additional growth of {001)planes.

z (A)
33

FIG 2. Density profile, in arbitrary units, at time step
50X 10' into the 1450 K solidification simulation. Note the fur-
ther growth of (001) planes as compared to Fig. 1.

FIG. 5. Density profile, in arbitrary units, at time step
140X 10' into the 1450 K solidification simulation. The growth
of the system is complete at this time; further running of the

system does not give a quantitative change in the density profile.
The change in the density profile near the end of the sample, the

0
last two planes before 33 A, is associated with the free surface
reconstruction.
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system was not held constant. The authors of that paper
were mainly interested in studying the microscopic
growth processes. In contrast our main purpose is to
determine the steady-state velocity versus temperature re-
lation during solidification and melting.

In Figs. 6 and 7 we show the temperature profile of the
system at 20X 10 and 140X 10 time steps into the simu-
lation in arbitrary units. The temperature is defined as
the average kinetic energy per particle. The temperature
of the system is within a few degrees of the desired tem-
perature, 1450 K for the present simulation, and there is
not a noticeable temperature gradient in the bulk of the
sample where the growth is taking place, which implies
that the growth is approximately isothermal; of course,
there must be a temperature gradient to conduct the la-
tent heat of the transformation away from the interface
to planes 3 and 4 where it is removed. The temperature
profile of the system in all other growth and melting
simulations has an appearance similar to Figs. 6 and 7.

Another way to monitor the growth of crystalline
planes is through a coordination number profile. In Figs.
8 and 9 we show the coordination number profiles at
20X10 and 140X10 time steps into the simulation.
The coordination number of the crystal is 4.0, while that
of the supercooled liquid is higher, =4.6, due to the par-
tial collapse of the tetrahedral structure in the liquid. In
our previous study of the formation of amorphous silicon
by rapidly cooling the liquid we found that the super-
cooled liquid has a coordination number of around
4.6' ' These coordination number profiles again show
clearly the growth of the crystal with time.

We also monitored the two- and three-body potential
energies, during the simulations. The three-body energy
has a low value in the crystal due to the tetrahedral coor-
dination of the particles and a higher value in the liquid.
In Figs. 10 and 11 we show the three-body energy profiles
in arbitrary units at 20X10 and 140X10 time steps into
the growth. The growth of the crystal is again clearly
shown in these figures. The two-body energy profiles

33

FIG. 7. Temperature profile, in arbitrary units at 140X10'
time steps into the 1450 K solidification simulation which again
shows that the temperature profile is approximately uniform
over the sample.

Z 4—

0

0 2
0
0

FIG. 8. Coordination number profile at time step 20X10
into the 1450 K solidification simulation showing the crystalline
solid with coordination number 4.0 in contact with the super-
cooled liquid with coordination number =4.6. The coordina-
tion number of 2.0 on the left-hand side is for the first plane
which has neighbors only on one side.

z (A)
33

FIG. 6. Temperature profile, in arbitrary units, at time step
20 X 10 into the 1450 K growth simulation. This profile shows
that the temperature remains approximately uniform along the
sample during the growth. Energy is extracted at planes 3 and 4
on the left end of the system to keep the temperature of the sys-
tem within a few degrees of the desired temperature. The tem-
perature profile shows that there are not large temperature gra-
dients in the system during the solidification.

C
0 3-

U

0 1

0Uo~
0

FIG. 9. Coordination number profile at time step 140X10
into the 1450 K solidification simulation. Comparison with Fig.
8 shows the further growth of the crystal that has occurred.



1742 MARK D. KLUGE AND JOHN R. RAY 39

z (A)

FICE. 10. Three-body energy profile, in arbitrary units, at
time step 20X10 in the 1450 K solidification simulation. The
three-body energy is smaller in the crystal due to the tetrahedral
coordination.

show a decrease similar to the three-body increase during
the growth process.

Note that the growth is completed at time step
140X10 in Fig. 5; running the simulation longer does
not lead to a significant change in this figure or in other
measures of the growth process. Figure 5 clearly shows
that there is a (001) surface reconstruction at the free end
of the sample. The nature of the (001) surface recon-
struction for StiHinger-Weber silicon has been discussed
by Abraham and Batra, ' and Gawlinski and Gunton.
We have not yet studied the surface reconstruction in our
samples, which are grown from the liquid, in detail.

IV. STEADY-STATE VELOCITY DETERMINATION

A. Solidification velocities

In order to determine the velocity of steady-state
growth of the crystal we studied the time dependence of
the arrival of the particles into the vicinity of their final
positions in the crystal as a function of time. This was
done by recording the final positions of the particles in
their crystal-lattice positions at the end of the 150X10
time steps and then finding when the particles arrived in
the vicinity of these positions. A particle was counted as
being at its final lattice position if it were within half a
nearest-neighbor distance of its final position in the crys-

z (A)

FIG. 11. Three-body energy profile, in arbitrary units, at
time step 140X10 into the 1450 K solidification simulation.
Note the further growth of the solid as shown by the smaller
values of the three-body energy.

tal. The time dependence of the number of particles
found in the vicinity of their final positions in the grow-
ing crystal gives the rate at which the crystal is growing
as a function of time. A study of this number versus time
shows that it has a linear portion as the growth proceeds.
Performing linear regression on the linear portion of the
number growth curve gives the steady-state velocity of
solidification at the given temperature along with an er-
ror estimate. For the simulation at 1450 K we obtained a
velocity of v(T)=14.32+0.70 m/s, which corresponds,
on the average, to one plane growing every 9.67 ps.

It is clear from studying figures such as Figs. 1 —11 that
several planes are growing at the same time so that one
must be careful and not use times near the completion of
the growth to determine the steady-state velocity for
solidification. The same remarks are also valid in the
case of melting. The fact that several planes are simul-
taneously forming or disorganizing during the growing
and melting process has been noticed by earlier workers
studying (001) Stillinger-Weber silicon. Note also that
when we speak of the steady-state "velocity of the inter-
face" or "growth velocity" in our computer experiments
we mean the velocity determined from the linear portion
of the number growth curve as explained above; the idea
of a definite interface does not seem to be a useful quanti-
tative concept in analyzing these computer growth exper-
iments since several planes are growing at the same time.
The most useful quantitative measure of growth that we
have considered is the linear portion of the number
growth curve which we have used to determine the
steady-state velocities although there are other ways to
quantify the growth and melting processes.

By carrying out similar 150X10 time step growth
runs at 1050, 1250, 1350, and 1550 K we determined the
steady-state growth velocities at these temperatures. At
1000 K the system shows growth of a few incomplete
planes which we shall discuss in more detail later. At 950
K no growth of the system was observed over the
150X10 time steps. At the higher temperature end we
observed no growth at 1600 and 1700 K over 150X10
time steps. The solidification velocities for all tempera-
tures studied are shown in Table I along with results for
melting which we discuss next.

B. Melting velocities

In order to determine the steady-state melting veloci-
ties we started with a crystallized sample, such as in Fig.
5, raised the temperature to a specified value and then
ran the simulation in the same manner as explained
above. We then determined the number of particles leav-
ing the vicinity of their positions in the crystalline planes
as a function of time. This number-versus-time relation
has a linear portion consistent with our results for
solidification. Using linear regression on this portion of
the number growth relation leads to the steady-state ve-
locity of melting along with an error estimate. We deter-
mined the velocities of melting at 1750, 1850, 1950, and
2050 K which are shown in Table I. As mentioned previ-
ously, at 1600 and 1700 K we did not observe any
significant changes in the sample over the 150X10 time
steps of the simulation.
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TABLE I. Steady-state solidification (positive) and melting (negative) velocities as determined at
each temperature using molecular-dynamics simulations. These are all the results obtained in the
present study.

Temperature (K)

950
1000
1050
1250
1350
1450
1550
1600
1700
1750
1850
1950
2050

Velocity (m/s)

partial growth
10.23+1.48
16.43+ 1.04
19.40+2.01
14.32+0.70
11.95+0.69

—21.22+ 1.04
—22.20+0.80
—43.00+ 1.92
—54.86+2.14

Process

no growth
of a few planes

crystallization
crystallization
crystallization
crystallization
crystallization
no growth
no growth
melting
melting
melting
melting

V. RESULTS AND COMPARISON WITH
THEORETICAL AND EXPERIMENTAL STUDIES

A. Results

In Table I and Fig. 12 we show all the steady-state
velocity-versus-temperature values determined in this
study; the simulation results are shown by the squares in
Fig. 12. The maximum velocity of crystal growth that we
found was U(T)=19.40+2.01 m/s at a temperature of
1350 K while at 950 K no growth was observed.

B. Comparison with theoretical studies

Most theoretical discussions in Refs. 1 —9 are centered
around the transition-state theory of crystal growth. For
a discussion of transition-state theory see Jackson and
Cha1mers' and Jackson. " In this theory the rate of cry-
stallization R, is assumed to be controlled by the
diffusion process in the liquid

Using Eqs. (5.1)—(5.3) this latter equation can be written

U ( T) = C& exp( —Q /k& T)[ 1 —exp( Lb, T /k& T—)],
(5.5)

where b, T= To —T and Cz =C& exp( L /k& To )
—is

another constant. This is the main equation of the
transition-state theory in a convenient form for our pur-
poses.

In order for Eq. (5.5) to give values for v(T) we must
know values for the four constants To, L, C~, and Q. For
To we choose 16SO K which is consistent with no ob-
served growth at 1600 and 1700 K in the simulations. In
an earlier study of the melting of si1icon we ' determined
L =932 J/g for Stillinger-VVeber silicon; notice that this

20—
R, = Ct exp[ —Q/(kz T)], C, =const, (5.1)

10—

where Q is the activation energy for viscous or diffusive
motion in the liquid. For melting the rate R, is assumed
to be of the form

R =Cz exp[ —(Q+L)/(k&T)], C2=const, (5.2)

where L =AH is the heat of fusion of the phase transfor-
mation. Thus in the melting process the atoms must
overcome the activation energy barrier Q +L. If To is
the equilibrium melting temperature then R, (To)
=R ( To ), and we find

tn

—20—

I— —30—

—50—

—60
900

I I 1 I t ! I I I I I

1 200 1 500 1 800 21 00

C, /C, = pe(Lx/kgTp) . (5.3)

—Cz exp[ —(Q +L)/k~ T] . (5.4)

The velocity of crystallization (U )0) or melting (v (0) is
given by the difference between R, and R

U(T)=R, —R

=C, exp( —Q /k~ T)

FIG. 12. The velocity-versus-temperature relation as deter-
mined in this study. The squares denote the points determined
by our solidification and melting simulations and are the values
shown in Table I. The solid curve is the transition-state theory
prediction, Eq. (5.5) for TO=1650 K, L =932 J/g, Q =0.42 eV,
and C&=1700 m/s. The four open circles are experimental
values obtained from the results of Ref. 4 for the (001) epitaxial
solidification of crystalline silicon.
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is approximately half the observed value of I . From the
Arrhenius plot of the diA'usion constant in the paper of
Broughton and Li we may determine the activation en-
ergy for difFusion to be Q =0.42 eV. The constant C3 is
not yet determined since there is no way to determine an
accurate value of C, . We choose C3 =1700 m/s which
then allows the relation U (T) to be given in Fig. 12 as the
full line. The only adjustable parameter in Eq. (5.5) is C3
which has been chosen so as to get a good fit to the simu-
lation values. Alternatively we could choose C3 so that
the velocity at one particular temperature was given by
Eq. (5.5).

The general agreement between the transition-state
theory, Eq. (5.5}, and the simulation values shown in Fig.
12 is good qualitatively, but there are serious quantitative
discrepancies including the value U(950 K) where Eq. (5.5)
gives 7.5 m/s, whereas the simulation gave zero for this
velocity. Of course, it would be overly optimistic to ex-
pect this simple theory to describe in quantitative detail
such complicated, nonequilibriurn, many-body processes.
In summary one can state that the transition-state theory
gives a reasonable qualitative description of the hetero-
geneous crystallization and melting of Stillinger-Weber
silicon.

C. Experimental results

As a note of caution we remark that the simulations
that we are reporting are calculations on- a particular
model of silicon. ' The Stillinger-Weber potential is a
simple model potential, and certainly we cannot expect
agreement with all of the very complicated results dis-
cussed in the literature. ' One of the main disagree-
ments between our simulations and experimental results
is that above an epitaxial [001] growth velocity of =15
m/s (undercooling of =250 K) silicon is observed to soli-
dify into the amorphous phase instead of the crystalline
phase. We do not see this behavior in our simulations,
the velocity of growth into the crystalline phase increases
to a maximum value at 1350 K and then decreases to at
least 1050 K.

In Fig. 12 we have also shown the experimental
velocity-versus-temperature relation for solidification for
velocities below the critical velocity for [001] amorphiza-
tion, as reported by Galvin et al. These points are
marked with open circles in Fig. 12 and are for tempera-
tures of 1483, 1533, 1583, and 1633 K; what is presented
in Ref. 4 is a continuous curve of values of v and T and
what we have shown is four points from this continuous
curve. There is excellent agreement between these exper-
imental values, the results from our simulations, and the
transition-state theory, Eq. (5.5}. Using velocities less
than 6 m/s, Galvin et al. report a temperature-versus-
velocity slope of ( —15+5 K)/(m/s) while the slope of
Eq. (5.5) at the melting point is —9.8 K/(m/s).

Unfortunately we cannot compare our simulation re-
sults for solidification, at undercooling temperatures
below 250 K with the experimental results since, as men-
tioned above, experimentally the system grows into amor-
phous silicon whereas we find that the Stillinger-Weber
system continues to grow into crystalline silicon down to
a temperature of at least 1050 K. This is consistent with

the fact, mentioned earlier, that Stillinger-Weber amor-
phous silicon is not easily formed by cooling the liquid.

For melting we have the experimental result that for a
velocity of melting of —190 m/s the temperature must be
less than 3300 K. If we use Eq. (5.5) we find v = —190
m/s for T =2424 K. Thus, the extrapolation of our re-
sults using the transition-state equation is consistent with
this experimental bound. We plan to perform more melt-
ing simulations at higher temperatures. Near the boiling
point 3500 K, Eq. (5.5) gives a melting velocity of —617
m/s.

D. Growth at 1000 K

N
L

0
z (A)

FIG. 13. The density profile, in arbitrary units, at time step
210X10' for the 1000 K solidification simulation. This shows
that planes 16, 17, and 18 have partially grown at this tempera-
ture. The noncrystallinity of this portion of the sample can be
seen by the density profile not going to zero between the planes
which implies that particles are not only in crystalline positions.
We suggest that this represents the growth into amorphous sil-
icon, although more studies must be carried out to resolve this
point.

At 1000 K the system partially grew a few incomplete
planes of particles whose average coordination numbers
were close to those for our models of amorphous silicon,
namely 4. 1 —4. 3. In Fig. 13 we show the density profile
for the 1000 K simulation, in arbitrary units, at the end
of the simulation. In this case the simulation was extend-
ed to 210X10 time steps to see if any further growth
would occur; as can be seen from Fig. 13 the system did
not grow to completion even with this longer simulation.
From Fig. 13 it is clear that some incomplete planes have
grown, planes 16—18, which have spacing along the [001]
direction close to the spacing for the crystalline planes,
but for which particles are missing and out of place as in-
dicated by the density profile not extending to zero. The
coordination number profile in Fig. 14 shows that the
portion of the sample containing these planes has an
average coordination number around 4.2 which, as we
have mentioned before, is the approximate value for
Stillinger-Weber amorphous silicon. The three-body en-
ergy profile in Fig. 15 also indicates that this portion of
the sample is not crystalline by the higher value of the
three-body energy. Note, however, that this three-body
energy is not as large as for the supercooled liquid phase
as can be seen by comparison to Fig. 10. These results
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FICx. 14. The coordination number profile at time step
210X 10' into the 1000 K solidification simulation. The planes
16, 17, and 18 have an average coordination number of =4.2
which is the approximate coordination number of Stillinger-
Weber amorphous silicon.

lead us to suggest that at 1000 K the system has partially
grown into amorphous Stillinger-Weber silicon. We plan
to study the growth further at these lower temperatures
to determine whether Figs. 13—15 are associated with the
growth of amorphous silicon.

VI. SUMMARY AND CONCLUSIONS

The steady-state velocity-versus-temperature relation
for [001] liquid epitaxial growth of Stillinger-Weber sil-
icon has been determined by carrying out approximately
isothermal solidification and melting simulations. At
each temperature the growth or melting simulation is of
duration 115 ps, this time was selected by growing the
14SO K simulation to completion. The temperature of
the system is held constant by removing energy equal to
the latent heat of transformation at planes far removed
from the growth region. The results for all simulations
are given in Table I and Fig. 12.

The growth velocity for undercooling temperatures
down to 2SO K agrees well with published results in Ref.
4. The simulation data is fit qualitatively by the
transition-state formula, Eq. (5.5) parametrized to

33z (5,)
FIG. 15. The three-body energy profile, in arbitrary units, at

time step 210X10 into the 1000 K solidification simulation.
The three-body energy is larger for the noncrystalline region of
the sample mentioned in Figs. 13 and 14 which supports our
conjecture that this represents growth into an amorphous iike
structure.

Stillinger-Weber silicon. The temperature versus slope at
the melting point is —9.8 K/(m/s) for the simulation
compared to ( —15+5 K)/(m/s) in Ref. 4. Note that the
transition-state theory Eq. (5.5) also gives a good fit to the
experimental results of Galvin et ah. , even though we
have used the parameters of Stillinger-Weber silicon. For
example, we used the latent heat of fusion L =932 J/g,
where experimentally the heat of fusion is 1800 J/g.

The simulation velocity-versus-temperature relation
gives good agreement with the experimental literature
above 1350 K, however, the simulation gives growth into
a crystal for undercooling below the critical value for
amorphization. The reason for this is that Stillinger-
Weber amorphous silicon does not form easily upon rap-
idly cooling the liquid. At the high-temperature end we
find U = —190 m/s at 2424 K from Eq. (5.5), whereas the
experimental limit is T (3300 K for this velocity.

In the 1000 K growth simulation we observed the
growth of a few incomplete planes which may be associ-
ated with the growth of the system into an amorphous-
like structure. The velocity-versus-temperature relation
determined by simulation shows a clear asymmetry about
the melting point T„, ~u(To —T)~ =~u(T —To)~ but
shows no discontinuity in slope when passing through the
melting point.

Our results for liquid epitaxial growth of silicon are
important for studies attempting to model the growth of
layered structures by atom deposition using molecular
dynamics and the Stillinger-Weber potential. ' 3 These
atom deposition simulations are attempts to model
molecular beam epitaxial growth. As recently shown in
single-atom deposition the deposited atoms in such simu-
lations of silicon have large kinetic energies and are very
slow to reach thermal equilibrium with the substrate.
Our results show that large liquid-epitaxial-growth veloc-
ities of 10 m/s [13.6 ps per (001) plane] occur for temper-
atures as low as 1050 K or 60% of the melting tempera-
ture with the Stillinger-Weber potential. This lends sup-
port to the suggestion in Ref. 24 that in earlier deposition
growth studies using the Stillinger-Weber potential the
crystal growth may have been more like liquid epitaxial
growth.

One question in studies such as presented in this paper
is how the results are changed if a diA'erent number of
particles were used in the simulation. We carried out
[001] growth simulations with 1152 particles. In this
simulation there are 36 (001) planes with each plane hav-
ing 32 particles. The growth of the planes occurs in the
same general way in this larger system. We also carried
out simulations with a system of 1S30 particles in which
the growth of the planes was similar. For these larger
particle numbers we did not carry out detailed simula-
tions to obtain accurate growth velocities so the question
of the number dependence of the growth and melting ve-
locities in Table I cannot be estimated without further
simulations. Gilmer and colleagues have carried out
growth and melting simulations for Stillinger-Weber sil-
icon for larger systems and found results in general agree-
ment with our results. They have also prepared interest-
ing movies of the growth process which show the micro-
scopic growth and melting processes.
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