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New theoretical approach of transition-metal impurities in semiconductors

C. Delerue, M. Lannoo, and G. Allan
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A recently proposed self-consistent semiempirical tight-binding theory of substitutional
transition-metal impurities in covalent and ionic semiconductors is described in detail. It is shown
that it gives results with an accuracy comparable to that of local-density calculations and this has
been achieved without the use of any adjustable parameters. Physical features are analyzed through
a defect-molecule approach. Ionization energies are determined, allowing in several cases a direct
comparison with experiments. The connection between level positions and band offsets at hetero-
junctions is discussed. Finally, the extension of this calculation to the photoionization cross sec-
tions is presented.

I. INTRODUCTION

During the past ten years, important research has been
engaged for a better understanding of the transition-
metal (TM) impurities in semiconductors. These studies
are justified by the particular and significant properties of
these defects. TM ions create deep levels in most of the
covalent and ionic semiconductors. With experiments
like deep-level transient spectroscopy (DLTS) and elec-
tron paramagnetic resonance (EPR), several aspects of
the behavior of 3d impurities are now well known. First,
although free TM atoms show ionization energies larger
than 10 eV, several charge states can be localized in the
band gap of the semiconductor, indicating a strong in-
teraction between the defect and the medium. However,
the multiplet spectra of 3d impurities are quite similar to
those of the free atoms and therefore have been described
by the well-known Tanabe-Sugano diagrams. ' We can
add to this apparent conAictual behavior that the total
spin of the EPR detected defects seems to obey Hund's
rules, like the free atom, but electron-nuclear double res-
onance (ENDOR) data show an important spin delocali-
zation.

The main features of these impurities are now begin-
ning to be understood theoretically. Calculations of the
electronic structure using cluster or Green's function ap-
proaches, and based on the local density or tight-binding
approximations (see, for instance, Refs. 2 —12) are able to
give a clear idea of the electronic configuration of these
defects but the corresponding levels are obtained with an
accuracy not better than 0.3 eV. ' Effects left down like
multiplet splitting' lead to great difficulty in the inter-
pretation of experimental data. Moreover, in spite of this
progress, most properties of the TM impurities in III-V
or in II-VI compound semiconductors remain unsatisfac-
torily explained as is pointed out in reviews like Ref. 14.
Even recent local-density calculations lead to similar
problems. Furthermore, they require heavy computa-
tions which are difficult to understand and which do not
allow an easy extension to more complicated cases (see,
for instance, Sec. V).

The aim of the present work is to discuss the trends in
several physical properties on the basis of an extremely

simple and pedagogical molecular model, introduced in
Ref. 8, and which will prove as successful as for the va-
cancy in silicon. ' We also make use of the results of a
self-consistent tight-binding Green s function calculation
to predict trends in gap level positions and charge states
for 3d TM impurities in a variety of semiconductors.
These results are comparable to those of the local-density
(LD) calculations performed for Si and directly confirm
the validity of the molecular description. The physical
properties that will be discussed here are level positions
and their relation with the charge state, ground-state spin
configuration, relation between crystal field splitting and
ionization energies, connection between TM impurity lev™
els and heterojunction band offsets and, finally, the shape
and magnitude of the optical cross sections as determined
in deep-level optical spectroscopy (DLOS) experiments.
The good agreement which will be obtained in all cases
shows that our description is a correct starting point for
investigating more complex effects like multiplet split-
ting. '

In the first part, we discuss the molecular model in its
spin-restricted form and we recall briefly the basis of the
renormalization concept. Secondly, we present the
Green s function tight-binding calculation for the substi-
tutional impurities. General results are discussed in the
third part. Then we study the various charge states and
we show the importance of a spin-unrestricted calcula-
tion. Finally, four applications of these calculations are
proposed: (i) new empirical laws for the crystal-field
splitting and ionization energies of TM ions in semicon-
ductors are justified theoretically, (ii) optical cross sec-
tions are brieAy described and compared with experi-
ments, (iii) the connection between TM impurity levels
and heterojunction band offsets is analyzed and, (iv) con-
clusions about TM impurities are used to derive simply
the band structure of CoSiz.

II. RKNORMALIZKD MOLECULAR MODEL

We first recall the molecular model of TM substitution-
al impurities based on a tight-binding approximation
limited to a minimal atomic orbital basis set. The defect
states result in the simplest view from the interaction of
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the transition metal atom d states with the four dangling
bonds of the Ga vacancy. ' The d states, using symmetry
considerations, are divided in two classes: e-like d orbit-
als remain uncoupled leading to very localized states in a
more complete scheme (see Sec. III); tz-like orbitals cou-
ple with the corresponding tz state of the vacancy creat-
ing t2 bonding and t2 antibonding levels whose energies
are given by the diagonalization of the following Hamil-
tonian:

Ed V

V E„
where Ed, E, are, respectively, the d and dangling bond
state energies, and Vis their coupling. We find easily the
eigenvalues c, and c, ~ ..8'2

1 51+
(g2+ p 2)1/2

Writing nd=n, +6a +n~P and n, =6/3 +nba for an
6 n +n

electronic configuration t 2e 't 2, the self-consistency
can be simply achieved by imposing a linear dependence
of the diagonal terms of the Hamiltonian with respect to
the electronic population:

Ed =Ed o + Ud ( 71d fl d o )

E„=E,o+ U„(n, —n, o),

e ' =e+(5'+ V')' '
'2

with e=(Ed+E, )/2 and 5=(Ed E, )/2. —
The eigenstates are

It &=~It d&+Pl&. &,

~t 2 & =~l&~d &
—~ ~&2. &

1 5
ct = 1

(g2+ I/2)1/2

with

(2)

(3)

(4)

where nd, n, are, respectively, the electronic populations
on d orbitals and on dangling bond hybrids, Ud is the
average Coulomb energy for d electrons, U, is the
effective Coulomb energy for the t2 state of the vacancy
[U, is usually very small compared to Ud (Ref. 8)]. Edo
and E,o are, respectively, the d orbital energy for the TM
ion with ndo d electrons and the energy of the t2 state of
the vacancy occupied by n, o electrons (see Sec. III for de-
tails). This set of equations leads to the following one [if

o = (Edo E.o) /2]:—

5o+ Ud /2(nd —ndo+ 3)+ ( Ud —U, )nz /4 —U, (3—n„o)/2
(Ud+ U, )(6—n„)1+

4(g2+ V2)1/2

(6)

which can be solved by iteration.
We will take a value of 8 eV for the Coulomb parame-

ter Ud, but, as long as it is much larger than V, the exact
value of this parameter is found to be unimportant for
the accuracy of the results. The coupling parameter V is
in a first step deduced from the empirical Harrison's
rules. "

The molecular approach that we present here would be
sufficient to explain the major physical features of the de-
fect but would be inadequate to give quantitative values
because of the effects left down. The main problem is the
smallness of the cluster used. Picoli et al. presented a
renormalized defect molecule model which induces a
modification of the previous parameters to take into ac-
count the rest of the crystal. This leads to a reduction of
the coupling parameter V by the delocalization factor y,

V=y Vo, (7)

where Vo is the value calculated directly from Harrison's
rules. ' This reduction is due to the fact that the t2 level
of the vacancy is not totally localized on the four dan-
gling bonds. Thus the molecular model takes into ac-
count at least part of the effects of the medium on the im-
purity molecule. En these conditions, neglected effects are
the interaction of the TM ion with the backbonds of the

four neighbors and with more distant neighbors. Never-
theless, as we show in the following, these effects are
smaller so that, in any case, it does not seem necessary to
include a third level to interpret the behavior of the main
localized and resonant states as it has been suggested by
Zunger. ' The values of the parameters, the results ob-
tained with the molecular model, are presented and
justified in the Sec. IV.

III. SKMIKMPIRICAL TIGHT-BINDING
GREEN'S FUNCTION APPROACH

The aim of this part is first to present the Green's func-
tion calculation that we have performed here and second-
ly to give precisions about the set of parameters used in
this semiempirical technique. The technique is based
upon the Green s function theory in a tight-binding for-
malism. We start the computation with the calculation
of the Green's functions for the perfect host crystal
where the basis set consists of one s and three p states on
each atom. The band structure of the crystal is obtained
by the procedure described in Ref. 19 where interaction
parameters up to second neighbors are taken into ac-
count. For II-VI compounds, we have derived our own
set of parameters (see Table I). The Green*s functions for
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TABLE I. Parameters for the band structure of ZnSe and CdTe. As the spin orbit coupling is important in CdTe, we have taken
an intermediate I point (notations of Ref. 19).

CdTe
ZnSe

P (1)

—8.5040
—9.5130

P (2)

—0.9760
+0.0230

P (3)

1.0520
1.8200

P (4)

4.1780
5.5100

P (5)

—5.0893
—5.7958

P (6)

2.7170
4.1185

P (7)

4.4021
5.0643

P (8)

2.4481
3.1667

P (9)

4.7768
6.2721

CdTe
ZnSe

P (10)
—0.5180
—0.8165

P (11)
—0.6570
—1.0885

P (12)

0.2776
0.6422

P (13)

0.2776
0.6422

P (14)

0.2590
0.4083

P (15)

0.3285
0.5443

P (16)

0.0000
0.0000

P (17)

0.0000
0.0000

P (18)

0.0000
0.0000

CdTe
ZnSe

P (19)

0.0000
0.0000

P (20)

0.3401
0.4499

P (21)

0.3401
0.4499

P (22)

0.0000
0.0000

P (23)

0.0000
0.0000

the perfect crystal are calculated by integration over the
Brillouin zone. When this is done we proceed in two
steps: (i) we remove one atom (the cation in our case) to
create the vacancy and (ii) we replace it by the metal ion.
We use for this the Dyson equation:

G =60+GOVG,

where 6 is the perturbed Careen's function, Go the host
crystal Green's function, and V the perturbation matrix.
The vacancy is obtained by applying an infinite potential
on the removed atom. The TM ion is represented as in
the molecular case (see Sec. II) by its five d orbitals. The
interatomic components of the interaction matrix V are
deduced from Harrison's rules' for the first neighbors
and are neglected for the others. The calculation is then
performed self-consistently using the same linear depen-
dence of the d energy Ed with the d electronic population
nd as for the molecular model:

Ed =Edp+ Ud(nd ndp)

Finally, due to important screening effects in these
semiconductors, we also impose for a defect in the neu-
tral charge state the neutrality of the cell consisting of
the TM ion and its four neighbors (see Ref. 21 for a dis-
cussion of the charge neutrality condition). We do not
impose the neutrality of the TM ion directly because lo-
cal screening within the cell is not as efficient as in the
bulk crystal. The neutrality of the cell (i.e., the impurity
and its four neighbors) is achieved by a potential on the
four neighbors. In the same way, for a defect with a
charge state q, we impose a net charge of q/c. in this cell,
where c. is the dielectric constant. The self-consistency is
then obtained after an iterative procedure, the d charge
nd being simply calculated by integration of the irnagi-
nary part of the Careen's functions up to the Fermi level
E~. Finally, when self-consistency is achieved, the gap
and resonant states are given by the following equation:

Re[det(I —GpV)]=0 . (10)

An important point in such a semiempirical technique is
the justification of the parameters used. The validity of a
given choice of parameters is measured by its success in
the prediction of a broad range of physical properties.

Here we have chosen the empirical parameters and d
rules of Harrison' for the interatomic components of the
matrix V. We will see in the following part that these
empirical rules can directly deduced and justified by ex-
perimental data. The main problem left is then to write
the intra-atomic terms (the diagonal terms of the Hamil-
tonian matrix). We have assumed, as usually done in
tight binding, that the atomic orbital energies are ade-
quate for this calculation. We have thus taken Edo and
the average sp energy of the bulk crystal equal to the
free atom values calculated with the Herman and Skill-
man technique. For the TM atom, Edo has been deter-
mined for the configuration d " 's '. This can be qualita-
tively justified along the lines of Ref. 8 but we prefer to
view it as a clear-cut semiempirical prescription to be
tested by the overall success of the results. In this sense,
our model is completely free of adjustable parameters.

A final comment should be made about our neglect of
the impurity s arid p states that might be important, for
instance, in the case of Cu, where the d shell is filled.
This is partially justified by our previous calculation for
Si (Ref. 17) including these states and leading to almost
exactly the same results as here for the gap states. This
can be explained by the fact that the s state forms A i
bonding and antibonding states while p states only in-
teract weakly with the T2 gap states for reasons given in
Ref. 17. One can notice that the corresponding correc-
tion for the gap state is maximum for Cu and of order 0.2
eV.

IV. RESULTS OF THE SPIN
RESTRICTED CALCULATIONS

The problem of TM impurities in Si has been extensive-
ly studied by various techniques, particularly by
Zunger ' ' ' using the local-density approach. Neverthe-
less, there is a need for simpler models to point out the
main physical properties of TM impurities and to per-
form systematic analyses of trends. Furthermore, it is
very interesting to see that tight-binding treatments can
give trends with an accuracy comparable to what is ob-
tained from the local-density approximation (we will see
in the following that the comparison with experimental
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T1
V

Cr
Mn
Fe
Co
Ni
Cu

—4.86
—5.70
—6.50
—7.28
—8.02
—8.74
—9.44

—10.12

Si
Ga
As

P
In
Sb
Cd
Te
Zn
Se

—14.24
—11.39
—17.34
—17.03
—10.13
—14.82
—7.70

—17.11
—8.40

—20.32

—7.03
—4.92
—7.92
—8.35
—4.69
—7.26
—3.38
—8.59
—3.38
—9.53
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TABLE III. Energy levels (in eV) for the cation vacancies in
various semiconductors. Localization factors of the t2 levels on
the first neighbors are also given.

TABLE IV. Calculated values for the average exchange in-
teraction J [see Eq. {12)]. Racah parameters B and C (Ref. 29)
are derived from Ref. 30 (all the values are in meV).

Si
GaAs

GaP
InP

ZnSe
CdTe

a I (eV)

—0.68
—0.39
—0.28

0.37
0.1,7

—0.18

t, (eV)

0.36
0.06
0.38
0.67
0.78
0.16

Localization

60%
47%
63%
57%
66%
60%

85
310
376

83
302
367

89
349
411

109
391
478

Fe

108
455
522

Co

110
479
543

130
539
622

In any case, the molecular model is a very good tool
whenever one needs to point out particular trends in the
properties of TM ions in semiconductors (see, for exam-
ple, a recent application, Ref. 26).

The one-electron levels of TM impurities in III-V and
II-VI compound semiconductors almost show the same
behavior as in Si and their characteristics are similar.
Nevertheless, as gaps in ionic semiconductors are often
wider than the Si gap, more than one localized state can
be seen. Moreover, we have observed an increase of the
localization of the tz levels on the d functions in II-VI
compounds (=80%%uo for Cr in ZnSe). Recently, Mar-
tinez reached the same conclusion from an analysis of
optical cross sections. Comparison with results from
various authors is also impressive. Singh and Zunger
have calculated acceptor levels for the 3d series from Cr
to Zn in GaP with their self-consistent quasiband
crystal-field Green's function method. For example, they
found localization factors on the d orbitals for the t2 lev-
el of 2% for GaP:Cu and 50% for GaP:Fe while we find,
respectively, 4%%uo for Cu and 58%%uo for Fe in our work.

V. SPIN POI.ARIZED APPROACH —COMPARISON
WITH EXPERIMENT

where J is the average exchange integral between two
different orbitals. Using the Racah parameters 2, B
and Gri%th's tables, we obtain '

J =y( ,'B +C—), (12)

Si

where y is a reduction term taking in account solid-state
effects (we keep the value y =0.72 of Ref. 8). The values
for J are summarized in Table IV.

The previous equations can be solved self-consistently
both for the defect molecule and the Green's function
calculations. In the case of the molecular model, this
leads to a simple combined resolution of two 2 X 2 Hamil-
tonians. Due to the simplicity of the algorithms (even for
the Green's function model), we have obtained all the
spin-unrestricted results from Si to CdTe. We have also
undertaken calculations for the maximum and the
minimum spin configurations when possible. The e and
t2 antibonding levels from the Green's function calcula-
tion are plotted in Fig. 2 for Si and 3 for CdTe. Simple
interpretations of these curves can be given directly by
using the molecular model. Figure 2 (spin-unrestricted
results for Si) can be separated into two parts, Fe being at
the boundary. For the 1ighter atoms, the exchange split-

Transition-metal atoms are subject to important
many-electron phenomena which do not disappear when
they are introduced in the crystal. This leads to multiplet
spectra which will be studied in another paper. ' In the
one-electron approximation used here, it is important to
carry on an unrestricted treatment of the problem in or-
der to examine the importance of the exchange terms on
the self-consistency of the system. We will see that the
simplicity of our algorithms allows us to perform for the
first time, to our knowledge, calculations for all the tran-
sition series in III-V and II-VI semiconductors (Vogl and
Baranowski first used a tight-binding approach through
an Anderson Hamiltonian theory which includes, a rather
large number of pajameters and diverges somehow from
the results of more recent calculations).

Our spin polarized treatment has been previously
developed by Picoli et a/. in the defect-molecule model.
In this treatment the spin-dependent atomic energies of
the d states are written under the form

E(ev)

2

-5

Cu Co Fe

SPIN MINIIIUM

SPIN Meri]IUiI

J
+do+ Ud(nd &do) (nd$ ndt ),

2

J
d t =Fdo+ Ud(nd ndo)+ —

(nest
—nd t ), —

2

FIG. 2. Results from spin-polarized Green's function calcu-
lations for neutral TM ions in Si. Only the e and t2 levels are
represented ( f' spin up, $ spin down). The high spin
configuration (dotted lines) is only obtained for Mn.
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E(eV)

CdTe

() CHARGE STATE

. :!~~
t

r

r

SPlN Mlw&MVM

SPtV MAitrvv

N1 Co Fe Mn Cr

FIG. 3. Results from spin-polarized Green's function calcu-
lations for neutral TM ions in CdTe (same notations as Fig. 2).
In all the cases, the high spin configuration is obtained.

ting is rather strong for the e levels but is sensibly re-
duced for the t2 levels. The e level is very localized on d
orbitals, and therefore, an asymmetric population of the
e& and e& levels will lead to a large splitting. The t2
splitting is reduced due to the important hybridization
with the sp orbitals which are less spin polarizable (we

neglect this effect in our approach). This is also the
reason for the small exchange splitting for the heavy TM
atoms for which the e levels are completely filled. We
were only able to obtain a maximum spin configuration
for Mn in Si (Mn is the only experimentally observable
substitutional TM impurity in silicon to our knowledge).

Beeler et al. " calculated the substitutional TM impur-
ity levels in an unrestricted muon-tin orbital technique
which gives essentially the same results but with a larger
exchange splitting for the t f level. For CdTe (Fig. 3) and
the other ionic -compounds, a high spin configuration is
often found due to the decrease of the crystal-field split-
ting. The sole exception to the Hund's rule is found for
neutral Co in GaAs, GaP, and InP for which a low spin
configuration is imposed by the presence of the e levels in
the valence band. It is interesting to note that neutral co-
balt has not yet been observed experimentally. The ex-
change splitting parameter is increasing in III-V and II-
VI compound semiconductors. This fact is related to the
increase of the t2 localization on the d orbitals (particu-
larly for II-VI compounds).

To our knowledge, there is only one other work con-
cerning TM impurities in III-V compounds in an unre-
stricted form, from Katayama-Yoshida et al. treating
GaAs:V for V + and V +. They obtain a mean position
of the e level close to ours but their exchange splitting is
larger by a factor of 2. In spite of this, they conclude
that V + is low-spin-like because of the localization of
the two t2 levels in the conduction band. We do not get
the same conclusion because our tz& level lies within the
gap. They find an exchange splitting for the t2 state that
is practically negligible. This means that their antibond-
ing level has no d character on the impurity and is totally

GaAs

E(ev)

f,2

(-/~f
(--/-) 7-1o)

( /o)
(-/o)

j..o

0.8

0.6

()4
t )( /)

0.

(-/o)
( /, )

(o/+)
(-/o)

(o/+)

Cu

(- o)

(- o)

90

(-/0)
( o)

I

Fe

(o./+)
(-/o).

(- o)

(- o)
(o/+)

(o/+) (o/~)
olH .

I

Cr

(o/+)

(o/+)

FIG. 4. TM impurity levels in GaAs. The right-hand side shows the theoretical levels (dashed line for low spin configuration,
solid line for high spin). The left part is devoted to the experimental results (dashed line for internal transitions).
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GaP.

E(ev)-

(-, o)

(—/-)
(—I-)

i.0

0.8

0.4

(oJ ) .

(J )

(+/++)
( /o)(o/+)

(+/++)

(-/0) (-/p) (0/+) g /o)
(-/o)

(-/p)

(o/+)

(pJH.

(-/o) (p/+)

(o/+)

(o/+)

C Ni C Fe h![n C

FIG. 5. Same as Fig. 4 for GaP.

localized on the dangling bonds. It is also surprising that
the t2 level position is invariant for the two charge states.
All these facts are in disagreement with our calculation
and with their conclusions for GaP.

One purpose of the present work is to predict theoreti-
cal ionization energies and compare them with experi-

mental data. Using the Slater transition state, we calcu-
late these energies for both low and high spin
configurations. The results are given in Figs. 4—8 for
GaAs, GaP, InP, ZnSe, and CdTe. For each Tm, the
right-hand side shows the theoretical levels (dashed lines
for low spin configurations), and the left-hand side the ex-

E{ev)

i.4
(-Io)

WW ~ &&%We

(- o)

i.0

0.6

0.4

0.2

(- o)

(o/+)

(+/++)

ply.

(-/o)

-7 --(-/~))

(o7+

(-/o)

(o/+)

(o/+)

(o/+)

(p/+)
(o/+)

I

Ni
t

Co Fe
I

MII

I

CI

FIG. 6. Same as Fig. 4 for InP.
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ZnSe

E(~v)

2,5

2,4

2.2

1,6

1.4

i.2

(-/oI

(-/p)

(-ip)

(-/p)

(-/p)

( /ph

(%+3 .
(p/+I

f.C)

0.8

0.6

0.4

0.2
(+/++) (0/+)

«/+}

(wJw+)
(+/++) (+/++)

(, o le Mn

FIG. 7. Same as Fig. 4 for ZnSe.

perimental values (dashed lines for internal transitions).
These experimental values are mainly deduced from the
compilations by Clerjaud' and Zunger. ' First, it is con-
venient to discuss the levels which are directly compara-
ble with experimental data, i.e., for which our spin-
unrestricted treatment is expected to work (i.e., where the

e and t 2 orbitals are populated by only one or two elec-
trons). It is the case for donor levels of Ti, double accep-
tor levels of Cu in III-V semiconductors, and acceptor
levels of Cu in II-VI compounds.

Concerning the donor levels of Ti, experimental data
are available only in GaAs and InP: we find a very good
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FIG. 8. Same as Fig. 4 for CdTe.
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TABLE V. Predicted energy levels obtained from a compilation of calculated and experimental lev-

els (see text). An interrogation mark following the value (in eV) means that the prediction is more
doubtful.

GaP

Cu( ——/ —) 0.82
Cu(0/+) 0.30?
Ti(0/+) 0.90
Ti( —/0) 1.81
V(0/+) 0.25
Cr(0/+) 0.80

InP

CU( ——/ —) 0.71
Cu( —/0) 0.50
Cu(0/+) 0.35?
V( —/0) 1.40?
Cr(0/+) 0.62

Cr( ——/ —) 1.30?
Ni( —/0) 0.45?

Ni( ——/ —) 1.20

ZnSe

V(0/+) 2.10
Ti(+/++) 0.71

Cu( —/0) 0.85
Cu(0/+) 0.51

Cu(+/++) 0.22

agreement with a mean error inferior to 0.1 eV. Further-
more, the double acceptor level of Cu in GaAs is predict-
ed very accurately (0.03 eV between theory and experi-
ment). We have found previously that the t 2 level of Cu
is very localized on the dangling bond states so that the
multiplet corrections will be weak. This explains why in
GaAs and GaP the agreement for the Cu acceptor level is
better than 0.1 eV. All these results are very satisfying
and prove the efficiency of a tight-binding approach, even
for numerical and quantitative calculations. We can also
note that Singh et ah. have obtained acceptor levels in
GaP very close to ours.

It is then possible to predict several levels. First, for
Cu, levels can be found in GaP and InP in the lower part
of the gap. In GaP, a donor level is predicted for Ti at
0.9 eV: the good agreement for these levels in GaAs can
give confidence in these predictions. A double donor lev-
el for Ti in ZnSe at 0.70 eV seems also realistic. Another
important point to emphasize is that the positions of ex-
perimental levels with respect to the theoretical ones are
similar in all isovalent compounds. In effect, it is reason-
able to consider that multielectron effects will be
equivalent for a given level in various semiconductors,
provided that the electronic properties of these corn-
pounds are close together. Therefore, using the fact that
in GaAs and GaP, predicted double acceptor levels for
Ni are localized at -0.1 eV under the experimental
values, we can easily predict the same level in InP at 1.2
eV (calculated level: 1.1 eV). Table V summarizes some
predicted levels obtained by this procedure. Other levels
can be expected to lie in the band gap but their energy
cannot be given for the moment with a sufficient accuracy
(for example, an acceptor level for Mn in ZnSe and CdTe
is probable; see Figs. 4—8).

A. New universal empirical laws

Recently, two new empirical laws for the crystal-field
splitting 6 and the ionization energy El of transition-
metal ions in semiconductors have been justified theoreti-
cally. The first one concerns the product E&h which
turns out to be proportional to d where d is the intera-
tomic distance, at least for a given impurity in different
semiconductors. This rule has been verified experimen-
tally for various semiconductors. Figure 9 shows that
this rule is effectively justified by the Green s function re-
sults. This law can be understood directly on the basis of
the molecular model. We have seen in the first part that,

ln(E. A'-
'i
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VI. SOME APPI.ICATIONS OF THE
GREEN'S FUNCTION CALCULATION

0.85 )i

)(
GaP

0.90

ZnSe InP

0.95

ZnTe

ln(d)

We have seen that the complete semiempirical tight-
binding Green's function calculation gives results whose
accuracy is comparable with local-density ones. The rela-
tive simplicity of the algorithms and the direct correspon-
dence with the defect-molecule model allow us to consid-
er a wide range of applications. We propose here four
such applications which are developed in other publica-
tions.

ZnS

Gais

FICx. 9. Plot of in[Elb, (eV )] versus ln[d(A)] (d interatomic
distance) where b, is the energy of the zerophonon line of the
transition 'T2~'E for Cr + (, experimental; 5, calculated)
and 2z~ T2 for Co +

( X ) in various semiconductors.
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first part that, in the molecular model, each t2-like d or-
bital can be treated separately. Then the wave function P
can be written as

ACF

INTERNAL TRANSITIONS vs IONICITY

1O=ad&bd+ g a

where Nd is one of the d orbitals and the N belong to
the remaining crystal. It is easy to show that the eigen-
states of the Harniltonian follow the equation

O.S

E =Ed+ g E —E (14) 0.7

0.5

where E is the energy of the state N and Vd is the cou-
pling term between +d and N . As the neighbors of the
TM ion are the anions and the t2-like combinations of the
anion states mainly belong to the top of the valence band
E„, we can approximately replace E by E, (this corre-
sponds to another manner of building a molecular mod-
el), which leads to

0.5

0.2

0.1

co' {'z, T) g

cd
C3

II I

0.5 IONICITY

(E —Ed)(E E, )= g—Vd (15)

As the crystal-field splitting is equal to 4=E —Ed and
the ionization energy from the valence band to
EI =E —E„we obtain finally

FICx. 10. Relationship between the effective crystal-field split-
ting and the ionicity for Cr +

( T2~ E) (, experimental; X,
calculated) and for Co'+ ( A 2~ T2 ) ( D„, observed).

Applying Harrison's empirical rules. ' in which Vd
varies as d, EI6 will vary as d . Therefore,
Harrison's laws receive a direct experimental confirma-
tion.

The second empirical law described in Ref. 22 shows
that the crystal-field splitting varies linearly with the bulk
Phillip's ionicity. Figure 10 clearly makes evident the
validity of this law for Cr +( T2~ E) and
Co +( A2~ Tz) internal transitions. In the same figure,
corresponding calculated crystal-field splittings show the
same linear dependence (with a constant shift which is
due to the multielectrons effects). A simple analytical
formula can be obtained for this law again on the basis of
the molecular model of Sec. I in the approximation of a
strong screening, i.e., we suppose that the TM ion is neu-
tral. In this extreme case, the crystal-field splitting is
fixed entirely by the bulk ionicity with a quasilinear
dependence. This empirical law still confirms the impor-
tance of screening effects. We again see that the molecu-
lar model gives good tendencies and provides the right
physical interpretation.

B. Optical cross sections

A new approach to the calculation of the optical cross
sections has been recently applied to the case of the va-
cancy in silicon. This is based on a tight-binding
Green's function formalism for the electronic part (i.e.,
without electron-lattice interaction) of the optical cross
section. We have applied this formalism to the case of
the TM substitutional impurities in semiconductors. A
complete study of the optical cross sections of the 3d

series in Inp has been performed. Detailed results are
published elsewhere. ' This new approach allows us to
calculate directly the absolute value of the optical cross
section versus frequency which can be compared with the
experimental one. We will see that the comparison be-
tween theory and experiment can definitely give support
to a model for the electronic configuration of a defect.

The shape of the experimental optical cross sections
contains information about the transitions from the de-
fect levels (fundamental or excited) to the bands or about
the presence of internal transitions. The analysis of the
absolute values can be related to the nature of the wave
function of the defect. The direct comparison in Fig. 11
between theoretical and experimental spectra is also a
test for the validity of a given model. Let us, for in-
stance, in Fig. 11 discuss the optical cross section spectra
for Ti(0/+) in InP. The cr„spectra (transition of an elec-
tron from the defect to the conduction band) shows an
important peak centered around 0.62 eV. We do not ob-
serve it on our theoretical spectra of a transition with the
conduction band. This peak is in fact correlated with an
internal transition (here E~ T2) in the final state: the
addition of this internal transition leads to a very good
agreement between theory and experiment. The optical
threshold at —1.3 eV is associated with the transition to
the bottom of a conduction band (L, ). The weak abso-
lute value for cr„(10 ' cm ) is evidence of the involve-
rnent of the e level as predicted by the calculations.
Such an analysis can be pursued for the entire 3d
series: ' we have been able to show, for instance, that
the observed optical cross section for Co( —/0) is not
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A novel empir'ical approach for the prediction of band
offsets at semiconductor heterojunctions has been recent-
1 roposed. In this approach the valence band discon-y propose .

lev-tinuity would be given by just the difference in energy ev-
el positions of a TM impurity in the two compounds
forming the heterojunction. This was based upon the ob-
servation that TM impurity levels can be aligned in iso-
valent semiconductors, i.e., that it is possible to align all
the levels of TM impurities by a simple shift of the corre-
sponding band structures. Up to now, there was no
theoretical proof of this new empirical rule. Figure 12
shows the plot of several TM levels in III-V compound
semiconductors. Valence band edges are shifted with
respect to one another so that the mean square deviation
between corresponding levels is minimized. The obtained
band offsets are found to be 0.11, 0.39, and 0.96 eV for
InP/GaP, GaAs/GaP, and CdTe/ZnSe, respectively, in
excellent agreement with the values deduced from experi-
ment (0.17, 0.33, and 0.80 eV, respectively).

Two physical explanations for this correlation were
given recently. First, Zunger and co-workers argueed
that the TM impurity levels could be pinned to the vacu-
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um level. We have shown recently that this is neither ex-
perimentally, nor theoretically justified. Secondly, Ter-
sofT' and Harrison have used the molecular model
developed previously to show that the Tm levels are
pinned to the tz state of the vacancy. At the same time,
they try to demonstrate that the band discontinuity at
heterojunctions also corresponds to an alignment of the
t2 levels of the cation vacancies. Their latter argument
was not very conclusive and we have shown that the TM
levels are pinned to the average dangling bond level (this
is due to the potential on the four nearest neighbors
which increases the inAuence of the whole crystal and, as
we have seen in the first part, this effect cannot be ac-
counted for the molecular model). In a recent paper,
Lefebvre et al. have clearly established that a semicon-
ductor heterojunction is characterized by the alignment
of the respective average dangling bond levels of each
semiconductor. Therefore, the TM alignment at hetero-
junctions is plainly justified.

E (Ry)

- 0.5

-1.0

-1.5

W X

D. Band structure of TM compounds

The use of atomic energies and semiempirical rules for
the interaction parameters in the determination of the
electronic properties of TM impurities in semiconductors
gives remarquable results. This success if of great in-
terest for numerous expectable applications. It is, for ex-
ample, interesting to verify if such a semiempirical pro-
cedure could be applied to the determination of the band
structure of TM metal compounds. We have calculated
the band structure of CoSi2 using the tight-binding
method of Slater and Koster. ' The interatomic parame-
ters are considered only up to second nearest-neighbors
interactions. We have used for this the semiempirical
rules of Harrison. ' The energies of Co and Si are the
atomic ones listed in Table II. The structure which is ob-
tained in this way is given in Fig. 13 for the main direc-
tions in reciprocal space. It compares favorably with the
band structure calculated in Ref. 42.

FIG. 13. Band structure of CoSi&. Parameters used are given
in the text.

VII. CONCLUSION

A general study of substitutional TM impurities in the
most common semiconductors has been carried out
within a charge-dependent tight-binding framework. The
simplicity of the algorithms transforms the models used
into eKcient theoretical tools for further studies as has
been demonstrated through recent applications. We have
shown that a semiempirical tight-binding method can
give quantitative results, and, at the same time that a
molecular model provides in a rather simple way clear ex-
planations on the physics of TM impurities in semicon-
ductors.
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