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Thin-source concentration-dependent diffusion: A full solution
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A new method of analysis is developed for solving the problem of an initially thin source of im-
purity ions diffusing into a host solid when the mechanism of transport involves a concentration-
dependent diffusivity. In order to extract a diffusivity from experimental data we show that the fun-
damental experiment required is a measurement of the diffusion profile at two different times. The
constant and the concentration-dependent contributions to the diffusivity then can be isolated by re-
quiring the initial measured profile to propagate into the final measured profile. The analytic pro-
cedure presented here is shown to be a full solution to the problem of a diffusivity that varies linear-
ly with concentration: D (C)=Do(1+aC), where a is the strength of the nonlinear term. A matrix
of orthogonal functions determines the time evolution for an arbitrary thin-source initial state. We
show that the total diffusant amount is conserved and that the solution is naturally expressed as a
power series in n. The persistence of curvature on ln(C)-vs-x axes is then derived from the asymp-
totic (long-time) properties of the nonlinear equation solution. The solution up through order cx is
then explicitly constructed for an arbitrary thin-source initial state.

I. INTRODUCTION

When a linear diffusion equation with a constant
diffusivity is obeyed, the diffusion of an initially thin
source of material into a semi-infinite solid gives a Gauss-
ian penetration profile. On ln(C)-vs-x axes, Gaussians
plot as straight lines. Curvature in the penetration profile
on ln(C)-vs-x axes means a non-Gaussian profile, and
this is often taken as an indication of concentration-
dependent diffusion, where the difFusivity D(C) depends
on the local concentration C. In planar geometry, Fick's
laws then give'

t)C t) t)C
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Although concentration-dependent diffusion (CDD)
equations have been formulated for many diverse physi-
cal systems, the resulting nonlinear equations have histor-
ically proven difficult to analyze, preventing both deter-
mining accurate physical parameters from experimental
data and hampering quantitative comparison of data with
differing CDD models that might be developed for
describing the transport physics.

Here, a new method of solution for the nonlinear
diffusion equation is developed for the thin-source
configuration when the diffusivity varies linearly with
concentration. This method uses a matrix of orthogonal
functions to describe the time development of the concen-
tration profile and it allows an arbitrary function to be
used for the initial state.

For a thin-source experiment, the total amount of
diffusant must also be conserved. This is expressed as a
conserved side condition of

where K is necessarily independent of time, and where
reAection symmetry has been used to convert the semi-

infinite interval x =(0, co ) into a double-infinite interval
x =( —oo, + ~ ). We show how proper handling of this
constraint gives rise to the "persistence of curvature"
phenomenon [ln(C)-vs-x axes] which is often associated
with CDD systems.

The fundamental experiment which goes along with
this solution method is a two-time experiment in which
penetration profiles must be measured for an initial and
final time t~ and tF under similar experimental condi-
tions. The initial state C(x, tt, ) is propagated forward in
time, using the nonlinear analysis technique, to determine
a test final state C(x, tF) with various trial values for the
parameters Do and o, . These test final states can then be
compared to a measured final state CF(x, t„) to determine
Do and a.

In addition, having a full solution gives valuable in-
sight into how nonlinearity can affect the solution of par-
tial differential equations.

II. BACKGROUND

A. Origin of concentration-dependent diffusivities

The basic physical mechanism responsible for
concentration-dependent diffusion in solid-state systems
is generally well understood, and it is due to the vacancy
mechanism dominating the diffusion process. It results in
D —[u], with [u] being the vacancy concentration. For
many ionic and covalent solids, the positive ion is more
mobile, usually being smaller, and diffusion is then con-
trolled by the concentration of positive-ion vacancies
[u+]. When a foreign metal ion enters substitutionally,
to balance the charge mismatch of a heterovalent ion, the
levels of the [u+] lattice vacancies will often change.
Since the diffusivity D depends on [u+], the D value then
becomes a function of the local diffusant concentration C.

When the diffusing ion has a greater positive charge, it
results in a locally enhanced D value, as in the case of
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Ca + diffusion in NaC1 and KC1, where each Ca atom
can bring in an extra vacancy, so that a [Ca + ]-[u+ ] pair
replaces two [Na+ ] or [K+ ] sites. Conversely, Na+
diffusion into a Ca-based ionic crystal suppresses the
[u+] concentration, resulting in a locally depressed D
value.

The CDD effect is not limited to strongly ionic crys-
tals, but is expected to generally occur in nonmetallic sys-
tems where few free electrons are available for screening
a heterovalent ion. Indeed, the CDD effect has been ob-
served in oxides ' and in dopant profiles in Si, '

GaAs, ' and CdS. ' What may be different among
these diverse systems is the actual form of the CDD in-
teraction. For example, additional factors such as the
equilibration between [u ] and [u ] sites via the law of
mass action also can alter the local vacancy concentra-
tion. Even with these additional processes, however,
the heterovalent ions still cause appreciable changes in
the local [u+] concentration, resulting in a CDD process
within the diffusion zone.

In this work, the simplest CDD model is studied,

D (C)=Do(1+aC), (3)

which corresponds to each heterovalent ion introducing
exactly one extra vacancy, neglecting mass-action law
corrections due to vacancy-vacancy interactions. In Eq.
(3), a is a measure of the nonlinearity of the system, and
it corresponds roughly to the inverse of the intrinsic [u + ]
concentration in the absence of the heterovalent ions C.

B. Thin-source geometry and COD systems

Numerous methods have been developed to approxi-
mate the solution of the nonlinear dift'usion equation [Eq.
(1)] for various D(C) functions and boundary conditions.
One large class of solutions is based on a method
pioneered by Boltzmann and Matano, where the two
independent variables (x, t) can be replaced by one com-
bined variable,

g =x l4Dot,

reducing the partial di6'erential equation for C(x, t) into
an ordinary one for C(g). However, this method can
only be used with certain types of boundary conditions,
such as an initial step-function concentration or for
diffusion out of a finite slab into a well-mixed medium
where C =0 on the surface.

The thin-source geometry, in contrast, does not readily
admit solutions where C (x, t) can be written as a function
of g only. The few solutions that have been found for this
geometry often have undesirable properties, such as prop-
agating discontinuities, ' or they are solutions which
do not inherently conserve mass, ' or Do must vanish
while keeping (aDO) finite.

Whereas the diffusion equation solution for a step func-
tion and for the thin-source initial state are simply relat-
ed in the constant D case, those two boundary conditions
are totally different for the CDD process. The reason can
be seen from examining Eq. (3). A step function with a
maximum concentration of Co sets a specific upper limit
for D(C) compared to Do. In contrast, the thin-source

initial state, which is often idealized as a 5(x) function, or
at least a thin tall Gaussian, spans an arbitrarily large
range of concentrations, resulting in ratios for D (C)/DO
which initially can be very large.

Using a diffusivity linearly dependent on concentration
to model this initial stage of diffusion thus can give local
diffusivity values that are so large that other transport
processes can become significant factors. In addition, the
mathematical idealization of a thin source as a 5(x) func-
tion cannot be used for nonlinear equations, because alge-
braic functions of 5(x) cannot be consistently defined.
Because of these factors, the profile in the very initial
stages of diffusion can be very non-Gaussian, whereas
many of the numerical computations that have been per-
formed ' ' have used a Gaussian to model the thin-
source initial state.

These difficulties associated with specifying what
occurs during the very initial stages of the thin-source
CDD process require using a two-time experiment as the
fundamental experiment for this type of boundary condi-
tion. A diffusion anneal should first be done for an initial
time tz, followed by a second anneal under similar condi-
tions for a longer time tF. One may then describe how
the thin-source system propagates from an initial t =tz
state into the final t =tF state. The nonlinearity of the
system is then determined by the highest concentration
present in the initial C(x, tz ) state. A perturbative solu-
tion to the nonlinear equation may then be applied to de-
scribe the t ) t~ regime, and we derive that solution here
up through order a . What one gives up for a reduction
in net system nonlinearity is that the analysis method has
to allow for an arbitrary function as an initial state. A
Gaussian or a 5(x)-like function can no longer be as-
sumed to automatically be a good match for the initial
t =tR state.

III. INITIAL STATE

In order to determine what a given initial state propa-
gates into, a parametrization of the initial state is needed.
To use a complete orthogonal function set for describing
the initial state means that any initial measured profile
can be uniquely parametrized by that series, given that
the series exists and converges. To do this, we
parametrize the initial t =tz state by using the orthogo-
nal function set that is a generalized thin-source solution
to the linear diffusion equation.

The Gaussian thin-source solution for the constant
diffusivity case consistent with total mass conservation
[Eq. (2)], is

C(x, t)= exp( —x l4Dot),K 2

(4~D, t)'"
and it can be easily generalized into a complete orthogo-
nal function set to allow for a non-Gaussian initial state.
One uses the following substitution in Eq. (5):

4Dot ~X~ +4DO(t —t~ ),
followed by taking derivatives with respect to x on both
sides. This procedure gives a "generalized thin-source"
solution to the linear diffusion equation,
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p =N,.

C(x, t)= g. . . H, (z) exp( —z ),
I (p+1/2) 2p

I =I 0+[4DD(t tR )—/X~],

z'=x'/(rX, ') .

(7b)

(7c)

Here tz, XR, I 0, and the series IB;p =(O, X, ) I are all

arbitrary constants which specify the initial state, and

Hz„(z) are the even Hermite polynomials. The t =tR
limit is a complete orthogonal function representation for
the thin-source initial state, for both the linear and non-
linear diffusion equations.

We will show in succeeding sections that Eq. (10) does
indeed solve the nonlinear diffusion equation of Eq. (9),
where the coefficients g (m, n) can be recursively calculat-
ed, and are functions of I only, I being a normalized
time parameter. In addition, we will show that the series
solution represented by Eq. (10) is, in general, conver-
gent, and that it (1) uniquely specifies the time develop-
ment from an initial r = tz state, (2) conserves net
diffusant amount, and (3) predicts the persistence of cur-
vature [on ln(C)-vs-x axes], specifically due to the non-
linear nature of the diffusion equation.

B. Overview of the nonlinear dift'usion equation solution

IU. NONLINEAR DIFFUSION EQUATION

A. , General thin-source solution

A concentration-dependent diffusion equation in one
rectilinear dimension can be written, using Eq. (3), as

BC D
r) (1+ C)

BC
at OOX aX

'

where a is a parameter describing the strength of the
nonlinearity and Dp is the intrinsic diffusivity in the ab-
sence of nonlinear effects. Transforming from the vari-
ables (x, t) to (z, I ) gives

In this section we provide an overview of the full solu-
tion being developed here. This overview serves not only
as a guide through the full solution but also it shows
which elements of the full solution become related to-
gether due to the nonlinearity of the system.

The set of functions in the nonlinear equation solution

g (m, n) can be arranged in a matrix form as follows:

g(0, 1) g(1, 1) g(2, 1) g(3, 1)

g(0, 2) g(1, 2) g(2, 2) g(3, 2)
G(I )= g(0, 3) g(1, 3) g(2, 3) g(3, 3)

41- BC 8 (1+ C) BC+2 BC
aI. az az

'
az ' (9)

where Eqs. (7b) and (7c) were used for I and z, respec-
tively. The parameter I" alone defines the time evolution
of the system.

One can now select between two possible viewpoints to
rnatch experimental data. Suppose Do is known before-
hand; then I =I o corresponds to the initial state, and
I ) I o will be the time evolution of that initial state. Al-
ternatively, if Do is not known beforehand, and a final

state at t =tF is measured in addition to the initial t =tz
state, then I" can propagate through the range of possible
Dp values. The particular I value which gives a predict-
ed profile that most closely matches the measured final
state at t =t~ then determines Do. For example, . if the
final t =tF state were matched well using I = I"o, it would
correspond to a diffusivity Do that is vanishingly small.

Using the orthogonal function solution to the linear
diffusion equation [Eq. (7a), a=0], as a trial solution for
to the nonlinear case does not work without substantial
modifications. The reason is that each term in Eq. (7a) is
of the type —exp( —z ), and the nonlinear operations will

generate terms of the type —exp( —2z ). These terms
can combine, again due to the nonlinearities, to general
new terms —exp( —3z ) and -exp( —4z ), which then
generate even higher-order terms. Thus a minimum
spanning space of functions to solve Eq. (9) is

C(z, I )= g g g(m, n)H2 (zV'n ) exp( —nz ) . (10)
n=l m=p

Each g (m, n) term will be a function of I only, primarily
due to the fact that each row (distant n value) is a com-
plete orthogonal function expansion by itself. Since I is
a time-evolution parameter, the equation governing each
g(m, n) term will be first order in I, since the original
diffusion equation is first order in time. Each g ( m, n )

term will then have a separate constant that must be
determined from the t = t~ initial state.

The first row (n = 1) in the G (I ) matrix will also cor-
respond to a full thin-source solution to the linear
diffusion equation; thus one will be able to match any
given finite initial state just by using this part of the non-
linear equation solution.

Once a particular initial state is matched using the

g (m, n = 1) functions, all the other functions,
g(m, n ) 1), must then be set to vanish at the initial time

t~ so as to not alter the shape of that initial state.
Mathematically, this criteria becomes the following con-
straint for n ) 1:

lim g(p, n ) 1)=0 .
r r,

(12)

This constraint then assigns a specific value to all the "ar-
bitrary" constants that appear in the G (1 ) matrix.
Matching the linear equation solution as given in Eqs.
(7a)—(7c) then determines the initial state for the set of
g(m, n) functions,
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For the linear diffusion equation (a =0), the time evolution of G(I ) is simply

G(l, a=0)=

/I"' g, /I jp2/I g /p
0 0 0 0 ~ ~ ~

0 0 0 0 ~ ~ ~
(14)

rejecting the fact that for linear systems, each orthogo-
nal function component propagates in time independently
of all others. Similarly, any orthogonal function
coefBcient which vanishes for the initial. state remains
zero for all times thereafter in the linear equation case.

For the nonlinear equation, however, individual
g (m, n) components will grow from being zero at the ini-
tial state. Determining this time evolution for individual
elements in the G(I") matrix then completes the non-
linear equation solution. It is during this part of the cal-
culation that the special properties of Eq. (10) become
evident as being the true equation solution, instead of be-
ing just a good approximation.

While the time evolution of the g(m, n) functions is
governed by first-order differential equations, they could
have formed a system that was neither linear nor recur-
sively calculable. However, for the particular series
chosen in Eq. (10), the systems of g(m, n) equations are
recursively calculable and consist entirely of first-order
linear equations. In addition, this solution also rigorous-
ly preserves total diffusant amount [Eq. (2)], which is a
physical requirement of thin-source diffusion. Together,
strict mass conservation and recursivity allow the asymp-
totic form of the G(I ) matrix to be determined. What
we then find, for the long-time (large-I ) limit, is that the
G (I ) matrix asymptotically approaches

G(I )=
0
0

0

/2 g /I 3/2 g /I 5/2 g /I 7/2

—1/I ' —1/I' —1/I'
1/r3/2 1/r3/2 1/r3/2

$/I 3/ $/I 3/ $/I 3/
(15)

The terms that are involved in total mass conservation
are all in the first column, and as Eq. (15) shows, only one
term, g(0, 1), is nonvanishing, and that term is from the
linear part of the equation solution. This solution thus
automatically preserves net diffusant amount.

The absolute conservation of total diffusant amount
has a second, very important consequence. Had those
nonlinear contributions in the first column not identically
vanished, as could be true in an approximate solution,
they would have had a time dependence which behaves
like (1/I'/ ), which is the same overall size as a funda-
mental Gaussian solution from the linear equation [Eq.
(5)]. That time dependence would then propagate from
the first column out into every other column of the G (I )

matrix. One could then erroneously conclude that the
size of the nonlinear contributions could swamp out the
linear equation fundamental Gaussian. However, with
total mass conservation strictly assured, the proper
asymptotic form, as shown in Eq. (15), can be derived for
each g ( m, n ) function.

C. Persistence of curvature

The experimentally observed signature most often asso-
ciated with concentration-dependent diffusion is a per-
sistence of curvature [ln(C)-vs-x axes] observed in
diffusion profiles for a thin-source geometry. A per-
sistence of curvature is equivalent to a persistence of
non-Gaussian contributions in the time development of a
diffusion profile. These non-Gaussian contributions are
exactly the higher-order Hermite polynomials,
Hz (z&n ) of Eq. (10), in the solution of the nonlinear
diffusion equation.

How these non-Gaussian components decay in time
(large-r limit), compared to the linear diffusion equation,
determines the time evolution of the penetration profiles
on In(C)-vs-x axes. The large-1 limit of the linear equa-
tion solution has all the non-Gaussian components de-
creasing successively faster and faster in time [Eqs. (7a)
and (14)]. Thus, when the linear equation is obeyed, any
curvature, or non-Gaussian quality in an initial diffusion
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profile "heals out" very quickly. "Curvature" for the
linear equation system, therefore, does not persist.

In contrast, for the nonlinear equation, all the higher-
order Hermite polynomial terms will be shown to decay
with similar rates: g(p ) 1, n =2)-I ' and
g (p ) 1, n =3,4, . . . ) —I ~ . Thus these terms remain
comparable in size to or larger than the first non-
Gaussian component of the linear equation solution
g ( 1, 1 ) —I . Thus all the non-Gaussian structure in
the initial state remains for a much longer time in the
nonlinear case, which is exactly the persistence of curva-
ture phenomenon.

V. SOLUTION OF THE NONLINEAR
DIFFUSION EQUATION

A. Equations governing the nonlinear
time evolution

zero otherwise. Using the generalized Kronecker's delta
allows constraints on the indices to be manipulated alge-
braically within each summation, and it is critical for the
accurate derivation of many of the formulas here.

Using the following shorthand notation:

g(m, n)=g „(I )

(implicit function of I assumed), (16a)

g'(m, n)= g(m, n)

(implicit derivative of 1 assumed), (16b)

q(2m, n)=Hz (z&n ) exp( —nz )

(implicit function of z assumed), (16c)

it results in the linear part of Eq. (9) becoming

In this section the solution to the nonlinear diffusion
equation [Eq. (9)] is determined for an arbitrary thin-
source initial state [Eqs. (6) and (7)] by constructing the
time-evolution matrix G (I ) as given in Eqs. (10)—(15).

Throughout this section and following sections we will
often make use of a generalized Kronecker's delta, 5 I j,
which keeps track of additional constraints on the in-
dices. The notation using 5I j-type functions simplifies
much of the accounting when permutations are done in-
volving summations. The value of 5I j is 1 whenever the
relational expression inside the braces is true and 5I j is

BC 0 C BC—2Zar g 2 az

[41 g'(m, n)+2(2m + 1)g (m, n)
n=l m=O

—(n —1)g (m —l, n)]q (2m, n), (17)

where we have used the additional definition
g( —l, n)=0. Substituting Eq. (10) into the nonlinear
part gives

'2
a'C BC

n C
()Z BZ

a =(n, /n),

b =(nz/n) .

=(an/2) g g g(mi, nt )g(mz, nz)5Ini =na j5I nz=nb j
n l, n2 —]. ml, m2 —o

X [a q(z2 m+i2, n )ql(2 mn z)+zb q(2mi, ni)q(2mz+2, nz)

+2abq(2mi+ 1, n i)q(2mz+ l, nz)],
(18b)

(18c)

Equating coefficients of -exp( —nz ) when both Eqs. (17) and (18a) are substituted into Eq. (9) then isolates all the
terms with the same exponential factor. Each distinct -exp( —nz ) term can then be multiplied by
Hz„(z&n )d (z&n ), and integrating over all z =( —~, + ~ ) then isolates a separate equation for each g (p, n) function:

4I g'(p, n)+2(2p + 1)g (p, n) —(n —1)g (p —1,n)

=(an /2) g g 5I n, +nz =n jg (mi, n, )g (mz, nz)0(m, , mz, n, , nz, p, n) . (19)
n, , n, =i m, , m, =O

The 5I n, +nz=n j restriction in Eq. (19) means that each g (p, n) function depends only on index values less than n,
decoupling the nonlinearity of the original diffusion equation into a set that can be recursively calculated. Equation (19)
also represents a system of first-order linear equations, which together determine the G (I ) matrix.

The function 0(m „mz, n „nz,p, n) corresponds to the following integral:

0(mi, mz, n, , nz, p, n)=[sr'~ (2p)!2 ~] '5jn, =na j5I nz =nb

X j5Ia +b =1}Hz (y)exp( —y )[a Hz +z(ay)Hz (by)+b Hz (ay)Hz +z(by)

+2abHz +, (ay)Hz +, (by)]dy, (20)
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where a =n—, in and 6 = n 2 ln was used again, and
where the implicit limits on the integral are from
y = ( —oo, + oo ).

What. is noteworthy is that all the arguments in the 0
function are integer indices. It is a pure number, contain-
ing neither physical parameters (Do, a) nor paraineters
derived from the initial state C(x, tz). The role of the 0
function is to prescribe strengths of the mode-mode cou-
plings, since each element of the orthogonal function ex-
pansion (mode) is coupled to the others by the nonlineari-
ty of the diffusion equation.

Finally, since the nonlinearity parameter n appears
only as a coefficient multiplying the entire right-hand side
of Eq. (19), each g (p, n) function is proportional to the
(n —1) power of a. Thus the C(z, I ) solution naturally
appears as a power series in the nonlinearity parameter cx.

One can then speak of a solution to order a [involving

g (p, 1) and g (p, 2) only] or a solution to order a [involv-
ing g (p, 1 ) through g (p, 3 ) ] or a solution to higher order
in a.

4I g'(p, 1)+2(2p + 1)g (p, 1)=0 . (21)

Each element in the n =1 set is thus independent of all
others. As a first-order linear equation, each has one ar-
bitrary constant, giving

g(p, 1 )=B I" (P+I/2) (22)

where the p index ranges from p = (O, N; ) to match the in-
itial state of Eq. (7a). One thus recovers the generalized
thin-source solution to the linear diffusion equation as the
first part of the solution to the nonlinear equation. Equa-
tion (22) explicitly demonstrates that an arbitrary initial
state is allowed by this solution.

C. Normalization preservation

hand side of Eq. (19) then vanishes. The dependence of
each g (p, n) function on the g (p —1,n) term preceding it
also vanishes for n = 1. The equations for the n = 1 case
reduce to

B. Initial state for the nonlinear equation system

The thin-source solution to the nonlinear difFusion
equation of Eq. (9) must be able to fit an arbitrary initial-
state profile C(x, tz ) that would be measured at the ini-
tial time t„. We demonstrate this property of the Eq.
(19) solution first.

In the first set of g (p, n) functions when n = 1, the con-
straint 5 [ n i + n 2

=n I is never satisfied, and the right-

A necessary property of any thin-source solution to the
diffusion equation is that the net difFusant amount must
be conserved [Eq. (2), normalization preservation]. That
constraint turns out to be the key requirement for gen-
erating the proper full solution to the nonlinear diffusion
equation.

Demonstrating normalization preservation begins by
direct substitution of the solution [Eq. (10)] into the nor-
malization condition of Eq. (2). It results in

C(z, r)dx =X,r'"j"
=X r'~ y g(m, n) 1'

(m, n)

C(z, I )Ho(z&n )dz

Hz (z&n )Ho(z&n ) exp( nz )dz, — (23)

where Ho is the first Hermite polynomial, which is
Ho= 1, and where Eq. (7c) was used for z. The ortho-
gonality of Hermite polynomials means that only the
m =0 terms contribute to the sums in Eq. (23), giving

K =X I' g g(O, n)(lrln)'~
n=1

(24)

The g(O, n) equations are described by the p =0 case of
Eq. (19), which is

I

solution comes from a detailed examination of the
9(m i m2 ll i n2'p 0 n) function.

The p =0 case of the 0 function can be expressed as
sum of integrals solved by Bailey, denoted by
I(p, q;a, b),

I(p, q;a, b)
= f H (ay)H (by)5[a +b =1I exp( y)dy—

4rg'(O, n)+2g (O, n) =( —1) ~' 2'"+~'b~ I [( + +1)/2], (26)

=(an/2) g g 6[n, +n2=n Ig(m„n, )
ni, np m], m2

Xg (m2, n2)

XO(m mi&, , ni0n,2).n (25) 0(m, , mz, n„nl, p =O, n)—=0 . (27)

where I [ ] denotes the gamma function and where p +q
equals an even integer. Examining the g(O, n) equations
and substituting in Bailey's integral immediately results
in

The constant K representing total diffusant amount
necessarily must be both independent of time and the
nonlinearity parameter a. However, the right-hand sides
of both Eqs. (24) and (25) seem to show that K is an expli-
cit function of both time (i.e., I ) and a. The resolution
of how mass conservation can still be embodied in this

This result means that the mode-mode coupling identical-
ly vanishes for those terms involving the net diffusant
amount. The nonlinear part to the g (O, n) equations has
gone away, leaving

4I g'(O, n)+2g(O, n)=0 .
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The only solution to this system for n ) 1 obeying the ini-
tial condition restriction of Eq. (12) is for all the functions
g(O, n ) 1) to identically vanish. Thus only the g(0, 1)
function is involved in matching the net diffusant amount
and, as with the linear diffusion equation, net diffusant
amount is conserved.

D. First nonlinear corrections: Order-a solution

Here two functions from the linear equation part (n =1
case) are multiplied together, to create a nonlinear contri-
bution. A product of two functions appears here, because
this nonlinear diffusion equation [Eq. (9)] is inherently
quadratic in concentration. But now the entire effect of
the diffusion equation nonlinearity is to create an inho-
mogeneous term in the linear first-order equations for the
g(p, 2) functions, making the system exactly solvable.
The detailed solution of systems like Eq. (29) are given in
the Appendix. The following equations for the order-0;
solution then result.

The 8 coefficients which describe the initial state [Eq.
(7a), p =(O, X, )] first become coupled together, via the
mode-mode coupling integral [Eq. (20)] to create new
constants in the right-hand side of Eq. (29),

R (s,p)=
min(s, N, . )

m I
=max(0, s —N,. )

8 8,. 0(m, ,s —m1, 1, 1;p, 2) .

(30)

We next construct the first nonlinear corrections of the
difFusion equation solution. The functions g (p, n =2) are
the order-o. contributions to the nonlinear diffusion equa-
tion solution. For n =2, Eq. (19) becomes

4I g'(p, 2)+2(2p + 1)g (p, 2) —g (p —1,2)

g(m, , l)g(m2, 1)0(m, , m2, 1, 1;p, 2) .
ml, m2 —0

(29)

must initially vanish (I ~I 0).
Each g (p, 2)-term contains decreasing powers of I, but

the leading power in each of these order-o. terms is still
(I/1 ), and that leading power is what gives rise to the
persistence of curvature phenomenon. The solution for
C(z, I ), through order a is then

N,.

C(z, I )= g. . .H2 (z) exp( —z )
p(p + 1/2) P

N

+ g g(p, 2)H2 (zi/2) exp( —2z ),
p =1

where the sum for the order-n part has been truncated at
an upper p-index limit of X, with X,~ ~ corresponding
to the full order-e contribution.

E. Second nonlinear corrections: Order-a solution

The order-0; solution proceeds much like the order-o.
case. It is the n =3 case of Eq. (19),

4I g'(p, 3)+2(2p + 1)g (p, 3)—2g (p —1,3)

=3a g g(m1, 1)g(m2, 2)0(m1, m2, 1,2;p, j),
ml, m =0

where g (0, 2) —=0, as required by Eqs. (12) and (28).
Here, both the linear and the order-e solution can be

substituted directly into Eq. (34), and terms collected to
form groups of constants. The starting point for the
order-a solution was the R array [Eq. (30)], which was a
coupling of the initial-state parameters to themselves.
An equivalent starting point for the order-a case is a
coupling of the initial state to the order-e solution. The
cognate to the R array is the following array in the
order-a solution denoted W(u, U;p):

W(u, u;p)
N —1a

(
—1)' ~R (s, q +1)

p, t, s =
(p —t —1)!(t—q)!41'

(31)

Using this array, the g (p, n =2) functions then become

Solving the system of equations in Eq. (29) couples the
R (s,p)-array elements together, giving new lumped con-
stants,

(m ) m =v —m
I 2 1

5 [ m, +m 2
&p —2 I

Q(m2+ l, u —m „u —m, )

1 U
—u +1/2

X0(m1, m2+1, 1,2;p, 3),

2N, .

g(p, 2)=a g 0(p, t, s)
t s +1/2

m, (min) =max(0, u —2%, , v X, + 1 ), —

m1(max)=min(X, , u, u) .

(35b)

X (I —s —1 I I s+1/2r t 3/2) (32)

Equation (32) represents the exact order a solution to the
original nonlinear diffusion equation, specifying the time
development (via the I -parameter) of any given initial
state. Equation (32) is composed of two algebraically dis-
tinct series in descending powers of I . The first series,
with integer powers, arises from the system being non-
linear. The second series, with half-integer powers, arises
from the boundary condition that the g (p, 2)-functions

where m, +m2&p —2 is required and the Q array was
defined by Eq. (31).

The solution of Eq. {34) then couples the W{u, v;p)-
array elements together, creating these new lumped con-
stants:

( —1)' ~2~ ~W(u, U;q + 1)
(p t —1)!(t —q)!—

V —V
l hatt

—0

(36a)
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(
—1)' ~2~ ~W(u, v;q + 1)

(p t——1)!(t—q)!

(36b), the limits on each sum are as follows:

vi =max(O, u —2N;), v2=(N, —1)+min(u, N; ), (37a)
)( I U

—u +1/2
0 (36b)

ui =max(O, v —N, +1), u2=2N;+min(v, N, ) . (37b)
These functions for the order-a solution are cognates to
the Q(p, t, s) array of the order-a solution [Eq. (31)] ex-
cept that they use the W(u, v;p) array. In Eqs. (36a) and

It results in the following expressions for the g (p, 3) func-
tions:

1 3N,

( 3)— 2 g g Q ( t )
l I ) (p —u —3/2 pt —ul —t —3 /2) +Z'I t u II

—t —3/21n
0

p —1

a2
t=0

N,. +N —1

Q ( t ) (I —v —2 I t —v —i/21 —t —3/2)
t —0 —1/2

(38)

Each g (p, 3) function has the same leading term,
(1/I ), so these terms also help curvature to persist,
compared to the purely linear equation. However, these
terms decay faster than the g(p, 2) functions, which all
had a leading term of (1/I ). Thus the long-time non-
Gaussian part of the penetration profile will be primarily
determined by the order-a correction to a purely linear
equation. With Eqs. (30)—(32) and (35)—(38) determined,
the order a construction is complete for any given
initial-state thin-source profile.

VI. SUMMARY AND CONCLUSIONS

In this work we have developed a new method of
analysis for concentration-dependent diffusion with a
thin-source initial state. This method used a matrix of
orthogonal functions to develop a complete solution to
the problem of diffusion from a thin source into a semi-
infinite medium when the diffusivity varies linearly with
concentration. It is based on a generalized thin-source
solution to the linear diffusion equation, which is com-
posed of Hermite polynomials multiplied by a fundamen-
tal Gaussian.

We showed that the nonlinear diffusion equation

ac a „ ,
ac

Bt Bx Bx
(39)

could be decoupled into a recursive set of first-order inho-
mogeneous linear equations. That entire set of equations
are all of a particular generic type, and the full solution,
to that class of equations was developed, reducing the
problem to algebra. .This solution was then explicitly
constructed to order a [Eqs. (30)—(33)] and order a [Eqs.
(35)—(38)].

While many previous methods and approximations
have been historically developed, we showed that for
thin-source diffusion the requirement of conservation of
total diffusant amount is crucial to the full nonlinear
equation solution. Our solution was shown to automati-
cally preserve net diffusant amount, and the solution
developed predicts a unique final state C(x, t ) tie ) from
a specific initial state C(x, tz ).

If the physical constraint of mass conservation had not
been preserved by the mathematical formalism, the total
diffusant amount would have become an apparent func-
tion of both time and the nonlinearity parameter cx. In
addition, the calculated long-time limit for the solution
would have incorrectly shown that the order-o. , order-a,
and higher-order terms were comparable or larger than
the fundamental Gaussian solution. Instead, with mass
conservation assured, these nonlinear contributions were
all found to asymptotically vanish compared to the fun-
damental Gaussian.

This work also showed how the persistence of curva-
ture [ln(C)-vs-x axes] develops due to the nonlinear in-
teractions. For the linear equation case, the non-
Gaussian components decay increasingly faster with
time. In the nonlinear equation, those components con-
tribute to an overall order-o. ' term which decays only as
slow as (1/t), and the order-a and beyond terms decay
only as slow as (1/t) It is this s. low decay which gives
rise to the persistence of curvature phenomenon.

Finally, based on general properties of the nonlinear
system, we found that measurement of the diffusion
profile for two different times under similar conditions is
necessary to extract information about DO and a from ex-
perimental data. The solution presented here also allows
for an arbitrary thin-source initial state to handle this
difficult but important requirement.
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APPENDIX: DETERMINING THK G (I ) MATRIX

g (p, n) =a'" ' L (p, n)e (p, n)/I ~+'

where L (p, n) are the following set of constants:

(A 1)

In this appendix we derive a method to solve the sys-
tem of first-order linear inhomogeneous equations [Eq.
(19)], which together determine the time evolution of the
nonlinear diffusion equation. A helpful transformation is
first applied:

p

L(p, n)= 5In =1I+ n 1

4
(A2)

where f '(p, n;I ) is the following:

Substituting the e (p, n) functions into Eq. (19) for g (p, n)
gives

e(p, n)' —(1—5In =lI)e(p —l, n}=f '(p, n;I ), (A3)

e(m „n, )e (m2, n2)'»n I =,L( „) X & & & (,+,—,+3i2)
~) =O ~7=O

X5In1+n2 n I5[m1+m2 —p —1 IL (m), n) )L (m2 n2}

X(9(m „m2, n, , n2;p, n), (A4)

where both restrictions n, +n2 =n and m, +m2 )p —1 must be applied. Here, the 5I n, +n2 =n I restriction makes
each f (p, n;I ) function independent of the nonlinearity parameter a. The additional restriction in Eq. (A4) of
5Imi+m2)p —1I is an indirect result of the orthogonality of Hermite polynomials, and it arises from the specific
form of the 0 function.

The initial condition that g(p, n ) 1) vanish at I 0 translates into the functions e(p, n ) 1) also vanishing there. The
solution for e (p, n = 1), matching what was derived earlier [Eqs. (7a) and (22)], is simply

e (p, n =1)=B (A5)

since the right-hand side of Eq. (A4) vanishes for n = 1.
We next define a new function, based on Eq. (A4), which is the result of (q+1) integrals on the f (p, n;I ) func-

tion:
r, I"

~ I3 r,f+ (p, n;I )=—f"dr, f 'dr, f 'dI, f 'dl, f 'df, ,f-'(p, n;I„,)

—= ' f'(r W)f&—
'

'(p, n;W)dW, (A6)
qI I o

where a multiple integral transform was used for the last step. In terms of these new functions, the e (p, n) which solve
Eq. (A3) are

p —1 p —1

e(p, n)= g f +
(p q, n;I )= g f ' — "(q+l,n;I ) .

q=0 q=0

This solution is easily verified by direct substitution. Also, because the e (p, n) functions are made up of integrals ex-
tending over the entire range of (I o, I ), the boundary condition that e (p, n) vanishes at I 0 is automatically satisfied.
Equation (A7) is also implicitly consistent with the mass conservation condition of

g(p =0, n ) 1)=e(p =0, n ) 1)=0, (AS)

which was derived earlier [Eq. (28)].
The classes of functions which appear in Eqs. (A4) and (A6) are all of the same type, requiring multiple integrals of

[jn(I )]"/I ". Thus the entire time dependence reduces to variations on the following integral:

@(A., r, q;I, I )=, f (I —W)~W (1n8')'dW
qI

q q 5( —l)l, ) —q+1
(
—1) r~- 5I. +X+1=0I ' ' — — +' I [(inl. }"+'—(lnI }"+']

r
( 1)r —k

+(1—5Is+A, +1=0] ) g
k=p k!(s+A,+1)"

X[1"+k+ (1 I )"—I'+k+ (lnl )"] (A9)
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The whole set of e (p, n) functions is this determined from knowing the two functions: 0(m1, m2, n1, n2;p, n), describ-
ing the intrinsic coupling due to nonlinearities, and @(t(,, r, q; I, I o), describing the rate of time evolution behavior.

The integral 8(m1, m1, n1, n2', p, n) can be worked out to give

2P1 2

2p —k —2 (n/n )

min(2m I,2p —2)

k =max(0, 2(p —
m&

—1))
( 1)k

H [2m] = (
—1) (2m )!/I!,

8(tn1, m2, n„n2 ,p,'n)=5[p ~1}5[m,+m2~p —1}(n1/n) ' (n2/n) ' H[2(m, +m2 —p+1)]
r

2fPl 1

(A10)

(A 1 1)

where, H [2m] is the value of H2 (y) evaluated at y =0. Notice that this result vanishes for p =0, as it must, as shown
in Sec. VC.

For the solution up through order tt, one needs only the r =0 limit of Eq. (A9), and different variations on the fol-
lowing "generic" system:

f'~' Ko(r, p)
e~(I ) —e~, (l")= g + 1 1+ (p)

(A 12)

where Ko(r,p) is some array of constants. In Eq. (A12), Nf is an integer and v can be either an integer or half-integer,
both of which may depend on the p index. Extensions beyond order a would give rise to additional terms on the
right-hand side of Eq. (A12) with powers of ln(I /I"o).

Using Eqs. (A3), (A6), (A7), and (A9), the e functions which solve Eq. (A12) then are
r

t 1~~"+" Ko—(r, q+1) 1
—

~
—1 p —

q
—1

e (I )= g g g (
—1)'11' ~ ' '5[w =s —r —v(q+1)}

,=o,=o (p q ')', =o

X (I —I )+5[tv =0}In
l8 0

(A13)

where w =(s —r —v). The various sums can be manipu-
lated to separate like powers of I into one group, and
collecting all the constants into another then results in

p —1

ep(I ) = g g Qo(p, t, s)I ~

t =0 (s)

X (1 —5[t —s+1=0})

t —s+1
X(I t —s+1 I t —s+1)

0

I

(A12), resulting in

e (p, 2)' —e (p —1,2)
2N, —p+1

=4 -'5[2N, ~p —1}
q=0

(A16)

where the R array was given by Eq. (30). The solution of
Eq. (A16) is now a special case of the generic solution,
and after collecting terms as in Eq. (31) together, one can
derive

+5[t —s+1=0}ln
I
r, (A 14) 2X,.

e(p, 2)= g g 4+~ O(p, t, s)
t —s +1/2

where the s index advances by unity but may take on
half-integer values, and where the Qo array is given by

Qo(p t s)

X ( I tt —s —1/2 I t —s + 1/21 tt —t —1
)0

(A17)

Ko(s —
q

—v(q +1),q +1)
(
—1)'

(p t —1)!(t —q)!—
X5[Nf(q +1)+v(q +1)

+q ~s ~ v(q+1)+q} . (A15)

The 5[ }-constraint in Eq. (A15) serves both to further
limit the bounds on the q sum as well as set the ultimate
range of the s sum itself. Using this "generic" result, the
solution through order a can be constructed.

For the order-a case, terms in Eqs. (A3)—(A5) can be
collected together to match the generic format of Eq.

which then gives the order-o. solution. For the order-a
case, the system of equations to solve becomes

e (p, 3)' —e (p —1,3)

W(u, v;p)
pu —p+2

(~) (U)

I-U u+1/2 W—(u v p)
0 pv —p +5/2 (A18)

where Eq. (35) defines the W array, and where the follow-
ing algebraic tautology was used to permute the u and U
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summations:

3N,. v&

K, (u, p)
e, (p, 3)' —e, (p —1,3)=

0=0

(u) (V) u =0 v=v
I

g g A(u, v)—= g g A(u, v)
N; +N —1

eb(p, 3)' —e„(p —1,3)= g, , (A22)
v=0

X-+X —1 ui a 2

A(u, v) . (A 19) where the constants K, ( u, p ) and Kb ( v, p ) are given by

K, (u p)= —32~ ' g W'(u, v;p), (A23)

e(p, 3)=e, (p, 3)—eb(p, 3), (A20)

This tautology is valid for any array 3 (u, v), where the
limits ( u „u2 ) and ( v „vz ) on those summations were
given by Eqs. (37a) and (37b).

The generic format of Eq. (A12) is then exactly
matched if we separate the e(p, 3) functions into two
separate pieces:

V —V I

Kt, (v,p) =—32~ ' g W'(u, v;p)I 0

1

(A24)

The e(p, 3) or g(p, 3) functions can then be easily de-
rived, with the results as given in Sec. V E of the main
text.
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