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Structurai models of glassy AszS3: Intermediate-range order and photostructural changes
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Results for the first models built and computer relaxed specifically to simulate the structure of
glassy As2S3 are reported. Topological and bond statistic constraints are first satisfied by construc-
tion of a mechanical model. The energy relaxation potential consists of bond-stretching, bond-

bending, and lone-pair interaction terms where the force constants for the lone-pair term are de-

rived from a fit to experimental bulk-modulus data. Good agreements between the calculated and

measured density and radial distribution function are taken as first necessary conditions that the
models are realistic. Information about intermediate-range order correlations in the relaxed models

is then obtained from a new technique that examines dihedral-angle relationships. The x-ray

scattering intensity calculated for the models shows a dependence on elements of intermediate-range
order. Examining contributions of different coordination shells to the peak structure in the region
of the first sharp diffraction peak, we find that manipulation of certain shell contributions to the to-
tal scattering intensity reproduces the changes observed experimentally with reversible photo-
structural changes in the glass.

I. INTRODUCTION

The structure of chalcogenide glasses has been a con-
troversial issue for many years due to the lack of reliable
experimental data for the structure beyond the first coor-
dination shell. In contrast, the structure of crystalline
As2S3 (orpiment) is a well-understood example of a lay-
ered crystal. The structure is based on pyramidal AsS3
molecular units' that are linked together to form helices,
each consisting of alternating S and As atoms. Helices
are connected via bridging S atoms to form a two-
dimensional layer structure which is held together by
strong, covalent, intramolecular bonding forces. The in-
teraction between the layers, on the other hand, is based
primarily on weak, van der Waals, intermolecular forces.
By association with the structure of orpiment, amor-
phous arsenic trisulfide, a-As2S3, has been widely believed
to have a similar layered structure. The existence of
outrigger rafts and molecular clusters has been put for-
ward as structural models for the glass. It is known from
vibrational spectroscopy that short-range order (SRO) in

the glass is determined by the same AsS3 pyra-
mids found in the crystal. But due to the lack of symme-
try required for spectroscopy, information about larger
structural units is not readily available. It is, however,
the structure beyond the first coordination shell, the
realm of intermediate-range order (IRO), where the key
to understanding many fundamental properties of these
materials lies. As a first step, recent extended x-ray-
absorption fine-structure (EXAFS) studies provide in-

creased understanding of structural relationships involv-

ing configurations larger than simple four atom pyra-
mids.

II. CONTINUOUS RANDOM NETWORK MODEL

A. Introduction

Structural models have been recognized as valuable
tools for gaining an understanding of the structure of

noncrystalline solids. For solids with primarily covalent
bonding, the appropriate type of model is a continuous
random network (CRN). There are two basic methods to
generate a CRN model. The first is to actually build a
physical stick-and-ball model and the second is to gen-
erate a structure in the computer by an appropriate algo-
rithm. The use of stick-and-ball models has the disadvan-
tage that stress built into the model, especially sagging of
the structure due to gravity, displaces the atoms from
their equilibrium positions. Furthermore, the size of the
model is limited for practical reasons to a few thousand
atoms or, equivalently, several tens of angstroms in diam-
eter, which is very small on a macroscopic scale. Hence,
finite-size effects can become very troubling in the calcu-
lation of physical quantities [i.e., x-ray- or neutron-
scattering intensity, I(k), and the radial distribution
function, RDF]. On the other hand, purely computer-
generated models often cannot achieve perfect connectivi-
ty, yielding voided, dendritic, or globular structures that
do not fill space uniformly.

The quality of model RDF's can be greatly improved
by means of energy relaxation, i.e., "moving" every atom
to a position of lower potential energy using a computer,
indicating that the resulting structures are more realistic.
For elemental materials (e.g. , Si, Ge, and As), reasonable
results have been obtained from relaxed stick-and-ball
models ' and the sillium model. " At the same time,
compound materials have proved to be much more
difFicult to model than elemental amorphous solids. We
are aware of only a few attempts to model the structure
of g-As2S(Se)3. In one case, a Monte Carlo method was
used to fit the model RDF to experimental data on
As2Se3. ' The setback of this work is that considerations
to ensure that the atoms are located in energetically
stable positions are not included. Another model' is
Aawed with the presence of a high number of fourfold
rings. There has been no spectroscopic evidence support-
ing the existence of such small rings and the bond distor-
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tion necessary to create such a structure would be consid-
erable. The RDF's of some of the models generated by
Fowler and Elliott' show good agreement with experi-
mental data and also reproduce the first sharp diffraction
peak in the I(k) spectrum, but appear to be unrealistic
due to high deformation energies. Furthermore, no infor-
mation on the models' IRO is mentioned.

The strategy pursued with our work was to build
stick-and-ball models of several hundred atoms with
correct bond angles and then to computer-relax the struc-
ture. We feel that a combination of stick-and-ball models
as the starting point and an iterative energy-relaxation
procedure minimizes the principal setbacks of the two in-
dividual approaches. The careful choice of the model pa-
rameters (i.e., correct coordination numbers, bond angles,
and relaxation parameters) is the key to developing realis-
tic models. Together with EXAFS data, our approach is
designed to address the issue of IRO in chalcogenide
glasses.

B. The stick-and-ball models

Stoichiometric As2S3 is known from a great deal of ex-
perimental data to exhibit a strong tendency towards
chemical ordering. That is, heteropolar As—S bonds are
energetically favored over homopolar As—As and S—S
bonds. Hence, the glass is a prototype compound for a
homogeneous chemically ordered CRN model incor-
porating mostly heteropolar bonds between twofold-
coordinated S atoms and threefold-coordinated As atoms.

Two stick-and-ball models (of 445 and 700 atoms, re-
ferred to as models A and B, respectively) were built in-
dependent of each other and have yielded similar RDF's
but subtly different IRO. Model 8 was built by a student
who had no preconceived notion about the structure of
As2S3 whereas model A was built by a scientist familiar
with discussions about the structure of amorphous and
crystalline materials. The models consisted of plastic
balls representing the tw'ofold-coordinated S atoms and
the threefold-coordinated As atoms with bond angles of
99' for both types of atoms. The connection between the
balls was flexible enough to allow for a 10% spread in
bond angle and bond length. No homopolar (wrong)
bonds and no internal dangling bonds were allowed and
all surface (i.e., undercoordinated) atoms were chosen to
be S atoms.

C. Relaxation

The computer relaxation serves two distinct purposes
in our work: (1) to relax strain built into the model, and
(2) to determine the inhuence of subtle features of the in-
teratomic potential which cannot be built into the stick-
and-ball models but play a very important role in atomic
arrangements in the material. The potential consists
therefore of two different contributions: a conventional
part accounting for the covalent-bonding forces and a
novel part simulating the interaction between the lone-
pair (LP) electrons on chalcogen atoms. To model the
covalent-bonding forces, the valence-force-field (VFF) for-
rnulation' was used. In this approach, deviations from

atomic equilibrium positions, Ar and 60, are related to
the potential energy' by

V= —,
' g k„(br ) + —,

' g ks(rob 8)

+ —,
' g k„„.(b, r br')

Principally, the VFF approach includes a number of
additional terms describing the interactions between the
central atom and its nearest neighbors. These terms were
omitted because their force constants are very small'
compared to k„and k&. Furthermore, the VFF expan-
sion (1) was truncated after the first two terms in our cal-
culation. Neglecting the k„„.term simplifies the computa-
tion considerably and still allows for observation of the
systematic effect of the relaxation. Whereas only one
stretching force constant k, is needed, two bending force
constants, k ' ' and k ~0

' ', are required, rejecting
bending motions centered on S and As atoms, respective-
ly. Nonbonded LP charge clouds on chalcogen atoms
have been recognized as an important factor in the atom-
ic and electronic structure of chalcogenide materi-
als, ' ' so that a relaxation potential based solely on
covalent-bonding forces would be incomplete.

In selenium, a chalcogen with a valence-electron shell
configuration similar to sulfur, energetically favored ar-
rangements in which the LP charge clouds on two adja-
cent atoms are aligned roughly perpendicular to each
other lead to helical, chainlike structures. ' In the com-
pound As2S3 the situation is somewhat different because
the chalcogen atoms are bonded to As atoms instead of
other chalcogens. Nevertheless, the underlying effect is
similar on a qualitative basis because, in Se, the repulsion
between the LP orbitals on second-nearest neighbors
seems to be responsible for the ordering of the dihedral
angles. Similar helical configurations may exist in g-
AszS3, with the LP interaction between second-nearest-
neighbor S atoms as the driving force for this structural
ordering.

In the 3s 3p valence-shell electron configuration of
sulfur, two of the 3p orbitals participate in covalent
bonds with neighboring As atoms, whereas the two other
3p orbitals remain as nonbonded p-m. or LP electrons giv-
ing rise to interesting structural effects. The simulation
of the quantum-mechanical interaction between the LP
orbitals on different chalcogen atoms is therefore an im-
portant step in developing a more realistic relaxation al-
gorithm for structural models of chalcogenide glasses. A
quantitative description of this interaction which is com-
putationally tractable for the relaxation algorithm is not
easily at hand. However, a simple phenomenological
description of the basic physics can be applied. To better
visualize the situation, we introduce a vector cu; pointing
from the nucleus to the center of one LP orbital for each
S atom. If the two sulfur atoms under consideration are
suKciently far apart, the interaction between LP orbitals
tends to align the two vectors co; and co in a "cross"
configuration, i.e., they are located in two parallel planes
and the projections of cu; and co. on a common plane
form an angle of 90'. The alignment can be thought of as
the result of two forces, one responsible for the 90 cross
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The force constants k„and ke are calculated from vi-

brational experiments, ' whereas kp, and k„(for point
and cross, respectively) are found by fitting the bulk

(a)

configuration [Fig. 1(a)] and the other to establish an an-
gle of 90 between co; and the vector r; connecting the
two S atoms under consideration [Fig. 1(b)]. These two
forces can be expressed in terms of the angles P and

respectively, and their deviations from the 90
configuration. The forces are harmonic in the simplest
approach, with an additional exponential term (e r'Ir)
to establish a reasonable range for the interaction. The
calculation is carried out for each S atom and all of its
neighboring S atoms within a sphere of radius 6 A since
the inAuence of sulfur atoms further than 6 A from the
central S atom is negligible.

Combining the VFF approach with the considerations
for the lone-pair interaction, the total relaxation potential
was the sum of two basic components:

+total +VFF+ @lone pair &

with

modulus Kz- calculated from a cluster of atoms in the
center of the model to experimental data ' using

8 NK,=V'
BV

(5)

In this calculation, only the lone-pair term (4) of the total
potential is used since the weak noncovalent-bonding
forces exhibit a much stronger dependence on compres-
sion than the covalent bonds. ' The volume decrease to
simulate compression of the model was accomplished by
scaling all covalent-bond lengths, then relaxing the struc-
ture at constant volume, leaving the force constants un-
changed. Since this approach does not distinguish be-
tween the components of the lone-pair potential associat-
ed with k„and k „the two force constants are treated
on an equal footing.

The choice for the relaxation parameters (see the Ap-
pendix), and especially k„and kp„was verified by com-
paring the nearest-neighbor distances from the pair dis-
tribution functions of the fully relaxed models with ex-
perimental data. Deviations from these values give in-
correct nearest-neighbor distances. The effect of larger
values for k„and k, is mainly a broadening and shift to
lower radii of the first peak in the S-S pair distribution
function, signifying unphysically small S-S distances. If
the two constants are taken to be too small, the S-S peak
remains very broad compared to the experimental data.

The computer algorithm relaxes one atom at a time,
proceeding outward from the center of the model to dissi-
pate stress. For an atom to be relaxed, the potential is
calculated for points on a three-dimensional grid and the
atom is then moved to the location of lowest potential en-
ergy. The algorithm needed about 2500 iterations until
the average change in the atomic positions and the total
potential, defined as the sum of the potential energy of
the individual atoms, became very small and, thus, the
model was considered to be fully relaxed. An increased
number of iterations leads only to insignificant changes in
atomic positions, total potential, and angular stress.

D. Radial distribution function

In the absence of crystalline long-range order, the
RDF is a useful tool for representing real-space structur-
al information about amorphous solids. The RDF, J(r),
defined as the average number of atoms per unit spatial
interval at distance r from an atom at the origin, consists
of a series of well defined peaks at small r:

J(r)=4rrr p(r) .

FIG. 1. Definition of the angles P and g used in Eq. (4) for
the lone-pair potential. (a) The angle between the projections of
ro,. and co; on a plane perpendicular to a line joining atoms i and

j is measured by P. (b) The angle g describes the relationship
between the vector r;~ which connects the two sulfur atoms i
an J an cui

Each peak represents a definite atomic correlation in the
material. Due to the lack of long-range order, these
correlations become less significant for large distances,
causing the discrete peaks to overlap and broaden into an
average density parabola proportional to 4mr at large r.
As an alternative method of representation, the correla-
tion function
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D(r)= J(r) o—4mr p

I I I I I I I
I I

f F(k) sin(kr)dk
7T 0

can be used. D (r) can be calculated directly from model-
ing data and is also obtained as the Fourier transform of
the reduced experimental x-ray- or neutron-scattering in-
tensity. This allows for a direct check of modeling
against experimental data. However, a RDF does not
uniquely characterize a structure and indeed, different
model structures that are based on the same SRO param-
eters can have very similar RDF's.

As all interatomic distances are readily available from
the recorded atomic positions in the model, computation
of a RDF amounts ideally to a simple frequency count of
these correlations calculated from every atom. Neverthe-
less, the task of calculating the RDF from model data be-
comes quite formidable when the consequences of the
models' finite size are taken into account. As one possi-
ble method of reducing finite-size effects, all atoms with a
radius from the center of the model greater than ro, with
ro as the radius of the centermost surface atom, are ex-
cluded from the calculation. Applying this criterion to
the two models, about 75% of the total number of atoms
(445 and 700) were to be left out, thereby resulting in
poor statistics. As a compromise, the maximum radius
from the center, r, for an atom to be included in the cal-
culation was chosen to be r =0.75r„where r, is the
average radius of the model. To minimize the infIuence
of atoms far from the center of the model, the contribu-
tion from each atom was multiplied by a weighting fac-
tor

3
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(8)8' 4 r, 16 r,
with r; the distance from the center to the atom. The cal-
culated RDF follows the average density parabola until
the maximum radius of the model is reached and then be-
gins to fall off. The deviation begins at approximately
0.75r and the information contained in the RDF beyond
this point is considered meaningless and is not included
in any interpretatioil.

For a model to be physically reasonable, the calculated
and the experimentally measured density for the material
have to match closely. The density p(r) as a function of
radius from the geometric center of the model is shown in
Fig. 2, together with the experimental value indicated by
a dotted line. Averaging the density over a range from 6
to 13 A, a density deficit of 5.7% is obtained for model A
and 11.7%%uo for model B. The higher density of model A
seems to indicate that this model is more realistic than
model B. The density function for both models begins to
fall off for radii of 13 A or more, reflecting the finite size
of the structures.

Using the technique outlined earlier, the RDF, J(r),
was calculated for both models, and the results are
presented in Fig. 3, together with experimental data.
To allow for a more unbiased examination, the model
data are shown without thermal broadening in order to

Radius (A)

FIG. 2. Density as a function of radius. (a) Computed from
relaxed model A and (b) from relaxed model B. Since the calcu-
lation was carried out from the center of the model, only infor-

0
mation for radii greater than 5 A is meaningful. Averaging the

0
density between 6 and 13 A, model A comes within 5.7% of the
experimental value for g-As2S3, whereas model B shows a densi-
ty deficit of 11.7%. The finite size of the models causes the den-
sity to fall off' for large distances.

avoid the somewhat arbitrary procedure used to incorpo-
rate thermal broadening into the peak structure. Both
models result in very similar distribution functions and
match the experimental curve closely in a systematic
manner, thus emphasizing that the structures are indeed
noncrystalline and have not relaxed into a state possess-
ing long-range order. Position and amplitude of the first
two peaks for the model data reAect the SRO parameters
built into the model and the relaxation process. The ab-
sence of longer-range atomic correlations due to the lim-
ited model size causes the model RDF's to deviate from
the r parabola for the experimental data for larger radii.
Although our models are an idealization of the material,
the good agreement between relaxed and experimental
data is a clear suggestion that they are realistic. Hence,
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FIG. 3. Plot of the radial distribution function J(r) vs radius.
(a) Calculated from relaxed model A and (b) calculated from re-
laxed model B. Solid line: RDF computed from the relaxed
model without thermal broadening. Dotted line: experimental
RDF (see Ref. 23).

Dihedral Angle: 0 = cos-' (U z, ~ U s)
FIG. 4. Definition of the dihedral angle as used in this work.

A pair of dihedral angles, 0& and t9&, on a sulfur atom describes
the orientation of two neighboring AsS3 pyramidal units with
respect to each other.

Type of Atom

B — Bridging

H —Helical

Fraction of Total

0.333

where b Ssites h-ave two identical (163', 163 ) and h-S
sites have two different (68, 146 ) dihedral angles. To
better visualize the two distinct S sites, we plot one
dihedral angle as the ordinate and the other dihedral an-

gle as the abscissa for the two S sites in c-As2S3 on a two-
dimensional plot (Fig. 5). For convenience, the greater of

they pass a necessary zeroth-order criterion for being
physically reasonable and can be used to ask questions
about IRO.

III. INTERMEDIATE-RANGE ORDER

b08

CQ

Ill —def inc d 0.000

A. Dihedral angle relationships
D
O

The concept of dihedral angles can be used to charac-
terize correlations between structural units beyond the
first coordination shell for both the crystalline and the
amorphous state. According to the definition of dihedral
angles (Fig. 4), each S atom has two dihedral angles (8,
and 8~) associated with it, each of which describes the
orientation of one neighboring AsS3 pyramidal unit with
respect to the central S atom. Due to symmetry, only
two distinguishable sulfur environments occur within a
layer of c-As2S3: S atoms within a helical —As—S-
As—S—As—chain, and S atoms bridging between two
difFerent helices, referred to as h-S and b-S sites, respec-
tively. These two S-atom environments are reflected in
diff'erent values for the pair of dihedral angles on each S,

C)

60 80 100 120 140 160

Angle 1 (deg)

FIG. 5. Scatter plot of S-atom environments represented by
the two dihedral angles, 0& and 02, which define the S-atom en-
vironment. The ordinate represents one dihedral angle, whereas
the abscissa represents the other. The greater of the two
dihedral angles per sulfur atom is plotted as the ordinate. The
two different S-atom bonding sites occurring in c-As2S3, the
bridging- (b-S) and helical- (h-S) sulfur sites, are shown.
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Type of Atom

B —Bridging

H —Helical
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Fraction of Total

0.087

0.247
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these dihedral angles is taken arbitrarily as the ordinate.
Figure 6 shows the dihedral angle relationships for

models A and 8 plotted in the same fashion as in Fig. 5.
In the computation of dihedral angle relationships, all
surface atoms have to be excluded since they are less con-
strained and their positions are therefore very flexible
compared to internal fully coordinated atoms. A truly
random distribution of dihedral angle relationships in the
model would result in uniform coverage on such a plot.

Clearly, the coverage of the plot with points representing
the environments of S atoms is not uniform. Although
there is some spread in the values, significant clustering
occurs about the values for crystalline h-S and b-S sites.
This means that topological constraints built into the
CRN model (twofold coordination for S atoms, threefold
coordination for As atoms, and the appropriate bond an-
gles) favor dihedral angle configurations similar to the
crystal. These topological constraints induce a definite
degree of structural ordering beyond the first coordina-
tion shell in the range of IRQ.

Next, we examine the influence of the energy relaxa-
tion on dihedral angle relationships. Comparing the
plots for the fully relaxed models shown in Fig. 7 with
the unrelaxed data (Fig. 6), we notice that the relaxation
process has a considerable influence on the S sites in both
models. Qualitatively, increased clustering about the
crystalline-S-site locations, especially the h-S site, can be
observed, indicating that the relaxed model structures ex-
hibit ordering in terms of crystalline S sites. In earlier
work " on model A using a relaxation potential without
the lone-pair term, it was shown that helical ordering
also does occur, but it is much weaker without the Lp
term. The degree of helical ordering can be quantified by
considering the number of points, i.e., dihedral angle re-
lationships, in Fig. 6 relative to the h-S and b-S sites. For
orpiment, the ratio of S atoms in bridging to S atoms in
helical configurations is 1:2. To get a qualitative feeling
for the effect, all dihedral angle configurations within a
circle of radius 20' from the b-S site in Fig. 6 are taken to
be similar enough to the bridging configuration in c-As2S3
to be classified as b-S. An equivalent criterion can be ap-
plied to dihedral angle configurations in the proximity of
the crystalline h-S site. The results are tabulated for the
two relaxed models in Table I. Most notably, more than
60% of the S configurations are ill defined in terms of the
crystalline sites, underscoring the fact that the models are
truly noncrystalline. Remarkably, model A exhibits
clearly more helical character, whereas the ratio of b-S to
h-S is very close to the crystalline value of 0.5 for model
B. The low ratio of b-S to h-S for model A demonstrates
that there is not a sufficient amount of b-S sites present to
permit coherent linking of helices into planar structures,
hence underscoring the argument that helices are impor-
tant structural elements in the glass and planes are not.
Further analysis indicates that model A, as will be dis-
cussed in Sec. IIB, produces a more realistic x-ray-
scattering spectrum, thereby suggesting that its helical

X

X

X
X

X
X
X

80 100 120 160

Angle 1 (deg)

FICs. 6. Scatter plot of S-atom environments in the unrelaxed
model. (a) Calculated from model A and (b) from model B.
Each data point represents one S atom in the model. Clustering
about the values of crystalline helical- and bridging-sulfur atom
sites can be observed. Points within the circles of radius 20'
about the b-S and h-S points are taken to be b-S- and h-S-like,

respectively. The fractions of b-S, h-S, and ill-defined sulfur (i-

S) atoms are shown in the upper left-hand corner.

Model

A
B

c-As&S3

b-S

0.087
0.124
0.333

0.306
0.245
0.667

i-S

0.607
0.632
0

[b-S]
[b-S]

0.28
0.51
0.5

TABLE I. Fraction of bridging, helical, and ill-defined S
atoms for relaxed model A, model B, and c-As&S3. Also given is
the ratio of bridging S to helical S for each case.
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character is a more realistic picture for the real glass.
Generally, the number of helical configurations increases
upon relaxation at the expense of ill-defined S sites,
whereas the bridging sites remain essentially unchanged.
For the more realistic structure of model A, we conclude
that relaxation clearly promotes ordering of the model in
terms of helices, but does not increase coherent linking of
helices into layer structures of IRO. A possible explana-
tion for this behavior can be developed in analogy to a-
Se, for which it has been shown' that the driving force

for ordering of dihedral angles is the orientation of LP
orbitals on neighboring atoms.

The striking difFerences in IRO between models A and
8 may seem surprising at first sight, but appear more log-
ical in the light of their history. Since Model A was built
by a scientist interested in the structure of g-As2S3, a sub-
jective bias to incorporate known structural elements,
i.e., helices, can be assumed, thereby explaining the
higher degree of helicity in this case.

B. X-ray-scattering intensity

Type of Atom

B —Bridging

H —Helical

Ill —defined

Fraction of Total

0.142

0.242

0.616

(a)

'1

N

11

XX

1
1 1

1 1

1
IC

IC

~ 1 1
1

X
II

X-ray- and neutron-diffraction techniques play an im-
portant role in the determination of short- and
intermediate-range order in noncrystalline solids. The
absence of long-range order gives diffraction spectra con-
sisting of broad, spread out, features. For the model
structures, the scattering intensity can be calculated us-
ing the Debye equation

o
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O
60 80

1
l

100 120

1 1
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1
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N 14

1 1
X
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X 1

160

sin(kr „)I(k)= g g f (k)f„(k)
m=1 n=l kr „

where the summations extend over all atoms in the model
(n, ) with f (k) as the atomic form factor of the appropri-
ate type of atom, and r „as the distance between atoms
m and n. A direct link between scattering and real-space
structural data is established by the relationship between
the reduced scattering intensity F(k) and the total
correlation function D (r),

Angle 1 (deg) I(k)/N —
& f'(k) )

Clt) o
02

~ o
O

Type of Atom

B —Bridging

H — Helical

Ill —defined

Fraction of Total
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= I 4rrr [p(r) —p ]sin(kr)dr, (10)

max

g x; f;(k)fz(k)d&(r)M(r) sin(kr)

F(k)=
&f(k))'

with &f(k) ) as the weighted average of the form factors
of the two atomic species. To better facilitate the numer-
ical calculation for F(k), the integral in Eq. (10) can be
replaced by a sum over all discrete radii. Since the pair
correlation functions are available only over a limited ra-
dial range, a damping factor M(r) = exp( —ar ) has to be
included. The reduced scattering intensity for the model
can therefore be written as

o
60 80 100

Angle 1 (deg)

140 160

FIG. 7. Scatter plot of S-atom environments in the relaxed
model. (a) Calculated from model A and (b) from model B.
Points within the circles of radius 20' about the b-S and h-S
points are taken to be b-S- and h-S-like, respectively. Increased
clustering about the crystalline S-atom bonding sites occurs
with relaxation. Nonuniform coverage of the plot indicates
presence of intermediate-range order.

with an implied summation over the four pair correlation
functions for the binary alloy and x; as the fractional
composition.

Figure 8 shows a comparison of the reduced scattering
intensity calculated for models A and 8 with experimen-
tal data. The overall agreement between calculated and
experimental data is reasonable for both models. Howev-
er, both models show deviations for very small values of k
(k (0.5 A ') and in the region k =7.5 A . The
discrepancy for very small k is attributed to the finite size
of the model, which does not give any information about
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C. Reversible photostructural changes

Chalcogenide glasses exhibit a light-induced red shift
of the optical absorption edge which is reversible upon
thermal annealing just below the glass-transition tempera-
ture. ' Experimental evidence clearly suggests that the
presence of chalcogen atoms is crucial for reversible pho-
tostructural changes, or photodarkening, to occur and
the magnitude depends on the specific type of the chal-
cogen atom. Photodarkening, which does not occur in
crystalline materials, is a structural rearrangement
unique to the glassy phase. However, the mechanism for
this structural rearrangement is still under investigation.
The EXAFS data have been interpreted as a light-
induced rotation of two AsS3 pyramidal units joined at a
particular S site with respect to each other about their
respective bond with the central S atom. This rotation is
equivalent to a distortion of dihedral angle relationships
which define helices and an increase in structural ran-
domness.

In the x-ray-scattering spectrum, a broadening and
shift to higher k values is found for the first sharp
diffraction peak with photodarkening (Fig. 9). At the
same time, the difference in amplitude between the max-
imum at kF and the adjacent minimum at higher k de-
creases, amounting to an increase in structural random-
ness in the material. In association with the interpreta-
tion of the first sharp diffraction peak as the correlation
between layers in the glass, the shift has been interpreted
as a decrease in interlayer separation with photodarken-
ing. This interpretation is dificult to reconcile with the
experimentally observed volume expansion associated
with photodarkening. Together with the ambiguity of
the layer interpretation as discussed in Sec. III B, we feel
that layers are not appropriate structural units for dis-
cussing the microscopic mechanism of photodarkening.

In an attempt to pinpoint the range of real-space corre-
lations involved in the changes in the first sharp
diffraction peak with photodarkening, the model I(k)
spectrum is fitted to an experimental spectrum of the ma-
terial in the photodarkened state. Trying to simulate the
shift with photodarkening, contributions within a certain
range were excluded from the sum in Eq. (11). Consider-
ing the real-space correlation for the first sharp
diffraction peak, rF=5.4 A, this radius was taken as the
starting point for the range of correlations to be excluded
from the sum. It was found that only removing correla-
tions from 7.0 to 7.4 A gave a good fit to the shift at
k~=1.16 A ' in the experimental spectrum. At the
same time, the computation reproduced the unaltered
model I(k) spectrum [Fig. 9(a)] virtually unchanged for
k )2 A . In Fig. 9(b) we show side by side the experi-
mental and the simulated spectra for the photodarkened
and annealed state for the low-k region. The two sets of
curves agree qualitatively in position and relative ampli-
tude, indicating our method points in the right range of
correlations. It must be realized, of course, that this
simulated shift was obtained by totally unphysical means:
the remova1 of shell contributions to the total scattering
intensity. Furthermore, changes in other physical quanti-
ties like density are not simulated at all. The result sug-

gests that the modification in the scattering intensity with
photodarkening is brought about by changes in correla-
tions in the range from 7.0 to 7.4 A. Since photodarken-
ing in As2S3 manifests itself by dihedral angle distortions,
it can be inferred that the dihedral angle distortions in-
duce changes in the correlations between S atoms on two
different AsS3 pyramids joined at a particular S site. This
fourth-nearest-neighbor distance occurs at a range of up
to 6.5 A. Thus, our simulated I(k) spectrum for photo-
darkening points to changes in correlations beyond the
fourth-nearest neighbor along a helical chain and also
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FIG. 9. Changes in reduced x-ray-scattering intensity, F(k),
simulated from model A. (a) Comparison of the x-ray-scattering
spectrum as calculated from model A by removing all real-space

0

correlations in the range from 7.0 to 7.4 A (solid line) and the

spectrum without the shell removed (dotted line). The annealed
state corresponds to the unaltered spectrum, whereas the photo-
darkened state corresponds to the spectrum with the shell re-
moved. Noticeable differences occur in the region between 1.0

o

and 2.2 A . (b) Direct comparison between the simulation and
experimental data (see Ref. 33) on an expanded scale for the
low-k region. The simulated data are given in the left half of
the figure and the experimental results are given in the right half
of the figure. The photodarkened state is characterized by a
lowering in relative amplitude and a shift to higher k for the
first sharp diffraction peak. The simulated data rnatch the ex-
perimental results on a systematic basis in this region.



12 870 PFEIFFER, BRABEC, JEFFERYS, AND PAESLER 39

possibly to interchain correlations.
Band-structure calculations' for a-Se can be taken as

another clue for the nature of photodarkening. Intrinsic
local defects in Se chains associated with parallel instead
of perpendicular alignment of LP orbitals on two neigh-
boring atoms give rise to additional electronic states.
Most prominently, states are introduced into the gap at
the conduction- and valence-band edges thereby decreas-
ing the optical gap for the material. Hence, dihedral an-
gle distortions offer a possible qualitative explanation for
the photodarkening effect in a-Se. Analysis of the
EXA.FS data for g-As2S3 leads us to speculate that the
dihedral angle distortions in photodarkened As2S3 give
rise to modifications in the electronic density of states
similar to those calculated for dihedral angle distortions'
in a-Se.

IV. SUMMARY AND CONCLUSIONS

In this work we have demonstrated that realistic
structural models for compound chalcogenide glasses can
be built and analyzed to obtain information about ele-
ments of IRO. The topological constraints alone that are
built into the chemically ordered CRN model introduce a
distinctive degree of IRO. Energy relaxation in a poten-
tial rejecting covalent-bonding forces and the LP in-
teraction yields density functions and RDF s in good
agreement with experimental data for both models. The
models exhibit increased ordering in terms of helical
structures, thus suggesting that the driving force for heli-
cal ordering is the LP interaction. The first sharp
diffraction peak in the x-ray-scattering spectrum appears
to be sensitive to the IRO. In particular, position and
amplitude of the first sharp diffraction peak are repro-
duced more accurately by model A, which contains more
helical elements than model B. Together with the better
match for the average density, this evidence indicates
that model A is the physically more reasonable one.
Hence, helical elements are important structural units in
g-As2S3 and play a critical role in the real-space correla-
tions responsible for the first sharp peak. The analysis of
dihedral angle configurations points out that the model
does not include planar structures and, much less, coher-
ence of several planes, supporting the notion that the first
sharp diffraction peak can be explained without relying
on a layer model for g-As2S3. Hence, in the light of all
presently available experimental data and a careful choice
of the model parameters, we feel that our model is realis-
tic and can be helpful in understanding the structure of
g-As2S3 by providing information to point further experi-
mental and theoretical research in new directions. Posi-
tive identification of the IRO structural units derived
from our model as actually existing in the glass remains a
difficult task awaiting improved techniques. Future ex-
tensions of our work will include the modification of the
relaxation algorithm to include a Monte Carlo method to
ensure global minimization of the whole structure.
Furthermore, a bond-breaking and -reformation mecha-
nism could be incorporated into the algorithm.

Contributions from different correlations to the first
sharp diffraction peak were examined for the calculated
I(k) spectrum. The removal of correlations in the range

0
from 7.0 to 7.4 A produces a shift in the first sharp
diffraction peak essentially identical to the experimental-
ly observed shift with photodarkening, giving an indica-
tion for the range of the mechanism involved. Due to the
unphysical method of removing the contributions of cer-
tain real-space correlations, the result can be taken only
as a hint for the range of correlations affected by photo-
darkening. By coupling these results with EXAFS data,
it is suggested that the shift in the first sharp diffraction
peak is related to dihedral angle distortions on atoms of
pyramidal units adjacent to the two originally considered
units. Hence, these distortions can be inferred as a possi-
ble explanation for the photodarkening mechanism. To
put the speculation on a firm basis, theoretical band-
structure calculations for undistorted and distorted—As—S—As—S—As—helical structures are currently
under way. From the experimental side, a new inter-
pretation of x-ray-absorption near-edge structure
(XANES) data in terms of the local electronic density of
states is being developed and it is anticipated that
changes in the electronic density of states might be
directly related to photostructural changes.
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APPENDIX: MODEL AND RELAXATION
PARAMETERS

Model A consists of 166 arsenic and 279 sulfur atoms
for a total of 445 atoms. Model B consists of 269 arsenic
and 431 sulfur atoms for a total of 700 atoms. The
wooden sticks used to represent the bonds were 7.5 cm
long in both models. The density for the relaxed struc-
tures is 2.99 g/cm for model A and 2.80 g/cm for mod-
el B, compared to an experimental value of 3.17 g/cm
for g-As2S3.

The parameters used in the VFF part of the relaxation
potential are ro=2. 27 A for the covalent As—S bond
length, 0 ' '= 100.9 ' for the As—S—As and
0 ' = 101.3 for the S—As—S bond angles, respective-
ly. The force constants are k„=8.67 eV/A,

~ =2 81 eV/A~ and k~s s~ =2 00 eV/A For
the lone-pair term (4), the parameters are k„,=k,„
=0.3106 eV A and f0=go=90'. The value of y= 1.006
0
A is found by requiring that 4J g p

decreases by
a factor of 100 from a radius of 2.27 A (one As—S bond
length) to 6 A. The damping factor exp( —ar ) for the
calculation of the reduced scattering intensity in Eq. (11)
uses an empirical value for o. of 0.015 A found by ad-
justing the height of the first peaks in the spectrum to
their experimental values.
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