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This paper presents results of studies on carrier-induced metastable defect creation in hydro-

genated amorphous silicon. The metastable defects were studied by measuring the threshold volt-

age shifts on thin-film amorphous silicon transistors and capacitors as a function of time, tempera-
ture, and bias. The kinetics (time, temperature, bias, and doping dependence) of these defects as
well as most other metastable-defect processes are quantitatively explained by hydrogen diffusion

and the creation of defects due to the presence of excess band-tail carriers.

I. INTRODUCTION

The origin of metastable-defect kinetics in hydrogenat-
ed amorphous silicon (a-Si:H) is an intriguing problem.
The defects can be created by a variety of different means
including illumination, ' current, ' electric fields, dop-
ing, and rapid thermal quenching, and can be removed
by annealing at temperatures above 150 C. Despite con-
siderable effort as well as great technological importance,
the microscopic mechanisms responsible for these meta-
stable changes are not well understood. In this paper, we
concentrate on carrier-induced defect kinetics and show
that the observed results for carrier-induced as well as
many other metastable defects are quantitatively con-
sistent with models involving hydrogen motion. Because
the kinetics of carrier-induced defects are similar to those
caused by other factors, the results support the unified
picture that hydrogen is involved in the kinetics of all the
observed metastable defects.

Much of the previous work on metastable defects has
focused on an understanding of light-induced defect for-
mation known as the Staebler-Wronski effect, and several
models have been developed to explain the defect-
creation process. One of the most widely accepted classes
of models involves the breaking of weak Si—Si bonds and
subsequent stabilization of the newly created Si
dangling-bond defects. ' ' One significant uncertainty
of the weak-bond models concerns the role of band-tail
carriers. All the various forms of metastable and
doping-induced defect formation involve the presence of
band-tail carriers —either electrons or holes. Making the
assumption that a single mechanism underlies all the
various defect processes, we can conclude that the band-
tail carriers must be involved in the destruction and for-
mation of deep defects. The connection between band-
tail carriers and reformation of bonds has been experi-
mentally investigated ' and has been attributed to
changes in energetics of bonds due to the modified
"8—1V" rule. ' Further elaboration of the model and the
energetics has been discussed in Refs. 16—20. The band-
tail carrier is hypothesized to destabilize weak silicon-
silicon bonds with subsequent formation of dangling-

bond defects. Studies of doped material have shown that
in addition to changes in the number of defects, the num-
ber of active dopants also changes in response to excess
carriers induced by light or rapid thermal quenching. "
Consequently, the mechanisms for rearrangements are
not necessarily unique to silicon and can involve dopant
atoms as well.

A second uncertainty of the weak-bond model involves
the mechanism by which these electronically induced de-
fects and bond rearrangements are stabilized. The most
widely proposed idea is that hydrogen motion is involved
in the kinetics and stabilization of the metastable de-
fects. ' ' The basic model is that hydrogen, bonded to
Si, is either released interstitially with subsequent trap-
ping or switches positions to create and anneal dangling
bonds and active dopants.

A number of observations suggest that hydrogen plays
an important role in metastable changes in a a-Si:H.
First, all the metastable changes anneal at temperatures
between 150'C and 230'C. At these temperatures, hy-
drogen is known to diffuse quite readily through the net-
work. ' Second, annealing temperatures of greater
than 420'C are required to reduce the large spin densities
found in unhydrogenated films and only recrystallization
temperatures of over 600'C reduce the defect densities to
levels found in hydrogenated amorphous silicon. ' If
hydrogen did not play a role, unhydrogenated films
should exhibit similar defect kinetics at low tempera-
tures. Third, the motion of hydrogen atoms provides a
natural mechanism for stabilizing metastable defects
against recombination because the hydrogen is mobile
and is not sterically constrained by more than one bond.
On the basis of these considerations, a number of models
have been proposed invoking hydrogen motion as an ac-
tive participant in various individual metastable-defect
phenomena. '

Additional support for the involvement of hydrogen
has come from more detailed studies of the hydrogen
diffusion in a-Si:H. Doping has been found to greatly
affect the diffusion rate of hydrogen in both crystalline
and amorphous silicon. Boron doping, in particular, in-
creases the diffusion coefficient by nearly three orders of
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magnitude while phosphorus doping results in nearly an
order of magnitude increase. Metastable-defect kinetics
indicate a similar dependence on doping, i.e., defects in
boron-doped material anneal faster than those in phos-
phorus or undoped material. Whether the increased
hydrogen diffusion causes the metastable effects or the
same mechanism results in enhanced hydrogen diffusion
is unresolved. Furthermore, the hydrogen motion has
been found to be dispersive exhibiting a time dependence
of the diffusion coefficient similar to carrier transport in
amorphous materials. This dispersive hydrogen motion
accounts for the stretched exponential decays of excess
carriers in doped amorphous silicon, the annealing of
light-induced defects, and the carrier-induced creation
of defects. Dispersive hydrogen motion also accounts
for the observed Meyer-Neldel —type relation between the
activation energy of annealing for metastable defects and
the attempt-to-anneal factor. ' An important testable
consequence for the involvement of hydrogen in metasta-
ble processes is to compare the kinetics of defect forma-
tion under carefully controlled conditions with that ex-
pected from hydrogen diffusion.

In an independent development, significant progress
has been made in understanding the origin of changes in
the electrical characteristics of metal-insulator —amor-
phous-silicon (MIS) structures. Initial measurements at-
tributed changes to trapped charges within the silicon-
nitride layer used as the insulator in the MIS structure.
Time-of-flight measurements found evidence for both fast
states (interface states) and bulk states on studies of ni-
tride overlayers on silicon. ' ' Because the deposition of
nitride on silicon (top nitride) results in significantly
worse devices than in the case of deposition of amor-
phous silicon nitride (bottom nitride), the causes of
threshold shift for devices which use bottom nitride may
be completely different. More recent photoconductive
measurements on devices before and after stressing have
been interpreted in terms of the creation of interface
states. The evidence relied on the understanding of the
details of recombination under illumination in the device.
Recent work on MIS structures ' ' in which the insu-
lator was replaced by a thermal gate oxide (an insulator
known to have negligible trapping ) demonstrated that
the defects are in fact created in the amorphous silicon
within 10 nm of the interface. The metastable effects are,
therefore, due to changes in amorphous silicon rather
than in the insulator. The MIS structure is an ideal sys-
tem to study metastable-defect formation because one can
control the carrier density and the electrical measure-
ments are extremely sensitive to small defect changes.

In this paper, the metastable-defect-formation kinetics
for carrier-induced defects in MIS structures (capacitors
and transistors) are studied in detail and compared to the
results expected from hydrogen diffusion and to the ki-
netics of other metastable-defect processes. We find evi-
dence consistent with the hypothesis that hydrogen
diffusion is actively involved in metastable-defect forma-
tion in a-Si:H. The metastable-defect kinetics as a func-
tion of time, temperature, and carrier concentration are
in quantitative agreement with models involving disper-
sive hydrogen motion. Because the kinetics of these de-

fects are similar to those found for other metastable de-
fects, the results provide evidence that hydrogen motion
is involved in many of the metastable processes observed
in a-Si:H.

The organization of the paper is as follows. Section II
discusses the sample structures, the experimental pro-
cedure, and a brief review of the experimental techniques
used to obtain the data. In Sec. III, results measured on
these samples are presented. In Sec. IV, the defect kinet-
ics expected from the stretched exponential equation in-
volving dispersive hydrogen diffusion are derived. These
relations are compared with the experimental time and
temperature kinetics of carrier-induced defect creation of
Sec. III. The stretched exponential equation also predicts
a particular relation between hydrogen diffusion and the
decay time of metastable changes which is verified by
comparison to experimental data from a wide variety of
metastable changes. Finally, possible physical origins of
the stretched exponential equation are discussed.

II. EXPERIMENT

The generation, measurement, and annealing of
carrier-induced metastable defects was studied on a
variety of different MIS structures subjected to various
temperatures, biases, and doping conditions. The defects
were created by the application of a field, and the changes
in the trapped charge density in these new states were
determined by monitoring the shift in the threshold of ei-
ther a capacitance-voltage (C-V) curve for a capacitor or
of the source-drain current (I,d ) versus gate voltage (I V)-
curve for a transistor. In this section, the principles
behind the C-V and I-V measurements are briefly re-
viewed followed by a discussion of the specific sample
structures used in this study, the measurement procedure
used to determine the threshold-voltage shifts, and final-

ly, the stressing sequences use in this study.

A. Sample structures

The results were obtained from a number of different
devices. Many of the measurements were made on capa-
citors in which the gate electrode consisted of degenerate-
ly P-doped crystalline silicon. The insulator was either
30 or 75 nm thermal oxide followed by 500 nm of either
undoped or P-doped a-Si:H deposited by glow discharge
at a substrate temperature of 230 C. The top contact
was a 50—100-nm n+-type layer topped with a 1-mm-
diam aluminum pad defining the capacitor area (struc-
tures similar to those used in Refs. 30 and 36). In addi-
tion, capacitors and transistors were fabricated using sil-
icon nitride as the dielectric in structures shown in Figs.
1 and 2. Initially, Cr was patterned for the bottom gate
electrode. Plasma-deposited silicon nitride (300-nm
thickness) followed by a-Si:H (100—500 nm) was deposit-
ed without interruption of the plasma (for further details
see Ref. 39). In the case of the capacitors, a 60—150-nm
n+-type layer was also deposited followed by either a
100-nm-thick Al or an indium —tin-oxide semitransparent
top contact. The layers were patterned into a structure
as indicated in Fig. 1. In the case of the transistor, a pas-
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FIG. 1. The structure for capacitors used in this study. (a)
nitride; (b) thermal oxide.

sivating layer of silicon nitride was deposited over the un-
doped a-Si:H. Holes were opened up in the nitride for
the source and drain contacts, and then a 120-nm layer of
n -type a-Si:H and Al layer were patterned to complete
the fabrication. Areas of the capacitors ranged from
10 to 10 cm . In some cases transistors and capaci-
tors were fabricated from the same silicon-
nitride —amorphous-silicon deposition to permit compar-
ison of the various devices.

B. Capacitance- and current-voltage measurements

!(Nonbiocking)[
Interface

States

C-V and I-V measurements are useful techniques for
determining trapped charge and defect densities in MIS
structures. In particular, information about the density
and approximate location within the band gap can be
determined. If the capacitance is measured as a function
of voltage on MIS structure with n +-type contacts shown
in Fig. 1, the capacitance ranges from the geometrical ca-
pacitance (capacitance of the whole structure) to a max-
imum value given by the insulator capacitance. Chang-
ing the applied voltage from negative to positive voltages
applied to the gate sweeps the Fermi level in the bandgap
at the interface from lower to higher energies (towards
the conduction band). The band bending in the semicon-
ductor changes from electron (hole) depletion (accumula-
tion) to accumulation (depletion). If the contact can in-
ject holes and a hole-accumulation layer forms, the ca-
pacitance rises to the insulator capacitance for increas-
ingly negative biases applied to the gate as well as for
positive bias. Information about the lower half of the
band gap can therefore be obtained. In the usual case
when the contacts block holes, e.g. , an n+-type contact,
the holes cannot respond to the oscillating field of the ca-
pacitance measurement so the capacitance remains equal
to the geometrical capacitance for negative biases (Fig.
3). Newly created negatively charged defects in the lower
half of the band gap or charge trapped in the insulator re-
sult in a parallel shift of the C-V curve to more positive
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FIG. 2. The structure for transistors used in this study. (a)
nitride; (b) thermal oxide.

FICz 3. Effects of interface-state creation and bulk trapping
on the C- V curves. The top figure shows the effect of additional
interface states which cause a stretchout of the C-V curve. If
the contact blocks holes, then the negative-voltage portion is
not observed. Hence, if interface states are produced in the
lower half of the gap, the positive-voltage portion of the C-V
curve exhibits a parallel shift as observed in Fig. 5. The bottom
figure shows the effects of bulk trapping within the nitride.
There is a parallel shift of both the positive and negative por-
tions of the C- Vcurve. Results of Ref. 30 have shown that posi-
tive stressing results in the situation represented in the upper
curve.
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gate voltages (Fig. 3). The amount of trapped charge per
unit area, b,Q, is given by the relation b, Q = C, b, V, where
C, is the insulator capacitance per unit area and 6 V is the
threshold-voltage shift. The areal density of defects
created is therefore directly proportional to the
threshold-voltage shift for parallel shifts. If states are
created in the upper half of the gap, their occupancy
changes during the voltage sweep causing the C-V curve
to stretch out along the voltage axis. The rate at which
the capacitance increases as a function of voltage is there-
fore a measure of defect density through which the Fermi
level EF sweeps during the measurement. The value of
capacitance also indicates the approximate position of EF
in the gap. Changes of the C-Vcurves near the geometri-
cal (insulator) capacitance are indicative of deep (shallow)
state changes. In summary, voltage stretchout indicates
interfacial defects in the upper part of the gap while
parallel shifts indicate charged defects in the lower por-
tion of the gap or charge trapping in the insulator.

The above discussion described the results for C-V
curves obtained on capacitors, but the same information
and considerations apply to transistors and I-V curves
taken with small source-drain voltages to avoid pinch-off.
The transistor has the additional property that the
Fermi-level position at the interface can be determined by
measuring the activation energy of the source-drain
current. Electrical studies of both transistors and capaci-
tors provide important information on the creation of in-
terface states and charge trapping.

Measure!nitial C versus V curve

Find voltage Vp corresponding to reference capacitance, Cp

Fit C -V curve with cubic spline

Apply stress to sample

V=Vp

Apply V

Measure capacitance C

' Is C = Cp (within limits 1%)?

Wait time delay

No Yes

Compute new V using
spline and C

Record V and time

End of Data?

Yes
No

End

FIG. 4. Flow chart for the procedure to measure rapidly the
threshold voltage shift as a function of time. At the end, a final
C-V curve is measured and compared to the initial curve to en-
sure that a parallel shift is observed.

C. Measurement procedures

The experimental procedure was ( 1) to measure either
the I-V or C-V characteristics, (2) apply a stressing se-
quence to the gate, (3) periodically interrupt the stressing
to determine the threshold shift, (4) apply a relaxation se-
quence to the gate, (5) periodically interrupt the relaxa-
tion to determine the threshold, and (6) measure a final
I-V or C-V curve. The stressing sequence used to gen-
erate the defects consisted of dc voltages in the range of
—25 to +25 V depending on the insulator thickness.
The sample temperature could be altered so the effects of
temperature could be determined. The transistors and
capacitors could also be illuminated using a tungsten
lamp. The C-V measurements could be taken at any fre-
quency from 5 Hz to 10 MHz although most results were
taken at 100 kHz. The rate at which the C-V and I-V
curves were obtained could be varied from 100 ms per
point to a much longer time period. All results in this
work were obtained using roughly 4 sec per point during
which an average of five readings were computed. The
experiment was computer controlled to permit the re-
quired long observation times (additional details may be
found in Ref. 30).

A crucial requirement of the experiment is that the
time for the threshold shift measurement be as short as
possible to minimize the disruption of the stressing and
relaxation cycles. A flow chart describing the measure-
ment procedure is presented in Fig. 4. After an initial C-
V or I-V curve is determined, a reference capacitance
(Co) or current (Io) is selected. The electrical charac-

teristic is fitted with cubic spline regression, and the volt-
age corresponding to the reference value is obtained ( Vo ).
The sample is subsequently stressed for a specified time.
The previous threshold voltage is applied to the sample
and the capacitance or current is measured. If C = Cp or
I =Ip within a preset limit, the current calculated voltage
is the position of the threshold voltage. Otherwise a new
voltage is calculated and applied to the sample and the
cycle repeats itself. The stress (or relaxation) is reapplied
to the sample until the next point is measured. Typically,
the cycle converges within one cycle and takes less than
0.3 sec. This procedure minimizes the effects of the
threshold measurement on the charging-discharging pro-
cess and permits extremely small threshold shifts ( (5
meV) at short times to be determined. The procedure re-
lies on the assumption that the C-V or I-V curve exhibit
only a parallel shift. A final C-V or I-V curve is com-
pared to the initial one to ensure that this assumption is
valid.

III. RESULTS

A. C- V and I- V measurements

Typical I-V measurements on a nitride transistor are
depicted in Fig. 5 for various measurement temperatures.
The rise in current for V near 2 V indicates that the Fer-
mi level within the channel moves close to the conduction
band for these gate biases. The increase in current for
negative voltages is due to the increased carrier concen-
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FIG. 5. The source-drain current for a nitride transistor vs

gate voltage for different temperatures.

tration caused by the higher temperatures. Since the car-
rier density is known to be important for the defect
creation, these measurements provide important informa-
tion about the Fermi-level position as a function of gate
bias. The Fermi-level position is determined by plotting
the current at a given V versus 1/kT. The activation
energy is a rough measurement of the position of the Fer-
mi level relative to the conduction band for various gate
biases. Such activation-energy plots reveal that the Fer-
mi level within the channel moves to within 0.09 eV of
the conduction-band edge (Fig. 6). Hence, the carrier
densities for 10—15-V gate biases correspond to heavy
phosphorus doping of 10 in the gas phases while gate

biases around 3 V correspond to lighter phosphorus-
doping levels of 10 —10 . This correspondence be-
tween the various doping levels and V will be used in
Sec. IV to compare the kinetics at different gate biases
with those for doping levels giving comparable carrier
densities (as determined by the Fermi-level position).

We consider next C-V measurements and the effect of
various levels of dc gate-bias stressing. A typical C-V
curve before and after a 20-min bias at 20 V is presented
in Fig. 7 for a nitride capacitor. The change is primarily
a parallel shift with a very slight change in shape indicat-
ing that the dominant process is the addition of charge in
the dielectric or at the interface. The sign of the charge
trapped is negative since the curve shifts to the right.
Such a charge could lie either within the bulk of the
dielectric or in the a-Si:H near the interface in states
whose occupancy does not change during the measure-
ment. These states are located at midgap or in the lower
portion of the gap for the following reason. If the states
were near the conduction band, their occupancy would
change during the C-V measurement which moves the
Fermi level through the upper part of the gap at the in-
terface. The change in occupancy would result in a
stretchout of the C-V curve. When a negative stress is
applied to the gate, the C-V curve shifts to the left, indi-
cating that additional positive charge or holes are now
trapped within the nitride or interface.

B. Interface versus bulk

It is important at this point to establish that for posi-
tive gate biases, the defects are created within the amor-
phous silicon near the interface. There is a number of
different experiments in this study, as well as in previous
work, which supports this suggestion. In Ref. 35, it was
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FIG. 6. The activation energy obtained from the data in Fig.
7 vs gate voltage. The conduction-band edge (E, j is at 0 V
while the valence-band edge (E, j is roughly at 1.8 eV.

FIG. 7. The effect of various stressing conditions on the
dependence of the 100-kHz capacitance vs bias applied to the
gate (positive applied to the bottom metal in Fig. 1). The C-V
curve initially shifts to the right, indicating the trapping of neg-
ative charge. The negative bias moves the curve to the right, in-
dicating a net trapping of positive charge. Finally, the curve is
returned roughly to its original state. The parallel shift indi-
cates that no interface states in the upper part of the band gap
are created.
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shown that the induced charge could be neutralized by
photodischarge in the silicon quite rapidly, indicating
that the charge is in close proximity with the a-Si:H. Re-
cent work on ambipolar transistors in which the channel
current is carried by electrons and holes came to the
same conclusion that positive gate biases generated inter-
face states while negative biases resulted in charge ex-
change with the nitride. ' ' ' ' Changes in the il-
luminated I-V characteristics have shown that for elec-
tron accumulation in nitride samples, states are created
at or near the interface. In Fig. 8, dark and illuminated
I-V characteristics before and after stressing are shown.
The rise of the curve for negative voltages under il-
lumination arises from conduction by holes and depends
on the position of the Fermi level in the lower part of the
gap. The stretchout of the illuminated-voltage charac-
teristics demonstrates that the charge interchanges with
the silicon during the I-V measurement. The same stud-
ies also indicate that hole accumulation, on the other
hand, results in holes trapped within the nitride due to
the different offsets for valence and conduction bands.

Additional corroborating evidence for the importance
of the interface comes from studies of the effect of deposi-
tion on the rate of charge generation. The rate of charg-
ing is improved up to a certain level by changes in the
nitride-deposition conditions. Beyond this level, changes
in the nitride deposition, which significantly change its
structure such as the Si—H bonding, do not result in re-
duced charging; the charging rate only increases. Other
indications that the interface is important come from the
observation that the rate of the threshold shift is greatly
increased by alteration of the growth conditions at the in-
terface such as interrupting the plasma or striking a hy-

drogen plasma before silicon deposition. Since the ni-
tride is deposited first, the bulk nitride properties can not
depend on plasma conditions during deposition of the in-
terface. Consequently, the large increase in charging
must reAect the changes at the interface. The rate of
threshold shift also decreases if the silicon-deposition
temperature is increased while keeping the nitride-
deposition conditions Axed. ' Hence, there is
significant evidence from alteration of deposition condi-
tions indicating that for the best nitride, the interface de-
fect creation dominates the threshold-voltage shift.

Next, we present data from thermal oxide MIS struc-
tures indicating that the defects induced by bias stressing
actually occur in the amorphous silicon rather than
within the dielectric near the interface. Thermally grown
oxide on c-Si has an extremely low trapping rate due to
the large band gap and small numbers of traps. Appli-
cations of 15 V stress to similar crystalline-silicon-
thermal-oxide structures at elevated temperatures for
durations of several days exhibited threshold shifts of less
than 50 meV. Hence, charge trapping within the SiOz is
negligible. The time dependence of the threshold-voltage
shifts of an amorphous-silicon —oxide capacitor is virtual-
ly identical to the time dependence observed for an
amorphous-silicon —nitride device for positive gate biases
iFig. 9). This is evidence that the states are not within
the dielectric since both the number and trapping charac-
teristics of states of a plasma-deposited nitride and a
thermal oxide would be expected to be different. Furth-
ermore, as will be discussed in Sec. IV, the time, tempera-
ture, and bias dependencies of the threshold-voltage
shifts are entirely consistent with equivalent metastable
effects which occur in the bulk amorphous silicon. The
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FIG. 8. The source-drain current vs gate voltage before
(dashed) and following (solid) a 20V, 14-h stressing time. The
measurements were made under illumination and in the dark.
The increase in current under negative gate biases for the il-
luminated case is due to hole conduction. The stretching of the
illuminated curve along the voltage axis is indicative of
interface-state creation.

FIG. 9. A comparison of the threshold-voltage shift AV vs
time for a silicon-nitride capacitor and a thermal-oxide capaci-
tor. The shift is virtually identical, indicating that the threshold
shifts are due to changes occurring within the a-Si:H rather
than charge trapping within the nitride, or are characteristic of
a special interface region between the silicon nitride and the a-
Si:H.
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defects are created within 100 nm of the interface because
the accumulation layer in which the carrier density is
high is less than 100 nm wide. Thus, positive biases
which are less than 30 V primarily create interface states,
and the density is proportional to the threshold shift. We
can therefore determine defect kinetics in amorphous sil-
icon through observation of the threshold shifts.

Consistent with above results, negative biases applied
to oxide MIS structures are significantly different from
those for silicon-nitride MIS structures. A negative bias
applied to an oxide capacitor results in a positive thresh-
old shift rather than the negative shift observed for ni-
tride samples. This result indicates that states are creat-
ed near the oxide interface which become negatively
charged during the C-V measurement and cause a posi-
tive threshold shift. There is no significant bulk trapping
in thermal SiOz. For nitride films, on the other hand,
negative biases cause significant densities of holes to be-
come trapped within the bulk nitride. Hence, the thresh-
old shifts to negative voltages confirming previous re-

it 3O'37'4t

320K

10'
102

Time (sec)
104

FIG. 11. The threshold-voltage shift transistors subjected to
20 V stress vs time for various temperatures. Each curve was
obtained on a different device.

C. Threshold voltage versus time

A typical threshold-voltage shift versus time is depict-
ed in Fig. 10. The nitride was stressed with 20 V dc bias
during the first part of the cycle. Subsequently, the gate
voltage was set to zero and defect states induced by the
gate voltage began to decay. Note that the creation rate
of metastable defects is much more rapid than the anneal-
ing rate. Consequently, even if the dielectric remains un-
stressed for a long period of time, the charge will not be
removed from the dielectric. In addition, metastable-
defect formation and annealing is not exponential with

time. Subtracting the initial voltage yields the change in
the threshold, 6 V, as a function of time. Plotting
log&oh V versus log, ot yields a straight line for most of the
samples irrespective of the temperature or type of device
(transistor or capacitor). In other words, the charging
time dependence is given by a power law of the form

AV=AVO t~,

where b Vo is the shift after l sec and P is an exponent.
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FICx. 10. The threshold of a capacitor vs stressing time. Dur-
ing the period from 0 to roughly 2X10 sec, 20 V dc was ap-
plied to the gate. After this period, the voltage was reduced to 0
V and the discharge was determined. The curve consists of hun-
dreds of points demonstrating the high signal to noise ratio.

FIG. 12. The normalized threshold-voltage shift vs time for
various indicated temperatures (K). The data are represented
by points and the solid lines are least-squares fits to Eq. (10).
The fitting parameters r and g are represented in both insets by
the solid triangles. The solid circles represent data obtained
from fits to decays of excess band-tail carriers in doped a-Si:H
from Ref. 22. The open circles represent j3 values obtained from
hydrogen diffusion from Refs. 22 and 24.
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FIG. 13. The threshold-voltage shift for nitride transistors
subjected to the various stressing voltages indicated vs time.
Each curve was obtained on a different device.

IV. DISCUSSION

In the preceding section, a significant number of in-
dependent results demonstrated that the accumulation of
charges in a MIS structure with a-Si:H results in the
creation of states in the middle to lower part of the band
gap. Moreover, the density and number of these states is
directly proportional to the threshold-voltage shift of the
electrical characteristics. Consequently, the time and

An example of this behavior is plotted in Fig. 11 for
different temperatures. Note the linear shape and equal
spacing in log time for decreasing temperatures, indicat-
ing that p does not change greatly with temperature,
while 6 Vo has a significant temperature dependence.
The values of p obtained from least-squares fits are
roughly 0.5+0. 1 with some small increase with tempera-
ture. Equivalently, for these samples the threshold-
voltage shift varies approximately as the square root of
the charging time. The parameter AVO, on the other
hand, exhibits an activated behavior with an activation
energy E, of 0.4+0.1 eV. A more detailed discussion of
both P and 6 Vo and their temperature dependencies is
given in Sec. IV.

The metastable-defect-creation rate for longer periods
of time for various temperatures is represented by the
points in Fig. 12. The defects were created by the appli-
cation of 20 V stress to a nitride capacitor. The
threshold-voltage shift b, V(t) = V,h(t) —V,h( ~ ) (which is

less than zero) versus logiot has been normalized with
respect to the total shift for 20-V stressing of a nitride
capacitor. In Fig. 13, the threshold shift as a function of
time is presented for various biases. Note that the net
long-term change in threshold, i.e., b, V( t ) = V,h ( t )
—V,h( ~ ) is approximately equal to the applied bias. Re-
gardless of the conditions of stressing, a similar shape is
observed for the creation of interface states.

A. Defect kinetics equation

Since the hydrogen motion provides a mechanism for
creation and annealing of metastable defects, the forma-
tion rate of defects may be governed by hydrogen
diffusion. According to the extended Cxlarum model in
Refs. 45 and 46, the rate of defect formation is propor-
tional to the rate at which hydrogen diffuses towards de-
fect formation sites. Consequently, the change of the
defect density from equilibrium, AN„ is given by

d b, N, /dt = —AD(t)b, N, , (2)

where A is a constant of proportionality, and D (t) is the
time-dependent hydrogen diffusion coefficient. ' ' The
time dependence is due to the trapping and detrapping of
the hydrogen with an anomalously wide range of dwell
times as it diffuses through the network. Further discus-
sion of the implications and possible origins of Eq. (2) as
well as a discussion of the applicability of the kinetic
equation is presented below in Sec. IV D. In the theory
of multiple trapping for trap-limited band transport in
approximately exponential distribution of trap energies,
the dispersive diffusion coefficient is given by

D (t) =Doo(~t) (3)

where Doo is a microscopic diffusion, co is a hydrogen at-
tempt frequency, and a is the temperature-dependent

temperature dependence of the voltage shifts must be re-
lated to the defect-creation kinetics. In order to explain
the experimental changes of threshold with temperature,
time, bias, and doping, we must discuss possible instabili-
ty mechanisms that could account for these results. The
creation of carrier-induced interface states is similar to
other metastable effects such as the formation of light-
induced defects, and the decay of excess carriers due to
rapid thermal quenching. In all cases, deep defects are
created within a-Si:H in response to the presence of ex-
cess carriers —a similarity pointing to a common origin.
In addition, the time and temperature of the kinetics of
these effects are consistent with diffusive hydrogen
motion.

In this section, we show how the extended Glarum
model ' applied to hydrogen diffusion not only explains
the decay of excess carriers but also explains numerous
other metastable phenomena including the metastable-
defect-formation results of Sec. III. The equation for ex-
cess carrier relaxation from Refs. 45 and 22 is used to
derive equations for the time and temperature depen-
dence of the defect-creation process (Sec. IV A). In Sec.
IV B, the predictions of this equation are then compared
with the experimental threshold-voltage results presented
in Sec. III. In Sec. IV C, a relation between the
hydrogen-diffusion coefficient and the characteristic time
of decay of various metastable processes is derived from
the hydrogen diffusion and is verified by experiment. Fi-
nally, in Sec. IVD we discuss a possible physical model
which could give rise to the hydrogen diffusion
equation —an equation which appears to be successful in
quantitatively explaining a wide variety of metastable
phenomena in a-Si:H.



1172 W. B. JACKSON, J. M. MARSHALL, AND M. D. MOYER 39

dispersion parameter which is given by a= 1 —@=1—T/To. The quantity kTo is the characteristic energy
of the exponential distribution of trapping sites, and T is
the ineasurement temperature. Solving Eq. (2) using Eq.
(3) yields the characteristic stretched exponential22

0
bN, (t) =AN, (0) exp (4)

where P= T/To as before, and

r = ro exp(E, /k T ),
where

so= 1/co

and E, is given by

E,=kToln 3 roD~

Equations (4)—(7) relate the time dependence of defect
densities to hydrogen diffusion and have a number of im-
portance consequences which can be tested and verified
by experiment. In the following subsections, the time,
temperature, doping dependence, and consequences of
these equations for the various metastable phenomena
observed in a-Si:H are verified.

B. Carrier-induced defect creation
and threshold voltage shifts

One of the most straightforward means for testing Eqs.
(4) —(7) is to compare these equations to the time depen-
dence of the carrier-induced defect density presented in
Sec. III. In order to compare the above results to data in
Sec. III, a connection between the carrier density and the
threshold voltage must be established. In the MIS struc-
ture, the carrier density and hence the induced defect
density depends on the distance x from the insulator. In-
serting the x dependence explicitly, Eq. (2) becomes

d b N, (x, t ) /dt = —AD (r)b N, (x, t) . (8)

V,h(t) —V, i, ( ~ ) AN, . (t)
b,N, (0)

(10)

Equation (8) can be integrated over x through the thick-
ness of the film. Defining AN, according to the relation

bN, =AN, (t):—f AN, (x, t)dx,
0

it becomes an areal charge density. In the rest of the pa-
per, N„b,N„and n aT (the density of band-tail carriers)
refer to areal charge densities defined in a manner similar
to Eq. (9). Equation (2) and all other equations in the pa-
per hold for these areal charge densities. Accordingly,
the time dependence of areal defect densities in amor-
phous silicon should follow a stretched exponential be-
havior indicated in Eq. (4). Since the threshold-voltage
shift, b, V, (t) h= V,„(t)—V,„(~ ) =AN, /C, , where C, is
the insulator capacitance per unit area, the time depen-
dence of the threshold-voltage shift is given by

If we define

AVO = [ Vh( ~ )
—V,„(0)]r (12)

we recover the observed power-law form in Eq. (1). The
power-law exponent is the same as the exponent in the
stretched exponential. Hence, the Il values given in Sec.
III also apply to the stretched exponential. The form of
charging presented in Eq. (10) provides the transition
from short times to very long times and represents a gen-
eralization of Eq. (1). Because the threshold shift cannot
exceed the applied bias for long times, Eq. (1) must break

According to Eq. (10), the threshold-voltage shift should
exhibit stretched exponential behavior with ~ given by
Eq. (5) and P= T/To. In Fig. 12, the normalized thresh-
old shift measured on nitride transistor structures is plot-
ted for different temperatures. The corresponding least-
squares fit of the stretched exponential is also depicted
(solid lines); the fit is quite reasonable for the various tem-
peratures. The insets show the r and j3 values from these
fits (triangles) along with the corresponding values for the
decay of excess carriers in P-doped amorphous silicon
(solid circles) and from hydrogen diffusion (open cir-
cles). The expected activated form of r is observed with
E,=0.95 eV and wo=6X 10 ' sec. The activation ener-
gy is virtually identical to that observed for the decay of
excess band-tail carriers. ' This result is expected since
in both cases the carrier-density reduction proceeds by
the creation of defects via hydrogen diffusion. The pre-
factor ~o is slightly different due to the fact that the
transistor channel in which the defects are formed is un-
doped, which lowers the hydrogen-diffusion rate (see dis-
cussion in Sec. IV C). The small difference in To is within
the experimental uncertainty since P is rather sensitive to
the initial and equilibrium values of the threshold—
values which are difficult to obtain.

Using data from hydrogen diffusion, Eqs. (4)—(7) are
in quantitative agreement with observations as well. The
value pf To found from the hydrogen diffusio ' shown
in the lower inset of Fig. 12 gives a value of TO=650 K
compared with a value of approximately 800 K for the
transistor data (lower inset of Fig. 12). From Ref. 24, the
microscopic diffusion constant Doo was found to be
5X10 ' cm /sec for a 10 P-doped sample. Using a
value of 2 =2 5 X 10' cm, a value which will be
shown to be physically reasonable in Sec. IVD, E, ob-
tained from Eq. (7) is 0.95 eV, in good agreement with the
observed activation energy. This same value of 3 was
used in Eqs. (2)—(7) to explain the exponential "Meyer-
Neldel" relation between the attempt-to-anneal factor
and the annealing activation energy found for light-
induced defects (see Ref. 31 for further details). This
value is rather constrained by experiment.

For short times and small threshold shifts, the quantity
in the square brackets in Eq. (10) is much less than unity
and Eq. (10) becomes

p

b, V(t) = V,h(t) —V,h(0) = [ V, h( ~ )
—V,h(0)]

t
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b Vo =[V i, ( ~ )
—V,„(0)]ro~exp( PE, /—kT) (13)

so that AV0 is activated and has an activation energy
given by PE, or 0.5X0.95=0.5 eV. The observed value
for activation energy of 5 V0 from Fig. 11 is approximate-
ly 0.5 eV, in good agreement with Eq. (11). Furthermore,
the value of ~0 found from AV0 is also within a factor of
10 of that found for decay of excess carriers due to rapid
thermal quenching and hydrogen diffusion. The quantity
AV0 is related directly to microscopic parameters of hy-

drogen motion. Substituting Eqs. (5)—(7) into Eq. (12)
yields

down and is replaced by Eq. (10).
The values of P obtained by a fit to Eq. (10) are similar

to those found in a fit to Eq. (1), indicating the consisten-
cy of the two equations. The P values from the slope of
the curves in Fig. 10 are 0.56, 0.63, 0.62, and 0.67 for
320—380 K. These points are in close agreement with the

P values in the lower inset of Fig. 12. The quantity To
has the value of 600 K in reasonable agreement with the
values found for the stretched exponential fit. Since ~ is
thermally activated according to the relation
r = ro exp(E, /k T), then Eq. (12) predicts that 6 Vo will be
given by

1. beets of dispersion on hydrogen diffusion

Because the hydrogen diffusion is dispersive, the
diffusion coefficient will exhibit an anomalous dependence
on the diff'usion distance and time as in the case of disper-
sive carrier transport. ' In Ref. 24, the hydrogen-
diffusion coefficient was determined by fitting the hydro-
gen profile achieved after annealing at a known tempera-
ture and time t to an error-function profile. The diff'usion

coefficient D was determined by the relation

D =L /4t, (15)

(D )i/2 i3/2 —
it t3/2

(16)

where L is the distance at which the hydrogen error-
function profile falls to e ' of its peak value. The ques-
tion immediately arises whether this procedure is ap-
propriate if D is time dependent. The second question is
how to deal with the dependence of the diffusion constant
on L.

Beginning with the first question, we show that Eq. (15)
is indeed valid for dispersive diffusion. According to the
one-dimensional dispersive diffusion theory in Ref. 51,
the normalized diffusion profile depends on the distance x
and time t only in the combination

b, Vo = [ V,„(~ )
—V,„(0)]A (Dooco ) . (14)

The factor in parentheses is directly proportional to the
diffusion coefficient through Eq. (3) and V, i, ( ~ )
—V, i, (0)=Vs, the applied bias. The threshold-shifting
parameters can therefore be related directly to physical
parameters.

Summarizing the results of this subsection, we observe
that carrier-induced defect creation kinetics as a function
of time and temperature are in quite good agreement with
the hydrogen-diffusion equation [Eq. (2)]—the same
equation which accounts for the decay of excess carriers
in doped material and the annealing of light-induced de-
fects

$ =2= L
(D )i/2 ti/2 —itP/2

00 ~ L
(17)

This relation may be rearranged to solve for the diffusion
at a time tI, yielding

Hence, the normalized hydrogen profile remains invari-
ant if plotted versus $. This equation indicates how a
dispersive diffusion profile progresses in time and dis-
tance, and one can follow the diffusion of a given concen-
tration level versus time setting $ equal to a constant, e.g. ,
s =2. Then Eq. (16) gives the following relation between
the distance L that the hydrogen has diffused and the
time to diffuse this distance, tL, namely

D(tL ) =Doo(iott ) =L'/4t . (18)

C. General relation between ~ and hydrogen dift'usion

One of the most significant consequences of Eq. (2) is
that it predicts a close connection between the stretched
exponential parameter ~ and hydrogen diffusion. This re-
lation applies for all metastable effects governed by Eq.
(2) and, hence, should be observed for the decay of excess
carriers, annealing of light-induced dangling bonds, as
well as the carrier-induced creation of defects. Since it is
known that the hydrogen diffusion is greatly affected by
temperature and doping, this is a strong test of Eqs.
(2) —(7). In order to make this connection, we must first
correct the hydrogen-diffusion measurements of Ref. 24
for the effects of dispersion. We demonstrate that the
usual means of determining the diff'usion constant apply
for dispersive transport. Once intricacies of dispersion
are dealt with, the relation between the characteristic
time ~ and the hydrogen diffusion follows immediately.

This equation is identical to Eq. (15). Thus, the time-
dependent diffusion coefficient may be determined by
measuring the distance L that a given concentration level
has traveled in a time tL. The most accurate way of
determining the distance that a specific concentration lev-
el has traveled is to fit the profile by a functional form
and then find the appropriate distance. Such a procedure
utilizes concentration information over a number of
points. In Ref. 24, an error-function fit was used to
determine the distance to use in Eq. (18).

We next address the question of how the L dependence
of the diffusion measurements in Ref. 24 should be han-
dled. The basic approach is to correct the diffusion mea-
surement to a constant diffusion distance. Setting Eq.
(15) equal to Eq. (3), solving for the diffusion time tL to
diffuse a distance L, and then substituting into Eq. (15)
yields
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D(tL ) =
1/P

4DOO

aL2 4
(19)

Equivalently, to correct a diffusion constant evaluated
from diffusing a distance L2 to the value for diffusing a
distance L

&
at a temperature T the relation

D(tl )=
L2

2 —2/f3

D(tL ) (20)

is used. Equation (20) was used to correct the data in
Ref. 24 to a constant diffusion distance of 100 nm using
TO=650 K for all temperatures and doping levels. This
correction is actually fairly small for the data in Ref. 24
since the data correspond to a situation approaching
constant-distance diffusion. The correction does result in
a slight increase of the activation energy to approximate-
ly 1.5 —1.4 eV from 1.25 —1.35 eV, yielding better agree-
ment with other measurements of the hydrogen-diffusion
activation energy.

2. Relation between hydrogen diffusion and r

We are now in a position to derive a general relation
between the diffusion coefficient and the stretched ex-
ponential parameter r. Combining Eqs. (3), (5)—(7), and
(19), the relation between r and the constant distance
diffusion coefficient D is found to be

1/P
P4 1

(21)

This important relation predicts that the relaxation time
is inversely related to the hydrogen diffusion corrected to
constant distance. Since the diffusion constant depends
strongly on the temperature, doping concentration, and
type of dopant, this is an important relation which can be
tested using the diffusion data from Ref. 24, excess car-
rier relaxation data, and the carrier-induced defect kinet-
ics.

In order to test Eq. (21) the stretched exponential pa-
rameter ~ and the diffusion coefficient must be deter-
mined at the same temperature and doping level. Unfor-
tunately, since the hydrogen-diffusion measurements re-
quire macroscopic diffusion over 10—100 nm, they must
be performed at temperatures of 200—300'C. On the
other hand, the relaxation times for the various metasta-
ble phenomena are extremely short at these temperatures.
As a consequence, the defect-creation and relaxation
measurements must be done at temperatures of
30—150'C. It is necessary either to measure the tempera-
ture dependence of ~ at the lower temperatures and extra-
polate to the higher temperatures, or to measure the tern-
perature dependence of D and extrapolate to the lower
temperatures. In the following, both procedures are per-
formed to verify Eq. (21).

We first extrapolate the ~ values to higher temperature
for a variety of different samples. From the inset in Fig.

12 and Refs. 22, 29, and 30 it is found that the activation
energy of ~ is 0.9—1.0 eV for the decay of excess carriers,
annealing of light-induced metastable defects, and
creation of field-induced dangling bonds. Using this ac-
tivation energy, the ~ values for a variety of samples were
extrapolated to 513 K where the constant distance
diffusion coefficient for a variety of samples has been
determined. The results are depicted in Fig. 14. For the
x axis, the right-hand side of Eq. (21) was evaluated using
experimentally measured diffusion constants from Ref. 24
corrected to a constant diffusion distance of L =100 nm
while A has the same value (2.5X10' cm ) as used in
the preceding subsection. The quantity P= 1 —a = T/To
is evaluated with T =513 K and To =650 K from the hy-
drogen diffusion as before. Included in the data are ~'s
from (1) the annealing of light-induced dangling bonds in
undoped a-Si:H at three different temperatures deter-
mined from electron-spin resonance (solid triangles); (2)
the decay of excess carriers due to rapid thermal quench-
ing in 10 B-doped samples (open triangle) (Ref. 16); (3)
the decay of excess carriers from rapid thermal quench-
ing in 10, 10, 10, and 10 P-doped samples (solid
circles) (Ref. 16); (4) the creation of metastable defects in-
duced by field-induced hole accumulation in undoped
amorphous silicon (open circle) (the diffusion coefficient
was taken to be the same as 10 8-doped sample); and
(5) the creation of metastable defects induced by electron
accumulation in 10 P-doped material for two different
biases corresponding to increased carrier densities rough-
ly equivalent to 10 and 10 P-doped material. The
solid line is the value predicted by Eq. (21).

The agreement is quite good for a variety of samples
with different carrier densities, doping levels, and at
different temperatures. Note that if excess holes are
created either by field accumulation or by doping, the
hydrogen-diffusion rate is rapid and the relaxation time is
short. The relaxation times also become increasingly
greater as the phosphorus doping is decreased. This de-
creases the carrier density and causes the hydrogen
diffusion to decrease. Finally, the undoped material in
the annealing of light-induced dangling bonds has the
longest relaxation time and the lowest H diffusion. Fig-
ure 14 demonstrates that ~ is inversely related to the
hydrogen-diffusion coefficient as it is altered by changing
the carrier density. The results presented in Fig. 14 are
compelling evidence indicating that the defect kinetics
for various metastable defects are due to hydrogen
motion and verifying our assumption that H motion is in-
volved in stabilizing the metastable defects.

We can also test Eq. (21) by varying the temperature in
addition to the type of sample. This comparison is ac-
complished by measuring the temperature dependence of
the constant-distance diffusion coefficient and extrapolat-
ing to the metastable-defect measurement temperatures
(Fig. 15). Because the diffusion constant is difficult to
measure accurately, the extrapolation is not nearly as ac-
curate as the ~ extrapolation used for Fig. 14. We have
included the results of 10 P doped for various tempera-
tures as well. Note that the relaxation times are much
longer, as expected, and the light-induced defect points
which overlapped in Fig. 14 are now spread out corre-
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sponding to the diff'erent temperatures of annealing. The
solid line indicates in Fig. 15 again the result predicted by
Eq. (21). The relaxation rate is inversely proportional to
the diffusion coefficient even if the diffusion coefficient is
altered by a change of temperature. This result may seem
somewhat surprising since the relaxation rate has an ac-
tivation energy of 0.95 eV while the constant distance
diffusion has an activation energy of 1.4—1.5 eV. The
difference is due the temperature dependence of the quan-
tity in the prefactor of Eq. (21). This factor is thermally
activated. The hydrogen-diff'usion model thus accounts
for the different activation energies between defect
creation and hydrogen diffusion.

Knowing that the relaxation time varies with the
hydrogen-diffusion rate, we can use the relaxation time to
study the hydrogen-diff'usion rate under conditions which
would be impossible using the typical hydrogen-diff'usion

)02
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FIG. 14. A test of Eq. (21) demonstrating the inverse relation
between the constant distance hydrogen-diffusion coefficient, D,
and the relaxation time ~. The relaxation times were measured
as a function of temperature and extrapolated to 513 K, the
temperature at which the constant distance hydrogen-diffusion
measurements [data from Ref. 22 and corrected using Eq. (20)]
were made for a variety of metastable phenomena in samples
with different doping levels. The annealing of light-induced de-
fects in undoped silicon as determined from electron-spin-
resonance measurements from different temperatures (Ref. 29)
(solid triangles), the decay of rapid-thermal-quenching-induced
carriers in 10 B-doped films measured by charge sweep-out
(Ref. 16) (open triangle), the decay of rapid-thermal-quenching-
induced carriers in P-doped samples with doping ranging from
10 ' to 10 ' (ref. 16) (solid circles), creation defects in MIS
structures under hole accumulation using C-V threshold shifts
(this work) (open circle), and the creation of defects in MIS
structures under electron accumulation for 3.2 and 20 V bias
(from Fig. 13) (solid squares). The solid line represents the pre-
diction of Eq. (21) with constant values obtained from other ex-
periments.

measurements. First, we can estimate the hydrogen
diffusion in undoped a-Si:H. Because the relaxation data
are available over wider temperature ranges and at lower
temperatures, extrapolation of the relaxation time is
more reliable than the extrapolation of the diffusion con-
stant. Using an activation energy of 0.95 eV obtained
from the data (inset of Fig. 12), Eq. (21), and the relaxa-
tion time of 10 sec for annealing of light-induced defects
at 403 K, we calculate a value of 10 cm /sec for the
diffusion constant in undoped a-Si:H at 300 K. The re-
laxation time is roughly 3X10 sec or nearly 1 yr. One
would therefore expect that light-induced defects may an-
neal away on the order of a 1-yr time scale.

Second, we can show that much of the variation of the
hydrogen-diffusion rate observed for various doping lev-
els is due to the presence of band-tail carriers rather than
dopant atoms. By increasing the gate bias, the excess
carrier density is correspondingly increased. Equation
(10) predicts that if the change in threshold is normalized
by the total threshold shift after long times,
V,h (0)—V, h ( ~ ) = —V, the result will reflect the
changes in the diff'usion coefficient due to the increased
carrier concentration. This result is observed in Fig. 16
where the normalized threshold-voltage shift of g transis-
tor with silicon-nitride gate dielectric is plotted for vari-
ous gate biases along with the corresponding stretched
exponential fits. The decrease of the relaxation time by
approximately a factor of 8 indicates that the hydrogen-
diffusion rate increases as a result of the increased carrier
density. This result suggests that the increase in the
hydrogen-diffusion rate for increased P doping observed
in Ref. 24 is due to the increased carrier density rather
than the dangling-bond density.

Further corroboration that the carrier density affects
the hydrogen-diffusion rate comes from the observation
of negative bias stressing (hole accumulation) on a capaci-
tor with undoped a-Si:H and a thermal-oxide dielectric.
The threshold shifts quite rapidly (&=1000 sec) even at
room temperature. This result is expected since hydro-
gen diffuses 3 —4 orders of magnitude more rapidly in
10 B-doped material. This point is represented by the
open circle in Figs. 14 and 15 ~ These results demonstrate
that it is the carrier density which causes the increased
hydrogen-diffusion rate in B- and P-doped material rath-
er than either the doping-induced increase in dangling-
bond density or doping-induced changes in film micros-
tructure.

This close relation between the creation of defects due
to rapid thermal quenching, hydrogen diffusion, and the
threshold-voltage shift has important implications for the
physical mechanism causing threshold shifts. The data
indicate that the a-Si:H near the nitride creates defects in
response to the increased density of carriers present at
the interface. The process stops only after the Fermi lev-
el is restored to midgap. Assuming that the defects are
generated within the accumulation region, which is
roughly 10 nm wide, the generated defect density is ap-
proximately 5 X 10' states cm . The fact that the kinet-
ics of the charging process match the defect creation of
other metastable processes associated with bulk a-Si:H
suggests that the defects are being formed within the a-
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FIG. 15. A test of Eq. (21) demonstrating the inverse relation
between the constant distance hydrogen-diffusing coefficient D
and the relaxation time ~. The constant distance hydrogen-
diffusion coefficient [using Eq. (20)] was extrapolated to the vari-
ous temperatures at which ~ was measured for a variety of
different metastable effects. The symbols are the same as in Fig.
14, except that the open squares represent results from the de-
cay of excess carriers from 10 P samples at various tempera-
tures determined by voltage sweep-out (Ref. 16).

Si:H rather than the nitride. One might expect the defect
creation rates to differ significantly between the two ma-
terials. Thus, the kinetics are consistent with the hy-
pothesis of interface-state generation.

In conclusion, Eq. (21) explains quantitatively the rela-
tion between the hydrogen-diffusion coefficient and the
time scale of a variety of metastable changes observed un-
der various temperatures, carrier densities, and doping
conditions. This result suggests that the hydrogen-
diffusion equation, Eq. (2), and subsequent equations de-
scribe the metastable kinetics in a-Si:H.

D. Origin of stretched exponential equation

1. Hydrogen motion Cause or—e+ect?

There are two possible explanations for the observation
of such a close correspondence between the rate at which
metastable changes occur and the hydrogen diffusion
presented above. Either hydrogen motion is involved
directly, i.e., causes the metastable changes, or alterna-

Having established that Eq. (2) involving hydrogen
diffusion explains the defect kinetics for a variety of
different metastable phenomena, we discuss possible ori-
gins and physical implications of this diffusion equation
as well as showing that the value found for 2 used in pre-
vious calculations can be derived in terms of physical
quantities such as the hydrogen density and trapping pa-
rameters.

tively, some other defect or lattice reconstruction such as
a fivefold silicon atom causes both hydrogen motion and
the metastable changes. The latter hypothesis is unlikely
for the following reasons. First, it would be remarkable if
the creation or annealing of metastable defects by this
third defect was not altered by temperature, doping, car-
rier density, or carrier type. For example, one would ex-
pect that moving the Fermi level might increase or de-
crease the energy required to change the defect energy or
that the defect-creation process has some additional ac-
tivation energy so that the temperature dependence of the
defect kinetics would be different from that observed for
hydrogen diffusion. Holes might decrease the rate of
metastable-defect formation but increase the rate of hy-
drogen diffusion. Second, such a defect involving only
silicon would either have to be extremely mobile or be
present in large numbers. If it is present in large num-
bers, then it should be readily observable by transport or
optical techniques. If the defect is extremely mobile, then
this defect and the corresponding changes should occur
rapidly at lower temperatures in unhydrogenated silicon,
and there should not be significant differences in the rate
changes between a-Si and a-Si:H. These consequences
are in disagreement with experiment. '- Third, the time
dependence of the defect formation should not necessari-
ly depend on the hydrogen diffusion rather than some
other aspect such as the hydrogen density. Finally, one
can always add additional complexities to a theory to ex-
plain results. It is clear, however, that in the present
case, hydrogen motion is sufficient to explain the kinetics
of light-induced defects in a-Si:H without the need for the
added complexity of additional mechanisms. Because the
hydrogen diffusion in a-Si:H is quite similar to that ob-
served in c-Si without significant numbers of defects, the
hypothesis of additional defects is also unnecessary in
that case. While completely definitive experimental evi-
dence is not yet available, the present experiments indi-
cate that the involvement of hydrogen in metastable-
defect kinetics is the most likely possibility.

2. Possible origin of the hydrogen motion equation-

The experimental data indicate that there is a complex
interaction between carriers, the silicon, and hydrogen
motion, with many of the details still unknown. It is
difficult to determine the exact physical picture responsi-
ble for metastable-defect changes. The model presented
in the following is one of the simpler possible ways which
will given rise to Eq. (2) and the observed results. Un-
doubtedly, the real situation will turn out to be more
complex.

Begin by considering ways in which carriers can induce
bond rearrangements that produce metastable defects
deep in the gap, approximately at the energy location of
the silicon dangling bond. The carriers can alter either
silicon-silicon bonds or silicon-hydrogen bonds in un-
doped material. In doped material, a third possibility is
that the metastable changes could be due to changes in
dopant bonding as well. '' Any metastable change in
bonding configuration caused by carriers must be stabi-
lized against subsequent relaxation. Because of the vari-
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dN, (t)/dt =R (t)N P„, , (22)

where N is the density of sites at which the defects may
be created, R (t) is the current of hydrogen flow towards
these sites, and P„, is the probability of the site being oc-
cupied by a band-tail carrier. Now R (t) is given by

ous arguments presented previously, we shall assume that
the bonding changes are stabilized by hydrogen motion.
Either (1) the excess carriers break weak silicon-silicon
bonds which are subsequently stabilized by the diffusion
of hydrogen (Fig. 17), (2) the excess carriers can increase
the release rate of hydrogen from the silicon (break Si—H
bonds), or (3) a combination of both may occur. In either
case the result is the creation of new dangling bonds, by a
process involving both excess carriers and the diffusion of
hydrogen. As discussed below in more detail, the excess
carriers can also alter the rate at which hydrogen diffuses
through the network.

Beginning with case (1) depicted in Fig. 17, the excess
carriers may disrupt the weak silicon-silicon bond by oc-
cupying the antibonding state. However, the defect is
stable only if a hydrogen atom diffuses to the site creating
metastable dangling bonds. This motion creates dangling
bonds- which trap the band-tail carriers and reduce the
carrier density. Eventually, the carrier density decreases
and further dangling-bond creation decreases. In the
case of doped material, the hydrogen can also alter the
doping efficiency by changing the coordination of the
dopant atoms. The following discussion demonstrates
how the mathematical description of the defect-
formation process along with dispersive hydrogen
diffusion gives rise to the observed field-induced defect
formation as a function of time, temperature, doping, and
field.

The rate of defect formation, dN, /dt, is given by

Weak bond
site

I

H

H

FIG. 17. The hydrogen-diffusion model for creation and an-
nealing of defects. The hydrogen atom diffuses to a special site
(weak Si—Si bond) where it creates a dangling bond and leaves
behind another dangling bond. The breaking of the weak Si—Si
bond, creation of the dangling bond, and trapping of the hydro-
gen at this site occurs only if a band-tail carrier is present. The
process reduces the band-tail carrier density and brings the Fer-
mi level back to midgap.

R (t) =4rrroNHD (t), (23)

where nBT is the density of band-tail carriers and NT is
the number of tail states. In general, the density of
defect-creation sites is on the order of the number of tail
states or NT=N . Combining Eqs. (22) —(24) yields

where ro is the capture radius of the site, NH is the densi-
ty of hydrogen, and D (r) is the trap-dominated dispersive
diffusion coefficient of hydrogen. The factor P „is given
by

(24)

8 8

dN, (t)/dt = AD (t)nBr(t),

where A is given by

A =4rrroNH(N /NT) .

(25)

(26)

10-2 10o qP

Time (sec)
104

FIG. 16. The normalized threshold-voltage shift for nitride
transistors at 403 K as a function of bias. The large biases shift
faster due to the change in hydrogen-diffusion rate and the num-
ber of band-tail carriers.

This relation gives the parameter A in terms physical pa-
rameters of the hydrogen density and the capture radius.
Since the hydrogen is captured by a silicon bond, the cap-
ture radius is approximately 0.2 —0.3 nm, and NH is ap-
proximately 10 ' cm . With these values, we find that
3 =2. 5 X 10' cm, the value that was used throughout
the previous sections to give good agreement with experi-
ment.

Considering case (2), when the excess carriers create
dangling bonds by increasing the rate of hydrogen
release, one would expect that the release rate (dangling-
bond creation rate) would be proportional to the density
of band-tail carriers. Furthermore, since the rate-limiting
step in H diffusion is likely to be the release of hydrogen
from its silicon bond, the release rate should be propor-
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nBT(r) =N, „(t)—N, (r), (27)

tional to the hydrogen diffusion as well. The defect-
creation rate would thus have a similar form to Eq. (25),
although the constant would be related to the density of
hydrogen and the release radius. Thus, regardless of
whether the excess carriers increase the rate of stabilized
destruction of weak Si—Si bonds or the rate of hydrogen
release, one would expect the defect-creation rate to be
given by Eq. (25). In both cases (1) and (2), it should be
pointed out that the excess carriers affect the rate of hy-
drogen diffusion through the lattice once it is released-
an effect known to occur in crystalline silicon. There-
fore, the hydrogen diffusion D(t) depends on the carrier
density as well.

We now derive the kinetics which result from Eq. (25).
The density of band-tail carriers is related to the number
of defects by the relation

AN, (0)
AN, (r)=

1+ ( r /r)~
(30)

rather than the stretched exponential form given by Eq.
(4). The form given by Eq. (30) is very similar to Eq. (4)
except at very long time scales. It fits the time-
dependence data at least as well as Eq. (4) and therefore is
also consistent with the data. The equations for r, }33, all
of the results in Eqs. (2) —(7), the short-time limiting
forms given by Eqs. (11)—(14), and Eq. (21), hold for Eq.
(30) as well. It can be shown theoretically and by fitting
the data to Eq. (30) that the r's in the two cases differ by
a small constant factor independent of doping, tempera-
ture, etc. , and the resulting value of T~ (which determines
P) has similar values. Therefore, the results presented
above apply regardless of which form correctly describes
the experimental situation. The comparison of the data
with Eq. (30) will be further discussed in a future paper.

where N„(t) is the density of band-tail carriers in the ab-
sence of defects. In the case of doped material, N,„(t) is
equal to the density of fourfold dopant atoms contribut-
ing carriers. Because the number of fourfold dopant
atoms changes as a function of time, X,„ is in general
time dependent. In the case of field-induced doping at
th e amorphous-silicon —dielectric interface, N„ is in-
dependent of time and is equal to the density of carriers
induced by the gate field in the semiconductor before any
states near the interface are created. This density is
roughly proportional to the gate voltage V for voltages
above threshold. At equilibrium when t = ~, de, /dt =0
and n zT becomes very much smaller than N, . Hence, we
can make the approximation that ntiT( ao ) =0. The equi-
librium defect density N, (t = ~ ) =N„(t = ~ ). Letting

AN, (r) =N, (r) N, ( ~ ), — (28)

Eq. (28) becomes

dAN, /dr = —AD(r)AN, , (29)

which is identical to Eq. (2). Thus, we see that Eq. (2) de-
scribes the dispersive diffusion of hydrogen towards
specific sites where defects are created or destroyed,
which is similar to the Glarum model which is based on
diffusion of defects towards dipoles. The rate of metasta-
ble changes can be altered by lowering the hydrogen-
diffusion rate and eliminating the hydrogen.

Recently, it has been pointed out that there is some
theoretical question concerning the applicability of the
kinetic-type equation, such as Eq. (29) for the case of
dispersive transport. Some previous work found that
the stretched exponential of Eq. (4) describes the decay of
defects due to dispersive recombination of defects. Oth-
er theoretical work has found that the long time decays
for dispersive diffusion to a defect where the first arriving
hydrogen neutralizes or creates the defects results in a
power-law decay at long times rather than the exponen-
tial decay predicted by the kinetic equations. In the
latter case, the time dependence of the defect-creation
process should exhibit the form

V. CONCLUSIONS

The model of hydrogen-mediated defect creation of in-
terface states quantitatively predicts the defect-creation
rate as a function of time, temperature, doping, and bias
from the hydrogen-diffusion data. Specifically, the fol-
lowing predictions have been verified. (1) The stretched
exponential time dependence of threshold shift has been
observed for the decay of excess carriers, the creation of
states near the interface, and the annealing of light-
induced defects. (2) The activation energy and prefactor
of the characteristic time ~ are predicted to be less than
the observed activation energy of hydrogen due to disper-
sive transport of hydrogen. (3) A Meyer-Neldel relation
between the attempt-to-anneal frequency and the activa-
tion energy was quantitatively observed. (4) The linear
dependence of the stretched exponential factor P on
measuring temperature was observed and is consistent
with dispersive hydrogen diffusion. The characteristic
temperatures (650 K) are in rough agreement as well. (5)
The inverse relationship between the characteristic
stretched exponential time ~, and the constant distance
diffusion coefficient for different temperatures, times,
doping levels, and biases has been confirmed. (6) The
effect of bias on defect-creation rate was predicted. On
the basis of the above predictions, hydrogen diffusion
must be considered as a likely candidate for many if not
all the metastable-defect phenomena observed in hydro-
genated amorphous silicon and provides strong support
for the results in Ref. 7. This model naturally explains
the similarity between the kinetics of the various metasta-
ble processes arising from the common mechanism of hy-
drogen motion and provides a physical explanation of the
various parameters in terms of hydrogen motion.
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