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Formulations and methodologies of molecular-dynamics simulations of material systems evolving
under applied finite external perturbations are developed and discussed. Focusing on interfacial sys-
tems, composed of interfacing crystalline solids characterized by differing interatomic interactions
and atomic sizes, the mechanisms and dynamics of response and stress relief in the elastic, plastic,
and inelastic regimes are investigated. Critical values of the external perturbations (stress and
strain) are determined, showing dependence on the nature of the interface and the ambient condi-

tions (thermally adiabatic versus isothermal).

I. INTRODUCTION

Basic understanding of the structure and dynamics of
materials and their properties often requires knowledge
on a microscopic level of the underlying energetics and
interaction mechanisms whose consequences we observe
and measure. The structural, mechanical, and dynamical
response of material systems to external stresses, on the
atomic level, are key issues in developing a fundamental
understanding of a number of systems and phenomena of
coupled basic and technological interest such as tribolo-
gy, lubrication, wear, material fatigue and yield, crack
propagation, stress-induced phase and structural trans-
formations, and hydrodynamical phenomena, to name
just a few. Although the above-listed phenomena
represent everyday experiences and have been observed
and studied for a long time, detailed microscopic theories
of them (with few exceptions) are lacking. Nevertheless
large bodies of empirical data and in some cases phenom-
enological model descriptions have been developed.

Common observations related to the above phenome-
na, and of thermomechanical properties and response of
materials in general, are usually made at the continuum
level.! Consequently (and naturally) the development of
theoretical understanding of these phenomena followed
the “‘continuum modeling” approach.! The methodology
of the development of these models is based on the princi-
ples of mass, momentum, and energy balance, and the
formulation of constitutive equations. While the
mathematical formulation of classical models of the
mechanical response of matter (such as the classical
theories of elasticity and hydrodynamics) achieved a high
degree of sophistication, current focus is on the incor-
poration of the knowledge about the microscopic behav-
ior of materials in continuum models which attempt to
describe macroscopic observations. This is done via the
introduction, into the continuum models, of a set of state
variables which provide averaged (coarsened) representa-
tions of the relevant microscopic quantities. In addition
we should note that most applied models of mechanical
response are limited to the elastic (small spatial deforma-
tion) and linear (small rates of application of the external
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perturbation) regimes. Attempts to incorporate inelastic
response and nonlinear effects result in a great (often
prohibitive) complexity.

Computer molecular-dynamics (MD) simulations®~
where the evolution of a physical system is simulated,
with refined temporal and spatial resolution, via a direct
numerical solution to the model equations of motion are
in a sense computer experiments which open new avenues
in investigations of the microscopic origins of material
phenomena. These methods alleviate certain of the major
difficulties whick hamper other theoretical approaches,
particularly for ¢ mnlex systems such as those character-
ized by a large n-uuber of degrees of freedom, lack of
symmetry, nonlinearities, and complicated interactions.
In addition to comparisons with experimental data, com-
puter simulations can be used as a source of physical in-
formation which is not accessible to laboratory experi-
ments, and in some instances the computer experiment it-
self serves as a testing ground for theoretical concepts.

At this stage, the development and application of com-
puter simulations to studies of materials phenomena, and
in particular the mechanical, structural, and dynamical
response of materials to external perturbations, can be
used in order to investigate the microscopic mechanisms
of material response and to determine the critical materi-
al parameters (cohesive energies, interaction potentials,
atomic sizes, crystallographic structure) and ambient
conditions (for example, thermally adiabatic versus iso-
thermal conditions and dependencies on the strength and
rate of applied external perturbations) which govern the
observed trends. The information which can be obtained
via microscopic simulations could then guide the formu-
lation of continuum models, provide numerical values for
certain physical material characteristic parameters which
could be incorporated in such models, and provide gui-
dance for the design and analysis of well-controlled ex-
perimental investigations.

Traditionally, MD simulations have been employed in
studies of systems of fixed shape and size of the periodi-
cally replicated calculational cell (i.e., constant volume
simulations). More recently methods for simulating sys-
tems in which the volume and shape of the calculational
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cell may vary dynamically have been developed,'~!°
opening the way to investigations of a large number of
materials phenomena in which the dynamical freedom of
the system to change volume and/or structure (or phase)
is essential.’® In addition, a number of methods have
been developed for simulations of flow and hydrodynami-
cal systems,'®~!® which allow detailed investigations of
these nonequilibrium phenomena. Using molecular-
dynamics techniques various studies of the mechanical
properties of solids and fluids have been reported.
Among the investigations of solid systems we note studies
of stressed solids and crack propagation,?°~23 dislocation
energetics and dynamics,?® structural transformations in
crystal lattices under wuniaxial tension or compres-
sion,!"1>26.27 gliding and migration of grain boundaries,'®
simulations of plastic deformations and shock wave dy-
namics,?®?° studies of stressed interfaces,'” and calcula-
tions of elastic coefficients using MD simulations.*

In this paper we investigate, using MD simulations the
microscopic dynamical response, deformation, and
stress-relief mechanisms at crystalline solid interfaces
subject to externally applied perturbations. Studies of
solid interfaces are of inherent as well as applied interest
in the development of atomistic models of friction, solid
lubrication, and wear phenomena, since plastic deforma-
tion which occurs in the vicinity of the interface between
sliding materials is the principal mechanism for the dissi-
pation of frictional work.! The objectives of these studies
are (i) identification of the mechanisms for solid interfa-
cial systems of deformation, stress accumulation and re-
lief, and the dynamical response to external perturba-
tions, (ii) identification of the dependence of the above
phenomena on material characteristics, such as bonding
strength, atomic sizes, and interface crystallography, and
on ambient conditions (thermally adiabatic versus iso-
thermal), and (iii) the development and critical assess-
ment of MD simulation methods for investigations of the
above phenomena. In Sec. II we discuss molecular-
dynamics methodologies and techniques for simulations
of finite deformations of material systems under stress.
The setup of the systems and results of simulations using
MD simulation methods, under several thermally adia-
batic and isothermal conditions and for systems of
different sizes and material characteristics are described
and compared in Sec. III. A summary of our findings is
given in Sec. IV.

II. MOLECULAR-DYNAMICS FORMULATION

In the molecular-dynamics (MD) method the equations
of motion for a set of interacting particles are integrated
numerically and properties of the system are obtained
from the generated phase-space trajectories of the sys-
tem.2~° In the case of an extended system periodic
boundary conditions (PBC’s) are imposed while in simu-
lations of finite aggregates® no such device is used. The
starting point of a MD simulation is a well-defined micro-
scopic description of the physical system, in terms of a
Hamiltonian or a Lagrangian from which the equations
of motion are derived. In the early applications of the
MD method to extended systems the simulations were
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performed in the microcanonical (E, V,N) ensemble, i.e.,
the energy E, volume V, and number of particles N in the
calculational cell (which is periodically repeated) are con-
stants. The desire to investigate physical situations in
which the volume and shape (geometry) of the material
system may vary (in response to an external pressure or
applied stress) as well as circumstances where isothermal
(i.e., constant temperature T) pertain, motivated the de-
velopment of new MD formulations, such as the ansatz
Lagrangian,'®~'? constrained dynamics,*® and the Nose-
dynamics methods.” In the following we review first the
ansatz-Lagrangian method, as extended by Parrinello and
Rahman'! (PR) for calculations of systems under exter-
nally applied stresses, and its extensions to treat finite de-
formations.'> Subsequently we discuss an alternative
method for dynamical studies of deformations in which
the system evolves under an imposed constant-strain rate.
Finally, we describe a variant of the MD method for
finite deformation studies and a general method which is
particularly suited for investigations®!®!° of systems in
which flow phenomena may occur.

A. The ansatz-Lagrangian method: The (¥, 7, N) ensemble

In the PR formulation'! the particles’ coordinate vec-
tors whose components are r;, (Where i =1,2,...,Nisa
particle index and a=1,2,3 is a coordinate index) are ex-
pressed in terms of scaled coordinate vectors s;, (where
0<s;u<1,i=12,...,Nand a=1,2,3) and a matrix H
whose columns H;, H,, and H; are the vectors A,B,C
which span the edges of the MD calculational cell,

3
r,.a=ﬁz Hasip (i=12,...,N; a,=1,2,3). (1)
=1

The volume of the cell, Q, is given by det(H)= | |H | |.

Regarding the components of the H matrix as dynami-
cal variables, Parrinello and Rahman'!' have originally
proposed a Lagrangian (a Hamiltonian formulation can
also be developed'>?’) from which the equations govern-
ing the time evolution of the 3N +9 degrees of freedom
(3N particle and nine calculational cell degrees of free-
dom) are obtained:

N
Lyp=7 Y [m3]Gs; —U({Hs; D1+ Ko — Uears »

i=1
(2)

where dotted variables indicate differentiation with
respect to time, the superscript T denotes a transpose, the
metric tensor G is defined as G=HTH, U is the potential
energy of the particles (which depends on the specific
form of the interparticle interaction), and the cell kinetic
energy was chosen by PR as

Kcellz%WTr(E T}—I) ’ (3)

where W is a mass parameter. For the case of a system to
which an external stress, specified by the stress tensor g,
is applied the potential energy, U, is given by

Uce]l = QOTr( Qeﬁ) ’ (4)
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where the strain tensor € can be written in terms of the
metric tensor G and the reference value, H,, of H, in the
form

e=i(Hy; )VGH '—1]. (5)
Using Eq. (5) in Eq. (4), and denoting by P, =1Tr(g,) the

external hydrostatic pressure, the expression for U, in
the small-strain limit!! [i.e., Tr(€) ~(Q—Q,)/Q,] is

Ucell-——Pe(Q_QO)'*'%Tr(.z_g) » (6)
where
3=0QH, g, —P,1)H T (7)

and Qy=det(H,). Note that for the case of an isotropic
external stress 2 =0, the second term in Eq. (6) vanishes
and only the contribution from the hydrostatic pressure,
P,, remains.

The equations of motion which are derived in the usual
manner from the above Lagrangian [Eq. (2)] for the parti-
cles are

N . .
mig;=—73 X;(s;—s;)—m,G ~'Gs, (i=12,...
j=1

N,

(8a)

where X;;=r; it oU/dr;), and those describing the
dynamical motion of the calculational cell are given by

WH=(c—P,1)A—HZ , (8b)

where A is the “area tensor,” A=QH YT [ie,
A,3=00/0H ,5)], and the elements of the internal mi-
croscopic stress tensor g are given by

>

i=1

N
DidPig/M; — > XijTijalijp
Jj=i+1

(TaB:Q_l

(a,p=1,2,3) (8c)

where 7;;= | r, —r1; | and the momentum p; =m HS3,.

The above formulation generates an isoenthalpic-
isostress (#,0,,N) ensemble (7 is the enthalpy) with the
elastic energy given by [see Eq. (6)]

E,=P,(Q—Qy)+Q,Trl(g, —P,1)€]
=P,(Q—Q,)+1TH(ZG) . )

The sum of E,; and the particle kinetic and potential en-
ergies is a constant of the motion in this formulation.'"!?

Two issues raised at this point are (i) the appropriate
choice of the reference state H,'"'? [see Eq. (5)], and (ii)
the nonuniqueness'? of the form for K [Eq. (3)]. Con-
sidering issue (i) first it is noted that as far as the
definition of the strain tensor € [Eq. (5)] is considered the
choice of H, is arbitrary.'""'> However, the choice of the
reference system is of importance when considering the
elastic energy, particularly when finite deformations are
involved.'? An expression for the virtual work SE per-
formed in a virtual deformation (i.e., the elastic energy
stored in the medium) of a deformable medium, whose
volume in the deformed state is (), was derived by Mur-

naghan,’!
SE=E,= [ Ti(HoH 'a . H "H])beldQ, (10)

with the strain tensor € defined by Eq. (5) and the un-
stressed system, H,, as the reference state. The integral is
to be performed over the final state, i.e., stressed body.
The “calculational cell tensors” H, and H for the un-
stressed and stressed system, respectively, occur in Eq.
(10) since a position r in the deformed system relates to
the corresponding position r; in the undeformed body via
the Jacobian ﬂ[_lgl, ie, r=H l_f_o_lro. In the limit of
the infinitesimal theory of elasticity Eq. (10) becomes

E, = fQTr(g_eS_e_)dQ . an

For a uniform system undergoing a finite deformation Eq.
(10) takes the form

EelzﬂoTr(T_G) y (12)

where the “thermodynamic tension” 7, is defined®"32 by

r=—HH "o, (H WH{ . (13)

For the infinitesimal case we obtain

E, =Q,Tr(g,€) . (14)

Lex

We emphasize that in Eq. (12) the reference state, Hy, is
the unstressed system. In Eq. (14) however, the reference
state is a system under stress and as proposed by PR,!! in
this case H, could be chosen as the average of the
stressed system, ( H ). Since the thermodynamic tension
T is the quantity appearing in the thermodynamic expres-
sions,>"* e.g., the enthalpy #=E +Q,Tr(zr¢), where E
is the particle energy, Ray and Rahman'? proposed the
isoenthalpic-isotension, (#,7,N), ensemble where 7 is
constant [but not g, see Eq. (13)]. For this ensemble the
equations of motion for the particles are as given by Eq.
(8a) and the equation for H [Eq. (8b)] is replaced by

WH=g A—HT , (15a)
where
C=QH; 'n(H;HT. (15b)

In some of the simulations discussed in the next section
we have used the (#,7,N) ensemble. In the following
section we formulate an alternative dynamical simulation
method in which the system evolves under a constant-
strain rate.

B. Constant-strain-rate simulations

In the constant-strain-rate (CSR) simulations the calcu-
latianal cell deforms in a prescribed way at a prescribed
constant rate. In this method only the particle equations
of motion need to be solved since the evolution of the cal-
culational box is given, i.e., the components of H do not
evolve freely. We remark that since for a given deforma-
tion (i.e., prescribed strain) the internal stresses, g, see
Eq. (8¢c), which the system develops (in equilibrium, or
steady state in case of flow) in response to the deforma-



tion can be calculated, the CSR and (#,7,N) ensemble
(see Sec. IIA) simulations can be operated “self-
consistently” by using these calculated stresses as applied
external stresses in simulations where the dynamical evo-
lution of the calculational cell is included'"!? (i.e., using
the (#,7,N) ensemble, or the isoexternal-stress method
described in Sec. C). The formulation of the CSR method
is facilitated by defining the streaming velocity, u, as

u=Hs . (16)
Using this definition the strain-rate tensor, ¥, is given by
y=Vu=H HHT. (17)

The equations of motion for the particles can be now
written [compare to Eq. (8a)] as

y=Vu=H VHT. (17

The equations of motion for the particles can be now
written [compare to Eq. (8a)] as

N . 0
mHS;=— 3 Xyr;—(H ")H'p;—mHs, , (18
j=1

where the peculiar momentum p; is defined by

pizmiﬂéi (193)
and
Rearranging terms and using Egs. (19), we write Eq. (18)
as

N

pi=—2 Xyr; — VP (20)
j=1
and
i‘,-=p,—/m,»+ZTri . (21)

We note that Eq. (20) is the same as the “Doll’s tensor”
equation of motion introduced by Evans and Hoover.'®

As discussed by Ray and Rahman,'? in the ansatz La-
grangian [Eq. (2)], terms involving Hs, are omitted. Em-
ploying a Hamiltonian formulation these authors de-
rived'? an alternative equation of motion which includes
the Hs; terms [see Eq. (2.12) in Ref. 12],

N
mHs,=— 3 X;r,;—mHs,—2mHs, . (22)
j=1
For a process in which the system is deformed at a con-
stant strain rate, y is constant for a Couette geometry
(i.e., fluid sheared between two parallel plates held at a
fixed distance from one another, see Sec. III C), the term
involving H in Eq. (22) vanishes and using the definitions
of y [Eq. (17)] and the peculiar momentum, p; [Eq.
(19a)], the above equation of motion becomes

N
pi=— 2 Xyr;—7 "p; - 23)

j=1
We remark that this equation involves the transpose of y
[compare to Eq. (20)], and is the same as the local-rest-
frame dynamics (‘““Sllod”) equation of motion (transpose
of the non-Newtonian dynamics “Doll’s tensor’) suggest-

ed and used by Evans and Morris.'®
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Thus we observe that for constant-strain rate the equa-
tions of motion generated via the Parrinello and Rah-
man,'! and Ray and Rahman'? formulations reduce to
those used in the nonequilibrium-molecular-dynamics
(NEMD) method.!® In the constant-strain-rate (CSR)
simulations described below we have used Egs. (23), fol-
lowing NEMD studies. However, we remark that simu-
lations employing Egs. (20) yield qualitatively similar re-
sults.

C. Isoexternal-stress formulation

In the previous two sections we discussed methods for
molecular-dynamics simulations of system which under-
go finite deformations, i.e., the isoenthalpic-isotension,
(#,7,N) ensemble, and constant-strain-rate (CSR)
methods. In order to allow simulations of systems under
constant external stress, g,, we have developed a new
method which in addition avoids certain pathological cir-
cumstances which may be encountered when using the
previous methods, particularly when flow develops.
While we do not use this method of simulations in this
paper, we include a brief discussion of it for complete-
ness.

In order to develop an isoexternal-stress dynamical
method, we consider the Lagrange equations of motion
which include nonconservative forces,** Q;,

4 |oL
dt aqia
(a=1,2,3)(i=12,...,N+9),

=0Q: 24
994 Qie» .

where the set of q;’s and q;’s include the dynamical de-
grees of freedom of the particles and of the calculational
cell. The virtual work, 8E, done by the nonconservative
forces is given by

8E=3 Q,-8q, . (25)

Recalling the definition of the area tensor, 4 [see Eq.
(8b)] we note that the components ( A, A,, A;) of 4 are
the areas of the calculational cell times their respective
normals (i.e., A;=H,XHj, etc.). Therefore due to a vir-
tual deformation of the calculational cell (in which the
vectors H, are changed by 6H,) each of the surfaces A,
is displaced by 6H,. The amount of virtual work done in
displacing each of the surfaces due to the force g, A, is
8H'g, A, (for =1,2,3). For a general virtual displace-
ment S H the virtual work done is

8E=Tr(6H g, A4), (26)

which can be shown to be the same as the result given in
Eq. (10) for a uniform system. Comparing Egs. (25) and
(26) the Lagrange equations of motion [Eq. (24)] for the
calculational cell take the form

d [ 8L | _aL
dH,; | OHgp

< =3 00D A,5 (a,8=1,2,3),
Y

(27)

where we have denoted the ¢’s and §’s corresponding to
the calculational box by H and H and the possible depen-
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dence of the external stress tensor, g,, on time is indicat-
ed. Using the Lagrangian given in Eq. (2), but without
the term U, which is explicitly accounted for in Eq.
(27), equations of motion for the calculational cell tensor,
H can be derived yielding,

WH=(g—a,)4 , (28)

in place of Eq. (8b), or (15a) in the previous formulations.
The particle equations of motion remain unchanged [Eq.
(8a)]. Note that here g, is constant unlike the case of the
(#£,1,N) ensemble equations of motion and that the ques-
tion of reference state does not arise. The system howev-
er is nonconservative.

We turn next to the issue of the nonuniqueness of the
form of the calculational cell kinetic energy, K . [see
Egs. (2) and (3)]. This question has been addressed before
and it has been shown that any form for K, which is a
function of H and H generates the isoenthalpic-isobaric
ensemble for sufficiently large N.!? Furthermore, note
that for such choices the particle equations of motion
[Eq. (8a)] are independent of K as are also equilibrium
equal-time ensemble averages.'®!?

It is natural to demand that the equations of motion
governing the dynamical evolution of the system will be
invariant under transformations connecting equivalent
computational cells'® (which may differ in shape but are
of the same volume, and contain equivalent sets of parti-
cles). Since H =(H,,H,,H;), defining the computational
cell, fully incorporates the periodicity of the system, i.e.,
any two equivalent points in the periodically replicated
system may be connected by a vector n H;+n,H,
+n,H; where n,, n,, and n, are integers, we define'® the
class of transformations under which the system is
translationally invariant as T transformations. These
transformations have the property that all the elements of
the (3 X 3) transformation matrix T are integers and that
det(T)=1 (to assure conservation of volume).

It has been recently shown'® that previous choices for
K .y [such as the Parrinello-Rahman form,'" Eq. (3), and
variants thereof'?] lead to equations of motion for the
calculational cell which do not obey the above invariance
requirement. Moreover, it has been shown that using
Kce]l given by

Key=1WTr(HATAHT), (29)

generates equations of motion invariant under T transfor-
mations and in addition leads to satisfaction of the virial
theorem at equilibrium (where it is appropriate, i.e., iso-
tropic pressure g, =+P,1).

In addition to providing a more complete description
by virtue of obeying a natural invariance requirement,
this formulation presents a technical advantage which is
of importance particularly in simulations of flow sys-
tems.'® Consider, for example, a fluid flowing under the
influence of an external stress under steady-state condi-
tions. For concreteness take the external stress tensor g,
to be a symmetric tensor 0 ,5=C (8,853 +8,384), where
C is an arbitrary constant. Under the influence of the
external stress the calculational cell will eventually be-
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come extremely nonorthogonal (in fact due to the absence
of effective resistance to flow, such skewed calculational
cell may develop in fluid simulations even without exter-
nal stresses). Suppose that the interparticle interaction
potentials in the system extend to a finite range smaller
than the linear dimension of the calculational cell. Then
in calculating the force acting on particle i we need to in-
clude contributions from all particles located inside the
range of interaction in the calculational cell and from
their images in the first (so-called minimum image)
periodic replications of the cell. As long as the calcula-
tional cell does not deviate much from being cubical (i.e.,
orthogonal) the search for periodic images can be imple-
mented most efficiently by finding the nearest integer to
each component of the scaled coordinates [see Eq. (1)],
s, —S;. However, for very skewed cells there is no such
efficient procedure and since this segment of the calcula-
tion is one of the most time consuming parts of the simu-
lation this poses a serious impediment. A solution to this
problem is to transform, in the course of the simulation,
the skewed cell to an equivalent one which is more or-
thogonal, as often as necessary. This transformation in-
volves only the small number of degrees of freedom asso-
ciated with the calculational cell (H). Of course, in order
to afford such transformations one must require that the
equations of motion governing the system evolution be
invariant under these transformations, which is achieved
via the choice of K given in Eq. (29). Recent simula-
tions in our laboratory'® of stressed systems beyond the
yield point and of sheared fluids support the usefulness of
the new method.

III. RESULTS

To investigate the properties and the dynamics, ener-
getics and response of a solid to externally imposed forces
we have performed molecular-dynamics simulations on a
model system at different ambient conditions. To illus-
trate the different simulation modes discussed in the pre-
vious section we compare results obtained for systems in
which the calculational cell was allowed to respond
dynamically to an external thermodynamic tension (see
Sec. IT A) with those obtained for a calculational cell
which is deformed (keeping the volume unchanged) at a
constant-strain rate (the CSR method described in II B).
The two simulation modes illustrate various aspects of
the deformation process and the approach of the system
to yield. The dynamical cell mode of simulation may be
likened to the situation where a load and shear stress are
applied to materials in frictional contact, resulting in pro-
cesses which are accompanied by volume changes, while
the constant-strain-rate mode corresponds to experiments
in which a material pressed between two parallel moving
plates (slabs, which are kept at constant distance) is
strained. As the stress on the solid system is increased, or
equivalently as the strain is increased, the materials de-
form, first elastically and then inelastically culminating in
yield when a disruption of the material occurs. In this
paper we investigate the response of the solid as it ap-
proaches the yield point. Studies beyond yield require a
modification of the simulation procedure (see Sec. II C)
and will be discussed elsewhere. '8



A. System setup

In this study we focus on the mechanisms and dynam-
ics of the response of a system containing an interface be-
tween two materials to external stresses. The model sys-
tem which we employ in our simulations consists of N
particles (N 4 of type 4 and Ny of type B, N, +Nz=N)
interacting via pairwise 6-12 Lennard-Jones (LJ) poten-
tials

12 6

o

V(r)=4e€,5 (a,B)=A4,B ,

(30)

where 4 and B represent two types of materials. The
solid is set up initially in a face-centered-cubic crystalline
structure, with N; (111) layers (N /N particles per layer)
with the z axis along the [111] direction,* and three-
dimensional periodic boundary conditions are used (see
Fig. 1). The well-depth parameter (€,g) of the interaction
potential between particles in layers 1-N; , is taken to be
twice that for particles in layers N, ,+1-N (.e,
€ 44 =2€pp) corresponding to a soft, solid, lubricating
material (the B system) pressed between hard-material
slabs (the A4 system). In order to isolate the dependence
of the system response on the interaction strength (poten-
tial depth) parameter, €, from that due to differences in
the atomic sizes (and thus interatomic distances) associat-
ed with the parameter o in the LJ potential, we have per-
formed first simulations in which €,,=2€z; and
o0 44=0gp, and then simulations in which o
=1.50 4 4. The interspecies LJ potential parameters
were chosen as 045=(0,44+0p5)/2 and
€ip=(€44€p5)""% In the following we use reduced
units®> where energy and temperature are expressed in
units of €4 ,, length in units of o ,,, stress in units of
(€44/0%4), and the time unit (t.u.) is (m 4 /€ 4 )" %0 4 4.
In the integration of the equations of motion we used a
time step At =0.0075 t.u. where

172

t.u-———(mA/EAA) T 44 >

which results in energy conservation (to six significant
figures) for extended runs.

In most of our simulations we have used systems con-
sisting of N =1260 particles with 18 (111) layers (N, )
and Ny, =N; =9 (unless specified differently results are
for this size systems). However, in order to investigate
and assess system size dependencies we have also carried
out comparative simulations for systems containing
N =1890 particles with N; ,=9 (i.e., N,=630) and
N;p=18 (i.e., Ny =1260). Some results from these simu-
lations will be exhibited when the size dependence is dis-
cussed.

B. Applied thermodynamic-tension
simulations: (#f,r, N) ensemble

1. Adiabatic conditions

In all our simulations we equilibrate first the initial sys-
tem at a reduced temperature of 7 =0.11 (note that a
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pure bulk LJ crystal melts at 7~0.7, and thus, since
€pp =€ 44 /2, the bulk melting point of the soft material,
B, is half that of the 4 material). Subsequently we apply
to the system a load along the [111] (z) direction (normal
to the interface, as shown in Fig. 1) at a rate of
0.0025(e/0®) /At until a load value of 0.5 is reached.
Following equilibration under this load we apply to the
system a thermodynamic tension 7 in the [110] direction
(see Fig. 1) at a rate of 7., =0.00125(e/0*)/At and fol-
low the evolution of the system until it fails [to keep the
system against a rigid rotation a symmetric thermo-
dynamic tension tensor 7 is applied (i.e., 7,, =7,.)].

To investigate the dependence on the thermal ambient
conditions we distinguish between simulations where the
system is thermally isolated during the application of the
shear [discussed in (1)] and simulations where isothermal
conditions are maintained [discussed in (2)]. The tem-
poral history of the applied tension versus time for the
adiabatic and isothermal conditions are shown in Figs.
2(a) and 2(b), respectively. As the system evolves under
the applied shear it develops internal stresses which are
calculated using the positions and forces on the particles
using Eq. 8(c). For a rate of increase of the applied exter-
nal shear which is much smaller than the characteristic
relaxation rates of the material the system would evolve
on a phase-space trajectory which corresponds to an
equilibrium (or quasiequilibrium) path for which the
values of the external and internal stresses are equal
along the system evolution. For externally applied ther-
modynamic tension above a certain critical value [7. and
the corresponding calculated critical external stress o,
see Eq. (13)] failure of the system will occur, evidenced by
a drop of the internal stresses to zero (i.e., stress relief)
and an unbounded variation of the volume of the system.
Since the rate of increase of the applied thermodynamic
tension, 7, indicated by the solid line (slanted) in Fig. 2, is
not slow enough to allow the system to relax at all times,
the critical values thus obtained serve only as rough esti-
mates (upper bounds) to the true, quasistatic, critical
values. Therefore, to obtain a more accurate estimate of
the critical stress we have performed simulations at con-
stant values of the thermodynamic tension indicated by

- bad& Shg
- layer N PN g
| -]
! NiA
1
/K>
o
\:\

FIG. 1. A schematic of the calculational cell. N, , is the
number of layers in the A4 (hard) material and N, the number
of layers in the B (soft) material. The interface is between layers
N, 4 and N, 4+ 1. The directions of the applied load and shear
stresses are indicated. Three-dimensional periodic boundary
conditions are employed in the simulations.
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FIG. 2. Summary of the thermally adiabatic (a) and iso-
thermal (b) (#,7,N) simulations. The applied thermodynamic
tension 7, vs time (in reduced t.u.) is shown. The slanted solid
line represents the rate of application of 7,, (following equilibra-
tion under load). Horizontal lines correspond to simulations at
constant 7,,, at the values given by the intersection of the lines
with the 7 axis. The termination of a horizontal line by a sym-
bol (X ) represents that at the corresponding time the system
yielded in response to the applied perturbation. Lines which do
not terminate by an x correspond to 7 values for which the sys-
tem did not yield. From these simulations the critical values for
structural transformation and eventual yield (given in Table I)
were determined. Bold solid lines correspond to the system
after slip and stacking-fault formation.

the horizontal solid lines in Fig. 2 (in these simulations
the system is brought to the desired value of 7 and then
evolves under that constant value of the thermodynamic
tension). In this figure the absence of a symbol (x) at the
end of a horizontal line indicates that the system did not
yield for that value of 7, while a termination of the line by
x indicates yield at the corresponding time. We note that
as the value of 7 under which the system evolves is in-
creased the time required for the system to yield shortens.
The bold solid lines in Fig. 2 correspond to the system
after slip and stacking-fault formation. From these simu-
lations we obtain a value of 7. ,, =0.8610.02 for the crit-
ical thermodynamic tension (corresponding to o, ,,
=0.9510.03), see Table I. Inspection of the real-space
trajectories of the particles reveals that yield involves
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TABLE 1. Critical-yield values of the thermodynamic ten-
sion (7. ), external stress (o, ), calculated via Eq. (13), and inter-
nal stresses (o), calculated via Eq. (8c), obtained from adiabat-
ic and isothermal simulations using the (#,7, N) ensemble. The
Ts, O, and o, values correspond to the critical values of the
above quantities for structural transformations prior to yield
(stacking fault or slip, as discussed in the text) in the (#,7,N)
ensemble simulations. Under the constant-strain heading, re-
sults are given for the critical strain (y,) to bring about an in-
elastic structural transformation, in constrain-strain simula-
tions, and the corresponding values of the internal stresses, (o)
for thermally adiabatic simulations of 18- and 27-layer systems,
as well as results for isothermal constant-strain simulations of
the 18-layer system. All quantities are in Lennard-Jones re-
duced units.

Adiabatic (#,T,N) Isothermal (#,7,N)

s 0.8+0.02 0.84+0.03
Ces.e 0.78+0.01 0.83+0.03
e 0.78+0.01 0.84+0.04
Texs 0.86+0.02 0.95+0.01
Oecye 0.95+0.03 0.99+0.005
Cors 0.94+0.02 1.00+0.02

Constant strain

Adiabatic (18-layer) Isothermal (18-layer)

Yoz 0.063+0.002 0.065-+0.003
Tone 0.975 1.02
v /0, 0.065 0.064

Adiabatic (27-layer)

Ysxz 0.076+0.002
[ . 1.14
Y /0 0.067

interplanar motion of the (111) atomic layers (relative to
one another) in accordance with observations that the
main operative slip system in fcc crystals consists of (111)
planes in the [110] direction.

For a certain range of values of 7 the system undergoes
structural transformations which do not result in total
yield. This is indicated by the bold solid horizontal lines
in Fig. 2 and the corresponding values are given in Table
I under 7,, (0.840.2 for the adiabatic system and
0.841+0.03 for the isothermal one). To investigate the
mechanisms of response and stress relief prior to yield we
have performed extensive studies of the behavior of the
adiabatic system under an applied 7,,=0.81. It should
be noted that removing the external perturbation prior to
the onset of the structural transformation results in the
system returning to the average unstressed conditions,
while when doing so past the structural transformation
the system remains in the deformed state. Records of the
average temperature (7), potential energy (E,), kinetic
energy (E, ), and elastic energy (E,;) [the work done on
the system, see Eq. (12)] versus time (starting at ¢t = 140
t.u., the intersection of the horizontal line corresponding
to 7=0.81 with the solid line in Fig. 2) up to the yield
point, are shown in Fig. 3. [Note that the sum of the en-
ergies in Figs. 3(b)-3(d) is constant.] Inspection of the
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FIG. 3. Records of the temperature (7), potential energy
(E,), kinetic energy (E, ), and elastic energy (E,) vs time (start-
ing at r=140 t.u. obtained via an (¥#,7,N) simulation at
T, =0.81 under thermally adiabatic conditions. The sharp
changes in all quantities correspond to structural transforma-
tions. All quantities are in Lennard-Jones reduced units.

figures reveals that the average temperature of the system
increases from the initial value (in reduced LJ units) of
0.11 achieving a new value of ~0.25 at about 175 t.u.
Correspondingly, the magnitude of the system average
potential energy decreases and the stored elastic energy
increase in the above time interval. In addition we find
that the volume of the system increases during that time
period. Inspection of the structure of the system shows
that during the time interval ~150-175 t.u. the system
undergoes structural transformations, occuring in the re-
gion occupied by the soft (solid lubricant) material (layers
10-18). The positions of atoms in a central (112) slice of
the system before and after the transformation displayed
in Figs. 4(a) and 4(b), respectively, show clearly the for-
mation of stacking-fault region [i.e., change from the ab-
cabc. . . registry sequence, see Fig. 4(a)], in the soft ma-
terial (open circles). In addition to the formation of the
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(a) 0.81 t =2138.1

(111)

(170) =~

FIG. 4. Atomic trajectories for a (112) central slice of the
system simulated with 7=0.81: (a) at  =139.1 t.u. and (b) at
t =206.6 t.u., i.e., past the structural transformation (see Fig. 3).
As indicated in (b) the structural transformation consists of
stacking-fault formations and slip (by three atomic rows).

stacking faults a slip region, where layers 15-18 shifted
by three atomic rows to an equivalent registry, is detect-
ed. As seen the formation of the stacking fault involves
layers 12 and 13. The details of this structural transfor-
mation are shown in Fig. 5 where particle positions in
layers 12 (solid circles) and 13 (open circles) at three
times [before (a), during (b), and after (c)], separated by
170 At, are shown.

The mechanical response and energetic characteristics
of the system can be investigated best via layer decompo-
sition of the system properties. In Figs. 6(a) and 6(b) we
depict the per-layer xz component of the internal stress
for the interface layers (layer 5, 8, and 9 of the hard ma-
terial and layers 10—14 of the soft material). From these
figures we observe that the generation of the structural
transition involves a gradual decrease in the internal o,
component in layers 11-14 of the soft material while the
variation in the stress in layer 10 [the atomic plane of the
soft material (B) adjacent to the hard material ( 4), see
Fig. 1] is smaller. As seen from Fig. 6(a) the stress relief
process and the associated structural transformation in
the soft material are accompanied by a stress accumula-
tion in the interfacial region of the hard material (layer
9). In addition we observe periodic oscillations in the
internal stress (most pronounced for layers 11-14) past
the structural transformation period, as the system re-
laxes in the new state after the structural transformation
events. The energetics of the system is explored via the
time records of the per-layer potential energies (E,,/ ) and
temperature (T) shown in Figs. 7(a) and 7(b), respective-
ly. From the potential-energy curves we find that the po-
tential energy of particles in layer 11 (second layer from
the interface, see Fig. 1) in the soft material is initially
lower than that of layers 12-14, which are further re-
moved from the interface, since particles in that layer are
within the range of the stronger interaction with the hard
substrate [€ 45 =(€ 4 4€p5)'"*]. The potential energy of
particles in the interfacial soft-material layer (layer 10)
adjacent to the hard material is lower by about —0.4¢
than the value for layer 11, and as seen from Fig. 6(a) the
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FIG. 5. Details of the system trajectories leading to the for-
mation of a stacking fault. Atoms in layers 12 (solid circles) and
13 (open circles), in the soft material are shown before (a), mid-
way through the stacking-fault formation (b), and after the lay-
ers have moved to the new registry (c). The atomic trajectories
are for a simulation at 7., =0.81 (as in Figs. 3 and 4).

extra stabilization “pins” this interfacial layer to the hard
substrate. The potential energy of the topmost layer of
the hard material [layer (9)] is lowered further by about
—2.6¢€. The potential energies of both layers 9 and 10 in-
crease due to the structural transformation. Since the
system in this set of calculations is thermally isolated, the
structural change is accompanied by a temperature in-
crease as seen from Fig. 7(b) (where the curves for succes-
sive layers, starting from 10 and up, are displaced verti-
cally by 0.04¢). Note however that the final temperature
after the transformation is below the melting temperature
for both materials.

The variations of the external stress components for
the total system [calculated from Eq. (13), for 7,,=0.81
and using the dynamically determined values of the ma-
trix H ] are displayed in Fig. 8, versus time. We observe
an increase in all components at the time of the structural

T T
10 180 200 220
t
FIG. 6. Per-layer internal stresses (o'%,) vs time (in t.u.) for a
simulation at ¢ =0.81 under adiabatic conditions. Layers 5, 8,
and 9 in the hard material and 10 and 11 in the soft one are
shown in (a). The stresses in layers 12—14 in the soft material
are shown in (b). The interface is between layers 9 and 10. Note
the variation in the internal stresses at the time of the structural
transformation. The internal stresses in the interior of the soft
material (10-14) decrease with layer 10 exhibiting pinning by
the hard material. The stress relief in the soft material is ac-

companied by stress accumulation in the hard material (layers
5-9).

transformation. We also note the axial component, o,,,
in the z direction (along the [111] direction, i.e., normal
to the (111) planes) changes character from compressive
(due to the initial load on the system) to tensile (positive
value) past the structural transformation.

2. Isothermal conditions

To investigate the effect of the ambient thermal condi-
tions we repeated the simulations described in (1) but
controlled the temperature of the system, at a reduced
temperature of 0.11, via periodic scaling of particle veloc-
ities. This system also exhibited structural changes (in-
terlayer slip and stacking-fault generation, but at a higher
value of 7,=0.84, as compared to the value for the adia-
batic case (7,=0.80). In addition, the volume increase
after the transformation was very small. Applying higher
values of 7 to the system it eventually yielded at a critical
value 7,=0.95(%0.01), again higher than in the adiabat-
ic case (7.=0.8610.02, see Table I). We conclude that
the isothermal system withstands higher values of the
external perturbation as compared to the adiabatic case.
Since the heat generated during the transformation,
which in the adiabatic case can be utilized to overcome
potential barriers for structural transformations and
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FIG. 7. Per-layer potential energies, E;, in (a), and tempera-

tures, T/, in (b), for the system simulated at 7,, =0.81 under adi-
abatic conditions.

yield, is dissipated to the reservoir under isothermal con-
ditions, larger external forces are required in the latter
case in order to bring about similar effects.

The behavior versus time of the xz component of the
internal stress (o,,) in layers 9—-14 at an applied 7=0.87,
is shown in Fig. 9. It is seen that while the stresses in lay-
ers 10-14 of the soft material vary during the structural
transformation they settle to values close to the initial
ones. Inspection of the real-space particle trajectories for
the system reveals that the system does evolve through
deformed structures which contain stacking faults but it
does not stabilize in these configurations. Furthermore,
in the final state the intralayer registry is intact, which is
consistent with the behavior of the internal stresses
shown in Fig. 9.

3. The effect of atomic-size mismatch

In the simulations discussed above the materials on
both sides of the interface differed by the potential well-
depth parameter € (egzz =0.5€¢ ,,), but were character-
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FIG. 8. The external stress components [calculated from Eq.

(13)] for simulations at 7., =0.81 under adiabatic conditions vs

time (in t.u.). Increases are observed in all components at the

time of structural transformation. Note the change from

comprehensive (due to the initial load) to tensile character in
the axial component o%}'.
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FIG. 9. Per-layer internal stresses (o’,) vs time (in t.u.) for a
simulation under isothermal conditions at 7,, =0.87. (a) Layers
9-11; (b) layers 12-14.
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ized by the same value of the ‘“‘atomic-size” parameter,
04 4=0pg=0 45 [see Eq. (30)]. To investigate the
dependence of the system properties on the mismatch in
atomic sizes between the two interfacing materials we
have performed simulations in which the well-depth pa-
rameters were chosen as before (see Sec. III A) but the o
parameters were chosen such that the atoms in the soft
(B) material are characterized as having a larger size, i.e.,
ogp=1.50 4, and 0 ;3 =1.250 ,,. In these simulations
the hard material (A4) occupied six layers (numbered
1-6) and the soft material occupied nine layers (num-
bered 7-15), with 162 atoms per layer in the 4 material
and 72 atoms per layer in the B (soft) material (the total
number of particles was 1620).

A series of studies, similar to those described above,
employing the (#,7,N) ensemble under thermally adia-
batic conditions were performed. From these simulations
we have determined that the critical-yield value of the
thermodynamic tension in this system is 7. ,,=0.62
+0.01 (and the corresponding external stress o, ,, =0.51
+0.01), which are considerably lower than the corre-
sponding values found for the equal-atomic size systems
(see Table I). Moreover, unlike the previous cases, where
yield was preceded by an external stress regime in which
the system responded inelastically via a sequence of
structural transformations, for the present system (in
which the atomic sizes across the interface differ) no such
behavior is observed. Time histories of the layer decom-
posed potential energy, E,f and internal stress, o', ob-
tained in a simulation at a constant thermodynamic ten-
sion 7,, =0.52 are shown in Figs. 10 and 11. First we ob-
serve that at yield the potential energy and internal stress

o
o
W 84 7-10
| 6
o 5 e
P T | T
164 172 180 188

t

FIG. 10. Per-layer potential energies for a system containing
an interface (between layers 6 and 7) between a hard (layers
1-6) and soft (layers 7—15) materials which are characterized in
addition by different atomic-size parameters (ogp=1.50 44).
Results are for simulations employing the (#£,7,N) ensemble,
under adiabatic conditions at 7,, =0.52. Time is in units of t.u.
and potential energy in reduced Lennard-Jones units. Note that
the whole soft material responds in unison (layers 7—10). The
increase in potential energy starting at ~ 172 t.u. corresponds to
yield. No distinct structural transformations prior to yield (in
contrast to the corresponding equal-atomic-size case discussed
previously) were detected.
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FIG. 11. Per-layer internal stresses in the system described in
Fig. 10. Note the stress relief, resulting in yield indicated by the
vanishing of the internal stresses.

vanish (stress relief). Secondly we note that the soft sys-
tem (layer numbers larger than 6) does not exhibit “pin-
ning” by the underlying hard substrate, although the
strength of interaction between the two is the same as in
the previous studies where such pinning was observed at
the interface (see above). Thirdly the whole soft system
responds in unison, starting at the interfacial layer and
up into the material. These observations can be under-
stood when considering that as a consequence of the
larger atomic size the atoms of the soft material at the in-
terface average over the corrugation of the potential due
to the substrate, resulting in an effective potential surface
which exhibits smaller variations for lateral displace-
ments parallel to the interface plane, and consequently a
reduced resistance to shear.

C. Applied strain simulations

We turn next to another mode of simulation in which
instead of applying a thermodynamic tension, 7, the sys-
tem is strained while maintaining a constant volume.
The preparation of the system up to the application of
external forces is the same as described in Secs. III A and
III B. The starting point for these simulations is an equi-
librium averaged system of 18 layers consisting of nine
layers each of hard and soft materials (see Sec. III A), at a
reduced temperature 7 =0.11 under a load of 0.5. (The
equilibrium averaged calculational cell is nearly orthogo-
nal with a parallelpiped base with H,  =11.040,
H,,=6.690, H,=16.250, H, =3.860, and all other
components fluctuating about zero.) At this stage we ap-
ply a constant-strain rate 7 in the (112) plane along the
[110] direction (see Fig. 1), i.e.,

sz =1’sz

H,z=0 (for af for which asx and B+2z)

with the strain rate y =4x 1073 t.u.7! (i.e., at this strain
rate the value of H,, grows from zero to about 30% of
H,, in 10* integration time steps).



As in the previous simulations (see Sec. III B) we have
performed studies under both thermally adiabatic and
isothermal conditions. Since the results are similar in
both cases we focus on the former ones. Variations of the
system temperature, T, and particle potential energy, E,,
versus the strain ¥ are shown in Fig. 12. As seen these
quantities exhibit a characteristic nonmonotonous behav-
ior with an increasing trend. The temperature of the sys-
tem grows in a stepwise manner and the potential energy
in a sawtooth fashion characterized by periods of increase
in E, followed by sharp drops occurring at the same
strain values for which the step increases in T occur. To
assess possible system size dependencies of the results we
display in Fig. 13 similar results for a system in which the
number of hard material layers (1-9) is as above but the
number of layers of the soft material (eggz=€,,/2) is
doubled (layers 10-27). This system was equilibrated as
before and was simulated at a constant-strain rate of
2.8 1073 t.u.~! (which is equivalent to that used for the
smaller system). As evident the overall characteristics of
the system temperature and potential energy are similar
in both cases, particularly for strains up to and including
the first nonmonotonic feature (y =0 to ~0.15). Com-
parison of the systems’ response at higher strains indi-
cates that the presence of a larger region of soft material
makes the system more pliant. However as we discuss
below the overall picture and certain quantitative con-
clusions are the same for the two system sizes.

To gain further detail about the process underlying the
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FIG. 12. Temperature (T) and potential energy (E,) vs strain
(y) for a system composed of 9 layers of hard material and 9
layers of soft material (e€pp=¢€,,/2), simulated under
constant-strain rate (7 =4 1073 t.u.”') and thermally adiabat-
ic conditions. The steps in the curves are associated with
structural transformations. All quantities are given in reduced
Lennard-Jones units.
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FIG. 13. Same as Fig. 12, but for a larger system size; nine
layers of hard material (layers 1-9) and 18 layers of soft materi-
al (layers 10-27).

behavior exhibited in Figs. 12 and 13, we display in Figs.
14 and 15 temperature profiles, T', decomposed into lay-
ers (and offset between layers by 0.03€ on the temperature
axis) versus strain (y) for the 18- and 27-layer systems,
respectively. As seen the layer temperatures fluctuate in
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FIG. 14. Per-layer temperatures, T', corresponding to the
system described in Fig. 12. Note the general heating trend
(thermally adiabatic simulations) and the stages of sharp tem-
perature increases, occurring for strain y 2 0.08, in layers
14-18, in the soft material, corresponding to structural trans-
formations.
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FIG. 15. Same as Fig. 14, for the larger system size (nine lay-
ers of hard and 18 layers of soft materials). Note sharp temper-
ature increases in layers 19-27.

response to the applied strain with an overall heating
trend. We remind the reader that in the 18-layer system
the interface between the hard and soft material is be-
tween layers 9 and 10 (and due to the periodic boundary
conditions also between 1 and 18), and in the 27-layer
system it is located between layers 9 and 10 ( and also be-
tween layers 1 and 27). A more detailed inspection of
Figs. 14 and 15 reveals sharp temperature spikes in re-
gions inside the soft materials (layers 14-18 in Fig. 14
and layers 19-27 in Fig. 15) occurring at characteristic
values of the strain which compare with the values of y
at which the nonmonotonic behavior is seen in Figs. 12
and 13. These observations indicate that in response to
the applied strain the system deforms by going over po-
tential barriers between structural configurations. In fact
examination of the real-space particle trajectories shows
that at these characteristic strains interlayer slip is ini-
tiated between layers 15 and 16 for the 18-layer system
and layers 23 and 24 for the larger one (both inside the
soft material in regions removed from the material inter-
face by about 3-5 atomic layers).

To gain further insight about the process of deforma-
tion we show in Figs. 16 and 17 layer profiles for the per-
layer internal stresses versus strain in the 18- and 27-layer
systems, respectively. It is seen that the stress com-
ponent parallel to the strain direction, o,,, exhibits a
sawtooth shape (much like the potential energies shown
in Figs. 12 and 13) with the first peak occurring at
H,,~0.08H,, (i.e., at a strain ¥ =0.08). The rises in the
stress correspond to stress accumulation and the subse-
quent drops to stress relief (as corroborated by inspection
of real-space particle trajectories which reveal that the
stress relief mechanism involves interlayer slip). The os-

M. W. RIBARSKY AND UZI LANDMAN 38

(a) 1=6-13

o~
(b) 1=6-13
TN~
<}
o
a
(c)
\
N /\ﬁ \1
%5 (A
AV / A ’A‘ J\/\/\/\/ 6
SN \ /;\ »,} ey
" poS
b T 1

008 0K 024 O3
Y

FIG. 16. Per-layer internal stress vs strain (y) profiles for the
o', [in ()], o/, [in (b)], and o', [in (c)], components for the sys-
tem composed of nine layers of hard and nine layers of soft ma-
terial, and simulated under adiabatic conditions. Note the
monotonic increases in internal stress in o, and the axial com-
ponent o!, followed by sharp drops corresponding to structural
transformations. The solid dots in (a) give the values of the
internal stress component o, obtained via constant strain simu-
lations at the corresponding values of y. As seen, for values of
y <0.063 (first two dots) the values of o', thus obtained coin-
cide with those corresponding to the constant strain rate simu-
lations. For y =0.063+0.002 the internal stress drops sharply,
corresponding to a structural stress relieving transformation in
the system. The constant-strain simulations were used to deter-
mine the critical stresses given in Table I. All quantities are in
reduced Lennard-Jones units.

cillatory behavior seen in Figs. 16(a) and 17(a) after the
slip is due to damped planar oscillations in the new
structural configuration. The same general behavior is
seen for the axial stress component, o, (i.e., the stress
component along the [111] direction [see Figs. 16(b) and
17(b)]. Note that for o, the curves are bunched in
groups with the interfacial layers (8,10, and 9,11) bound-
ing the closely-packed stress curves corresponding to the
middle region in the hard and soft materials (layers 6,7
and 12,13 for both system sizes). Finally, the axial stress
component o,,, in the direction [110] of the applied
strain, shown in Figs. 16(c) and 17(c), exhibits merely
fluctuations with a rising trend [also seen for o,,, see
Figs. 16(b) and 17(b)] which is a direct consequence of the
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FIG. 17. Same as Fig. 16, but for the larger system, com-
posed of nine layers of hard material and 18 layers (10-28) of
soft material.

heating of the system. Note in addition the transition
from compressive (due to the initial load) to tensile be-
havior as the strain increases. The difference between the
character of variations in o, (similarly o,,) and that of
o,, and 0, is consistent with our observation that the
stress relief mechanism is via processes in which (111)
planes slip past one another with no significant intralayer
distortions.

As already mentioned in Sec. III B the rate of applica-
tion of the perturbation [applied shear stress (or thermo-
dynamic tension) as discussed in Sec. III B and applied
strain in this section] in MD simulations is faster than
laboratory rates. In addition these rates are also too fast
to allow an adiabatic (in the sense of dynamical relaxa-
tion on the atomic scale) response of the system. With re-
gard to the first issue we refer to the studies of Moran,
Ladd, and Hoover?® who suggested on the basis of com-
parison between NEMD simulations and experiments
that large-deformation and plastic-flow phenomena in
close-packed metals obey a scaling relation which allows
comparison between MD calculations and experimental
data although the two differ by orders of magnitude in
the rates of the applied shear. Moreover these authors
suggest that these observations imply that plastic
response and flow of these metals can be described by a
single physical mechanism over a range of strain rates
from 10 kHz to 1 THz (our values of y using well depth,
€, and o parameter values in the 6—12 LJ potential to ap-
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proximate typical metals, are of the order of 10 GHz).

To address the second issue and determine accurately
temporally adiabatic values for the critical strains (i.e.,
those at which inelastic structural deformations occur) in
our system, we have performed for both system sizes
simulations at constant strains approaching the value at
which slip occurred [see first peak in Figs. 16(a) and 17(a)
at ¥ ~0.08]. Thus in these series of simulations the sys-
tem was allowed to fully relax under prescribed strains.
The values for the internal stresses, o,,, obtained from
these simulations are represented by solid dots in Figs.
16(a) and 17(a). First we note that for strains below the
critical strain value the developed internal stresses in
these simulations are the same as those obtained in the
constant-strain-rate studies, which indicates that for this
regime of strain values the system responds adiabatically
even when the strain is applied at a rather high rate.
Secondly, the values of the critical strain, y, obtained
in these simulations (see Table I, y,,,=H,/H,
=0.063%0.002 for the 18-layer system and 0.076+0.002
for the 27-layer system) are below that given by the
constant-strain-rate simulations. Thirdly, the corre-
sponding values of the internal stresses o ,, (0.975 and
1.14 for the small and large system, respectively, see
Table I) are larger than the one obtained using the adia-
batic (#,r,N) simulations (Sec. III B), and the one for
the 27-layer system is somewhat higher than that of the
smaller system. Note however, that the critical strain-
to-stress ratio, ¥, /o is nearly the same for both systems
(0.0634 and 0.0652, for the small and large systems, re-
spectively). We conclude therefore that while the larger
system exhibits a somewhat larger tolerance to strain
(i.e., is more pliant) the elastic properties of our systems
are independent of thickness at or above nine layers of
soft material. Finally, we note that for strain values
above y,, the systems exhibit slip accompanied by sharp
drops in the value of the internal stress o, (and similarly
for o,,) indicating stress relief. We note that removing
the strain for strain values below the critical value y, re-
sults in a return of the system to the unstrained
configuration, indicating that in this strain regime the
system deforms elastically, while after removing the
strain past the structural transformation (i.e., for values
larger than y ) the system remains in the new structural
configurations.

IV. SUMMARY

In this investigation we have studied the formulations
of molecular-dynamics techniques for simulations of ma-
terial systems evolving under applied finite external per-
turbations. Methodologies of simulations of phenomena
involving finite deformations (plastic deformations,
structural transformations, yield, and flow) have been dis-
cussed (Sec. II) and demonstrated (Sec. III). These simu-
lations yield valuable information about the atomic scale
mechanisms of materials’ dynamical response to mechan-
ical perturbations.

In these studies we focused on interfacial systems, com-
posed of interfacing crystalline solids characterized by
differing interatomic interaction strengths and in some
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cases also by differing atomic sizes. Our main results
may be summarized as follows.

(i) For interfacial systems which are characterized by
differing interatomic interaction strengths (i.e., the inter-
face is between a hard and soft material), the system
responds to an applied nonisotropic perturbation (applied
shear or strain) first elastically and then via stress relief
mechanisms which involve structural transformations
(stacking-fault formation and interlayer slip). For larger
values of the external forces, eventual yield occurs.

(ii) Critical values of the external perturbation required
in order to bring about inelastic response (structural
transformations and yield) have been determined (see
Table I). Our simulations demonstrate that these critical
values are smaller for a system under thermally adiabatic
conditions than for an isothermal environment. The ori-
gin of the difference lies in the dissipation of the generat-
ed thermal energy under isothermal conditions, which
necessitates larger values of the external perturbations in
order to overcome potential barriers for structural
modifications and eventual yield.

(iii) The cohesive interatomic interactions at the inter-
face between a hard substrate and a soft material result in
“pinning” of the soft material at the interface (1-3 atom-
ic layers). As a result the response of the system to the
external perturbation (stress relief via plastic as well as
structural transformations) occurs in a ‘“‘shear band” con-
sisting of a few atomic layers inside the soft material,
which are located at about 1-3 layers away from the
original (unstressed) interface. The stress relief in the soft
material is accompanied by stress accumulation in the
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hard substrate.

(iv) MD simulations for interfacing hard and soft ma-
terials, which in addition are characterized by differing
atomic sizes, reveal the important role played by atomic-
size mismatch in determining the atomic-scale mecha-
nism of response. For such system it was found that no
adhesive pinning occurs at the interface, and that the soft
(and larger atomic size) material responds as a whole with
no distinct structural transformations preceding the yield
point. The critical-yield stress value for this system is
significantly lower than that found for the corresponding
equal-atomic-size system.

(v) Comparison of our results in this study for the [111]
interface with our previous investigations of the [100] in-
terface!” demonstrates the dependence of the critical
values of the shear stresses on the crystallographical
orientation of the interface, as well as of certain details of
the stress relief mechanisms.
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