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Magnetic anisotropy is discussed in terms of relativistic density-functional theory. Spin-orbit
coupling in the kinetic energy operator of the Dirac equation is responsible for a nonzero value of
the orbital angular momentum in cubic systems. Additional spin-orbit coupling terms originate
from the Breit interaction between the electrons. The Hartree approximation to the Breit energy
yields a magnetic dipole-dipole interaction, which is the cause of the magnetic shape anisotropy.
All these terms have to be included in a discussion of the magnetic anisotropy of cubic systems.

I. INTRODUCTION

Research to explain the origin of the magnetic aniso-
tropy has a long history.! Early models are based on an
effective quadrupole-quadrupole coupling of the spin
fields and an excellent review is given by Van Vleck.? His
paper is a good source for references to work performed
before 1937. The starting point of the discussions is the
relativistic two-electron Hamiltonian in the Pauli approx-
imation, including terms connected to the Breit interac-
tion.> As a result one derives a coupling between the spin
and orbital angular momenta, which in its turn gives rise
to effective dipole-dipole and quadrupole-quadrupole
forces between local spins. Van Vleck’s opinion about
the origin of the magnetic anisotropy is stated in his pa-
per:? “We maintain that the coupling between orbital an-
gular momentum vectors of different atoms is a vital in-
gredient, rather than the interaction of a single vector
with the crystalline field.”

The first calculations within the itinerant-electron
model have been performed by Brooks* in 1940. Here
one obtains the orbital angular momentum from the
single-particle states. A nonzero value of the orbital an-
gular momentum is possible even in a cubic crystal be-
cause of the spin-orbit coupling terms in the kinetic ener-
gy operator in the Dirac equation. In subsequent papers’
the calculations are more and more refined, and finally
the discussion centers around the importance of degen-
erate states along symmetry lines in the Brillouin zone.®
In all of these papers, however, the effect of the Breit in-
teraction is completely ignored.

Recent fully relativistic calculations within local
density-functional theory have attempted to give a final
answer for the magnetic anisotropy in iron and nickel’
and give numbers of the right order of magnitude, but
with the wrong sign for iron. There are serious problems,
however, with the numerical integrations in k space and
it is well known® that obtaining fully converged results is
very difficult. Additionally, there are still some theoreti-
cal inconsistencies. In the present paper we give a formal
basis for a discussion of the magnetic anisotropy within
the framework of density-functional theory. In later pa-
pers we will address the relative importance, for different
materials, of the terms which could determine the size of
the anisotropy.

II. RELATIVISTIC
DENSITY-FUNCTIONAL THEORY

Most presentations of density-functional theory are
based on a nonrelativistic description of the electrons.
The relativistic formulation, however, is a straightfor-
ward application of quantum electron dynamics,”'® and
has been presented before.!! In this section we will sim-
ply state the main results in order to define a frame of
reference for our subsequent discussions. We follow the
approach of Lieb.!? The basis of our description of the
relativistic many-electron problem is the Hamiltonian
density (in second quantization):

FH(r)=:94"(r) ﬁigav+([3——l)mc2—e¢(r)+ea A(r)

XY(r):+Ff pq(r) . (1)

We use the notation of Ref. 9 and we define e to be posi-
tive. The energy is shifted by subtracting the mass ener-
gy of the excess number of electrons in our system.
F#..4(1) denotes the Hamiltonian density of the quantized
electromagnetic field and ¢(r) and A(r) are the scalar
and vector potential due to these fields. We assume that
these fields are time independent, in order to avoid all
problems when energy is not conserved. Since our aim is
to obtain the ground-state energy, this restriction is
unimportant.

The electromagnetic field in Eq. (1) consists of two
parts. First we have the fields generated by the electrons
and second, there are the external fields due to the nuclei,
external magnets, external electric fields, etc. At this
point we make the assumption that the external fields can
be described classically, and that quantization of the elec-
tromagnetic field is only important for the internal fields
related to the electron-electron interaction. The energy
expectation value for a state | a,b ), where a pertains to
the electrons and b to the photons, is then given by

Ela,b]=(a,b| [d’r #(1)|a,b)
—e [dr ¢ (1)a,b | YT(r)Y(r): | a,b)
+e [dr A (0){ab | Y (Day(r):|a,b) .
2)
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Hence the external fields couple only to the charge and
current densities, which are independent of the state of
the photons,

pa(r)=—e(a,b | P (r)p(r):|a,b) , (3a)
jo(r)=—ce{a,b | Y (D)ay(r):|a,b) . (3b)

The first term of Eq. (2) contains all the information per-
taining to the electronic system itself. As stated by
Lieb,'? there is a natural separation in two steps of the
minimization of the energy. First we consider all states
| a,b ) which give rise to the charge and current densities
p.(r)and j,(r). We define the functional F by

Flp,jl=min{a,b | [d’r #(r)|a,b) , @)

where the minimum is only over states |a,b) consistent
with (3). The fact that quantum electrodynamics con-
tains positrons as well as electrons does not have to worry
us. The normal ordering in Eq. (1) takes care of the non-
physical effects of the negative energy states appearing in
first quantization.>!® Of course, when the nuclear poten-
tial is strong enough (Z > 137), spontaneous creation of
electron-positron pairs is possible. For densities corre-
sponding to these cases, states with a nonzero expectation
value of positrons will play an important role in the
minimum of Eq. (4). This will lead to strong effects on
the exchange-correlation potentials. These corrections
have been described before,!! but are not well under-
stood. One can only hope, although intuition would cer-
tainly confirm this, that they are not important in appli-
cations to 3d transition metals.

The last step in finding the ground-state energy, charge
density, and current density of the interacting electron
system is a minimization of the energy with respect to the
charge and current density. One defines'? the kinetic en-
ergy of a noninteracting electron system by

(a| [d*y'r)

The minimum is given when the wave function corre-
sponds to a Slater determinant, where the single-particle
wave functions obey the standard Kohn-Sham equations

ﬁf—av+([3—1)mc2~e[Z(r)+¢ext(r)]

+ealY(r)+ A ()] | ¢, (r)=€,¢,(r) . (10)

The values of the density and current which minimize
(10) are found by summing over the lowest energy states

pm(t)=—e3 ¢l (r),(r), (11a)

im(r)=—ce 3 ¢! (r)ag,(r) .

It is directly clear that because of the definition (5) of the

(11b)
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K[p,jl=min{a,b | fd3r:1[1T(r) ﬁl‘c—aV+(ﬁ’—l)mc2

X(r): | a,b) ()]

and writes F=K +G. The minimization is again only
over states consistent with (3). Hence the functional of
p(r) and j(r) one has to minimize is given by

Elp,j1=K[p,jl1+Glp,il+ [ d*rp(r)g (1)

L
_ Jdrjn) A (n) . 6)

III. MINIMIZATION PROCEDURE

Before one can discuss a minimization procedure for
(6), one has to be able to evaluate expression (5). At this
point we assume that we have a satisfactory approxima-
tion for the functional G and focus on the noninteracting
kinetic energy. Suppose we want to evaluate K at py, jo.
In a small range around this point G can be expanded as

Glp,j1=Glpwiol+ [ d*rZ(r)p(r)—py(r)]
— L [ Y@ — o] ™)
and therefore we first try to solve for the minimum of
Elp,j1=KIp,j1+Glp,jl+ [ d*rp(r)pey(r)
—%fd3rj(r)Am(r). (8)

But this is a noninteracting problem because all terms
apart from K are linear in p and j. Hence minimizing (8)
is equivalent to minimizing

ﬁigav—i—(ﬁ—1)mcz—e[Z(r)+¢ex,(r)]+ea[Y(r)+ A, (D] ()] a)+Gppiol - 9)

[

kinetic energy one has to use the ground state of the
noninteracting problem and that one is not allowed to
leave holes below the noninteracting Fermi level. The
latter would change the definition of K and hence of G
(and thus the exchange-correlation potential). The value
of the noninteracting kinetic energy at (11) follows from

K[pmriml=3 €n— [ d*r pu(DZ(1)+exe(1)]

+%fd3r im(DLY (D) + Agg(r)] - (12)

In this approach it is impossible to find the kinetic energy
at the starting densities py and j,. Rather, one obtains
new densities p,, and j,, with corresponding kinetic ener-
gy and hence total energy from
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EPmrim 1=K [Pmrim 14 Glomrim 14+ [ 47 (Do (1)
L r a3,
; [ d’ri, (DA . (13)

At this point we have made a choice for the effective po-
tentials in (9). A different approach is to find an effective
potential which will also yield the initial densities as a
solution of the Kohn-Sham equations.!* This approach
certainly has its merits, but will not be discussed here.

The previous discussion shows clearly that the practi-
cal complications encountered in density-functional
theory are related to the fact that one does not have an
analytical form of the noninteracting kinetic energy.
Very often one finds the expression (or its nonrelativistic
equivalent)

S #l(r) %av+(3—1)mc2 8,(r) (14)

where the single-particle states sum up to the densities p
and j. The expression above, however, is not a functional
of p and j, since it is possible to make changes in the
single-particle states, preserving p and j, but changing
the value of (14) in an arbitrary way.'*

In order to find the minimum of (13), one has to find
new guesses for the densities py and j,. These are used as
input to evaluate the corresponding densities p,, and j,,.
Finally, one obtains the kinetic energy and the total ener-
gy through (13). If all changes in the initial densities pro-
duce a larger value of the total energy, the minimum of
the total energy is found and the densities p,, and j,, cor-
respond to the true densities p.;, and j.;, of the many-
body problem.

When we use the true minimum densities p;, and ju,
as starting guesses, the difference between (8) and (6) is in
lowest order:

2
L[ ddr [adr [p(r)—pmin(r)]gT?[p(r')—pmin(r’)]
. . 3’G
+[J(r)—1min(r)] ajz

X[H) = Jmin(t) ]+ [p(£) — pryin(1)]
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Therefore, (8) will also have an extremum at p_;, and jin
because (6) is minimal. Since any noninteracting Hamil-
tonian is unbounded towards plus infinity (one can simply
take states with higher and higher kinetic energies), the
only extremum for (8) is the ground state and, by necessi-
ty, this is a minimum. Hence we find p,, =p,;, and
Jm =Jmin» indicating that these solutions are self-
consistent. Therefore, if one is able to define functional
derivatives through (7) and (15), a self-consistent solution
of the Kohn-Sham equations, corresponding to the in-
teractive ground state, does always exist. A self-
consistent solution of the Kohn-Sham equations, howev-
er, exists for any extremum (maximum or minimum) of
(6) and hence self-consistency by itself is not a sufficient
criterium for a global minimum of the energy (6). The
general conclusion is that, assuming the functional
derivatives (7) and (15) do exist, a necessary and sufficient
condition for p, j to be an extremum of the energy (6) is
that p,j are self-consistent solutions of the Kohn-Sham
equations (10).

A next question is whether expansion (7) is always pos-
sible. Certainly all local density functionals have a func-
tional derivative, but it is unclear if the true functional G
also has this property. If one does not require that the
functions Z and Y in (7) are functional derivatives, but
some close approximations, then (15) does not hold
anymore, and the minimum of (6) does not correspond to
a self-consistent solution of the Kohn-Sham equations.
Also, it follows immediately from (6) that for all densities,
for which the functional derivatives of F exist, one can
find external potentials in such a way that these densities
are the ground-state densities of the interacting electron
system with these potentials. One simply takes the exter-
nal scalar and vector potentials to be the negative of these
functional derivatives. Similarly, all densities for which
the functional derivatives of K exist can be represented as
the ground state of a noninteractive problem. It is an
open question what happens when the functional deriva-
tives of K or G do not exist, and whether that will intro-
duce some special physical effects.

IV. BREIT INTERACTION

The definition of the universal functional F contains ra-
diation effects because the photon Hamiltonian and pho-

3G ton states are included. It is well known that this
X FYEY [Hr) = jmin(T)] | - (15)  changes the effective electron-electron interaction and
o that one has to include the so-called Breit®'* modification
J
2 ’ ’
e 1 , 1 1 [a}» (r—r )][axv(r_r )] ,
W= e T ) (81,80 — Janaa— 5 — Pulr WD): (16)

Like the charge-charge interaction the other terms
should also be taken into account in a Hartree approxi-
mation. There will be additional current-current ex-
change and correlation effects, which modify the effective

exchange and correlation potential.!! In this paper, how-
ever, we will not deal with these modifications and only
include the Breit interaction in the Hartree approxima-
tion. The effective scalar potential in Eq. (10) has the fa-
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miliar form

BetlT) = B (1) el 1) + fd3r’—|f%|— (a7

while the vector potential becomes

Agr)=A(r)+ A (1)
_1_ 3. 1
+ 2c fd 4 |r—r'|

(r—r)[j(r')(r—r")]
(r—r')?

X i)+ (18)
We can always add the divergence of a scalar field to the

vector field, and hence the Breit term in A 4 is equivalent
to

Lrgpe AT (19)
c |r—r1"|

In other words, this last form yields the same results for
physical observable quantities as the previous form. This
modification is not possible in the total interaction ener-
gy, because there one has to consider the current-current
correlation function, which in general does not factorize
as a product of two currents. We are now able to refor-
mulate the effective vector potential as an effective mag-
netic field by

Bon{1) =B 1)+ By (1) + 1 [ a3 LDXUE=D) o)

|r—r'|?

V. FORMULATION
WITH MAGNETIZATION DENSITY

Because the divergence of the current is zero, it is pos-
sible to write this current as the curl of a vector field M,
through

j(r)=cVXMl(r) , 21)

where M is defined up to the divergence of some field
Z(r). This is a standard ambiguity which has no physical
consequences. M(r) is the magnetization density due to
the current j(r). We are now able to rewrite the last term
of Eq. (2) as

— [d* B (r)M(r) (22)

when we assume that the accompanying surface integral
vanishes. This is certainly the case when the external
magnetic field vanishes at infinity, as in normal experi-
ments. One has to keep this point in mind, though, when
using a constant external field in the calculations. In that
case M(r) should be defined to be bounded, which is only
possible for a finite sample.

As defined in Eq. (3), the current j(r) has no clear
physical interpretation. But when we know that the field
satisfies the Dirac equation, it is possible to use the Gor-
don decomposition to rewrite the current in a different
way. The Gordon decomposition can be performed in
two slightly different ways (see Appendix A), but the final
results are equivalent. We approximate the current by

8025

%;¢*(r)(v—€)¢(r):+vx:x/ﬁ(r))::p(r):

in which the first term expresses the charge flow of the
electrons and the second term relates to the spins of the
electrons. One can compare this to the total angular
momentum density of the Dirac field:

g(r):n,bf(r) rx %V+ﬁ2

) P(r): . (24)

Note’ that we multiply by 1/;1r on the left and not by .
The angular momentum is a pseudovector and not part of
a tensor, as it would be with 1 on the left-hand side of the
expression. Further, here too one clearly identifies the
first part of (19) as the orbital momentum and the second
as the spin.

The magnetic moment density associated with the or-
bital current corresponds exactly to the first term of Eq.
(19) and therefore we see that the vector field M is the
sum of a term related to the angular momentum of the
Dirac field, plus terms depending on higher-order mul-
tipole moments and relativistic corrections. Approximat-
ing M by (see Appendix B)

—pgp(r) Y(r): (25)

r>§V 43

is therefore very reasonable, because this only neglects
three small effects. First, one ignores the coupling of the
effective field to the quadrupole and higher moments of
the electronic current.'® This is certainly justified for the
external field, but it introduces errors in the energy relat-
ed with the exchange-correlation field. Second, the term
with the electromagnetic field A is not included. This
term couples the charge density to the square of the elec-
tromagnetic field, and hence describes processes where
two photons are created (destroyed) simultaneously or
where a photon is created (destroyed) when the electron
scatters in the external field. The latter process should
not be confused with Compton scattering, where the
scattering and creation are virtually independent events
(e.g., the intermediate state is not real, because it violates
energy conservation). The last set of terms which are ex-
cluded describe relativistic corrections, of which the or-
der of magnitude is smaller by the square of the fine-
structure constant.

One point is very important. According to (8) the
effective exchange-correlation potential couples to the to-
tal current and hence the effective exchange-correlation
magnetic field couples to both the spin and orbital angu-
lar momentum. This is clearly not a physical situation,
since this would give rise to large orbital contributions to
the magnetic moments, even in 3d transition metals. It is
easy to show, however, that the standard approximation
to the exchange interaction only couples the spin of the
electrons to the effective magnetic field.!” Hence the or-
bital moment only couples to the external magnetic field,
the Hartree part of the additional terms in the Breit in-
teraction, and some parts of the correlation potential.
This coupling is therefore not dominant in determining
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the general magnetic properties of solids, but they will
show up in small effects like the magnetic anisotropy.
Since we have used different approximations for the spin
and orbital parts of the current to arrive at (21), the fact
that these terms couple to different fields can be expected.
At this point we therefore assume that the orbital contri-

|

%aV—HB—1)mc2—e¢eﬁ(r)+y8(Beﬂ{r)—Bxc(r))

rxXV
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bution only couples to the first and the third term of (20),
and these are exactly the cases investigated in Appendix
B.

After making the approximation (25), the set of single-
particle equations (10) is transformed to

+1pBer(1)2 |9, (1) =¢,6,(r) . (26)

The term related to the orbital angular momentum is not periodic, however, leading to an effect on the energy which is
a function of the shape of the sample. This also introduces some errors, and (26) should only be regarded as a first ap-
proximation to the inherently nonlocal effects of the diamagnetic terms. Fortunately, for the localized core electrons
the integral of the current over a unit cell is zero, and in that case a shift of the origin has no physical consequences.

VI. MAGNETIC SHAPE ANISOTROPY

The Hartree energy part of the Breit interaction is written in the following way:

— L MM

Ld3rdr
H |r—r|

This contribution to the total energy of the Breit interac-
tion favors magnetic ordering. The magnitude of M(r) is
determined by g, as is seen from (25). The value of the
Bohr magneton pp in atomic units is 5.2X 1073 and
hence the order of magnitude of the Breit energy is 25
pRy or a few Kelvin only. It was already pointed out
long time ago that this interaction therefore cannot ex-
plain ferromagnetism in materials like iron, and that the
exchange energy is dominant.

As is well known, any nonspherical sample will have a
preferred direction of the magnetization simply due to
the shape of the sample, and one has to correct for this.
The standard correction assumes that the magnetization
is uniform throughout the crystal and the corresponding
dipole-dipole interaction is considered to be the origin of
the shape anisotropy. According to Eq. (27) this shape
anisotropy is directly related to the Breit interaction.
When we define the average magnetic moment by

m, [ d* = [d*M(r) (28)

we find that the energy term giving the shape anisotropy
is

' 1 :
s ar [ dr 3 [M(r) —m,][M(r') —my]

r—r'+R|?

{(r—r'+R)[M(r)—m,]} {(r—r'+R)[M(r')—m,]}

_3 [(r—r")M(D)][(r—1'")M(1")]
|r—r'|?

— 2L [ @b MM) . @7

1
1 d3 d3 '
2 f ra-r l r—r I 3
[(r—rme® | 47
momo——3w ——Tmtz)fdjr . (29)

We have included the contact term in this definition, al-
though obviously this term is isotropic. This will affect
the total magnetization, but that can be neglected since
the exchange energy is much larger than this contact en-
ergy.

The intrinsic anisotropy is defined by subtracting (29)
from (27). It is easy to show that terms containing a fac-
tor M(r) and a factor m, give a zero contribution, be-
cause one essentially integrates a spherical harmonic with
1=2,m =0 over all angles. The intrinsic part of the Breit
interaction then is identical to (27) with M(r) replaced by
M(r)—m,. This integral can be defined for an infinite
periodic system, since the dependence on |r—r’| has
now charged to an inverse fifth power for large separa-
tions. For a bulk solid we therefore define the Breit ener-
gy per unit cell as

-3

|r—r'+R|?

47
~Tfﬂc173r[M(r)~—mo]2 ,

(30)
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where the integrations are performed over the unit cell )
only, and the summation is over all Bravais lattice vec-
tors R. The average magnetization is defined by

meQ= [ d*rM(r) . (31)

By expanding terms for large values of R, we see that the
term with R 3 has a prefactor zero, and that the series
converges like a sum over R ~°.

VII. CRYSTALLINE ANISOTROPY

After having identified the term in the electron-
electron interaction which is responsible for the shape an-
isotropy of a material, the next step is to find the origin of
the crystalline anisotropy. As is well known, the orbital
angular momentum is quenched in 3d transition metals,
which means that the magnetic moment is essentially
spin derived. Even in that case, however, the Breit in-
teraction (30) couples the magnetic moment to the crys-
talline lattice. Bozorth and McKeehan'® showed that a
nonspherical spin distribution around the nuclei can give
rise to the observed anisotropies, depending on the shape
of the spin distribution. But Van Vleck already argued?
that this contribution would be too small by 3 orders of
magnitude. His reasoning is based on the observation
that spin-orbit coupling is weak and that the asymmetry
in the electronic charge cloud does change very much as
a function of the direction of the spins. Spin-orbit in-
teraction is necessary, since the direct spin-spin part of
the Breit interaction only yields terms proportional to
cos?, which have to average out in a cubic crystal.

A nonzero value of the orbital angular momentum den-
sity hence is essential for the existence of crystalline mag-
netic anisotropy. The only reason that the orbital angu-
lar momentum is nonzero is the spin-orbit coupling due
to the kinetic energy operator of the Dirac equation.
Fully relativistic calculations are therefore needed. These
kinetic terms, however, only couple the spin of a given
electron to its own orbit and, again, Van Vleck has
shown? that the corresponding contribution to the energy
is too small to explain the observed values of the anisot-
ropy constants. He stresses that the coupling between or-
bital angular momentum vectors of different atoms is im-
portant. Later papers'® also focus on the role of spin to
other orbit coupling. Both these terms are included in
the Hartree part of the Breit interaction and hence in the
effective potential for the Kohn-Sham equations (26).
Like for the Coulomb interaction, there will be correc-
tions due to exchange and correlation, but at this point
we will make the ad hoc assumption that these correc-
tions are smaller than the main effect represented in the
Hartree part.

When we assume that the direction of the magnetiza-
tion is the same everywhere in the unit cell

M(r) —my=1of(r) (32)

Eq. (30) simplifies to
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f(r)f(r")

P,(cos(fmy,r—r'+R))
[r—r'+R |3 2 0

_ 3 3
fnd rfnd r %
47 3 2
-5 fnd rlf(OP . (33)

If f(r) has cubic symmetry, the first (anisotropic) term is
zero, because it contains a summation of P,(cos(8)) over
all cubic rotations. But due to the relativistic terms in
the kinetic energy f(r) will not have cubic symmetry, al-
though the deviation is small. According to van Vleck,
the sum over R in (33) will give a contribution which is
large enough to explain the magnitude of the magnetic
anisotropy.

VIII. CONCLUSIONS

In this paper we have shown that it is possible to dis-
cuss the origins of the magnetic anisotropy in terms of
relativistic density-functional theory. We have identified
two terms leading to a spin-orbit coupling needed for the
existence of the magnetic anisotropy. The magnetic
shape anisotropy results from a dipole-dipole interaction
due to the Breit modification of the relativistic two-
electron energy. Future calculations will have to show
whether (30) is an important contribution to the crystal-
line anisotropy.
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APPENDIX A: THE GORDON DECOMPOSITION

The Gordon decomposition yields an expression for the
expectation value of the current for a solution of the
time-independent form of the Dirac equation

%aV+(B—l)mc2

—ed(r)+ea A(r)‘ Y, (r)=¢,¢,(r) . (Al
The conjugate equation is

i(r) —%aﬁ-ﬁ—(ﬁ— 1)mc?

—ed(r)+ea A(r) =a,,¢z(r). (A2)

At this point we multiply (A1) by a; and (A2) by a; from
the right and add the two equations together. This re-
sults in
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ﬁlﬁw(r)[akav—a\?ak]¢(r)—2[mc2+e¢(r)]¢*(r)ak¢(r>+e¢*(r)[akaA(r)+aA(r)ak J(r)=2¢, ¢ (t)a ¥(r) .

(A3)
Alternatively, one can multiply (A1) by Ba; and (A2) by Ba, from the right, subtract, and get
ﬁlg¢T(r)B[akaV—a§ak ]1/;(r)+2mc2|/f'(r)BakB¢(r)+e1/1*(r)B[aka A(r)+a A(r)a, J¥(r)=0 . (A4)
Using some standard identities,?® (A3) and (A4) can be rewritten in the form
i1+ G t e .t
S |V =V )+ [VXY (2P ] |+ —5 ¢ (1) A (0)y(r)
+ 2me | i mc
Y (r)a,P(r)= , (A5)
€, +ed(r)
I+ —
mc
$nan =1 | Ly gy — T + Vx g 0BZur) |+ =58 0B 4 (Dutr) (A6)
2mc | i mc
and Eq. (AS5) immediately shows how the current is relat- A(r)=—1(r—ry) XB (BS)

ed to the particle current and the spin, with an additional
term proportional to the expectation value of the external
field. The denominator is equal to one plus terms of or-
der (1/c)?. The second form (A6) has incorporated this
denominator by introducing factors of 3, thereby losing
the direct physical meaning of these terms.

APPENDIX B: ORBITAL ANGULAR MOMENTUM
Ignoring terms of order (1/c)? in the expression (A5)
for the current, and ignoring the term with the field A,
we can write the current in the following form:

j(r)=—ec(a|: S

% —:r![}T(r)(V—V)lﬁ(r)-}-VX¢T(r)2¢(r) la)

(B1)
from which it is immediately clear that
Min(0)=—pga | P (OZPr):|a) . (B2)
The orbital part of the current introduces a term
EL [ @% A0V~ T}t (B3)

in the expression for the total energy. Because V A=0,
one can rewrite this term as

2
l:,ifdzr AW (0V(r) . (B4)

If the effective field B is constant, which normally is a
good approximation to the external field, one defines the
field A as

and the integral in the total energy then leads to an
effective orbital magnetization of the form

Morb(r)=—”TB(r—rO)XllJT(r)Vlﬁ(r). (B6)
The Hartree part of the Breit energy has the form
— L [asrqp o ARUED) (B7)
2¢? |r—r'|

When we integrate 1’ over a unit cell () at the origin, the
contributions of the integral to a unit cell at a large dis-
tance r can be approximated by writing'®

j(r') m X (r—rg)

|r—r| = [r—rg|3

L
A= [ d* , (B8

where 1y is the center of the unit cell Q at the origin and

1 300t YN
m=- fﬂd P —r)xjr') . (B9)
The unit cell Q has to be chosen such that the integral of
the current over Q is 0. Therefore we can only incorpo-
rate the effects of the diamagnetic currents of core shells
and ignore all macroscopic currents which are induced
by the external field. Again, at this point that is a reason-
able approximation. Next, we approximate (B7) by

m X (r—rgp)
—%fd%j(r)ﬁ
— 1o
1 3 (r—rp) X j(r)
=—§fd rm——|—r—_7—‘3— (BIO)
0

Because of (B4) one can write the orbital part of the
current as

2
Cf” 1 (0)V(r)

(B11)
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and hence (B10) becomes

1

—fd3r mM_ (r)———— .
lr—r5|°

(B12)

Inserting the definition (B9) of m into this equation then
yields approximately

(r'—1) X j(r' )M (1)

lr—r' |3

__1_ 3 3
chdrdr (B13)

Introducing the standard formula for B(r) (Ref. 16) then

transforms this last equation into

—1 [ d% B(OM, (1) (B14)
showing that (B6) is also a good approximation in this
case. Obviously, we have neglected here all higher mul-
tipoles of the current field, and these will certainly play a
role for contributions of cells which are close together.
But as a first approximation (B6) seems an adequate
definition for coupling the angular momentum to the
external and Breit fields.
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