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We have performed thermal-conductance measurements on polished single crystals of pure sil-
icon in the low-temperature boundary-scattering regime. Our data show that the thermal conduc-
tance depends not only on the sample size, but also on the size and spacing of the thermometers
used to measure the temperature gradient along the crystal. We have analyzed the heat transport in
terms of phonon blackbody radiation subject to surface scattering from the attached thermometers
and from the free surfaces of the crystal. We have made this analysis quantitative by using Monte
Carlo techniques, and have calculated the magnitude of both surface scattering effects. We show
that thermal-conductance measurements provide a very sensitive and precise technique for studying
diffuse phonon scattering at crystal surfaces, and find that our highly polished and clean silicon sur-
faces will specularly reflect more than 99% of the incident phonons below 1 K, temperatures which
correspond to dominant phonon frequencies less than 90 GHz.

I. INTRODUCTION

In pure dielectric single crystals at low temperatures,
phonons are scattered only at the crystal surfaces. Heat
transport under these conditions was first discussed by
Casimir.! He considered a long, narrow sample with per-
fectly rough surfaces that scatter every incident phonon
diffusely. The present study is concerned with crystals
having highly specular (mirrorlike) surfaces, at which the
phonons are scattered diffusely with only a small proba-
bility f. This specularity (1— f) will increase the thermal
conductance of the sample. We present our results for
thermal conductance measurements on pure single crys-
tals of polished silicon, and analyze these results in terms
of phonon blackbody radiation. Our purpose is to under-
stand the heat transport in these polished crystals, and to
determine the diffuse scattering probability f from our
thermal conductance measurements. In a previous study?
the high sensitivity of diffuse phonon scattering to surface
contamination was demonstrated qualitatively. Here we
will show that thermal conductance measurements can be
used as a precise quantitative tool for the study of surface
defects and adsorbates in the temperature range of 0.05
to 1 K, which corresponds to a range of dominant pho-
non frequencies between ~5 and ~ 100 GHz. We obtain
direct results for the diffuse scattering probability as a
function of temperature, f (T), for polished silicon crystal
surfaces in this phonon frequency range. These phonon
frequencies are not accessible using typical ultrasound,
heat pulse, or superconducting tunnel junction tech-
niques.’ Other phonon generation and detection tech-
niques also have limitations in frequency range and/or
types of crystals which may be used.*

This investigation also serves a purpose of more gen-
eral interest, namely the demonstration of the effects of
sample geometry, and of black (emissivity=1) or grey
(emissivity < 1) objects, on the propagation of blackbody
radiation. Although extensive work has already been
done in the field of photon radiative transfer,’ there are
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several advantages in performing theoretical and experi-
mental studies of phonon radiation instead of photon ra-
diation. Phonons in dielectric crystals will not convert
into other excitations, while photons will ‘“decay” into
heat (phonons) when interacting with matter. Another
advantage of phonon radiative heat transfer experiments
is that the crystal provides a cavity which is bounded by
an interface with a nonconducting medium, so that the
phonons are completely contained within the crystal.
Such experimental control is not possible with photon ra-
diative heat transfer experiments. In the analysis of our
experiments, the additional complexity of elastic anisot-
ropy for phonon radiation is easily taken into account us-
ing Monte Carlo techniques, which will be discussed
later.

The outline of the paper is as follows. Section II con-
tains the experimental results, and shows that for highly
polished samples the measured temperature difference AT
between the two attached thermometers is fairly insensi-
tive to the distance between them, but sensitive to the
size of the thermometer clamps. Sections III, IV, and V
each describe one of the three different analyses we have
developed for phonon blackbody radiation. In Sec. III
we present a simple one-dimensional (1D) model to de-
scribe qualitatively the effects of the attached thermome-
ters. In Sec. IV, an integral expression for the heat flow
through a cylinder with partially reflecting walls will be
derived and solved by a Born-approximation method.
The results of Sec. IV can be used to make an approxi-
mate determination of the diffuse scattering probability f
in our experiments. In Sec. V, the algorithm for a Monte
Carlo simulation will be presented, and the results of the
simulation will be applied to the experimental data. The
Monte Carlo techniques are necessary to obtain accurate
quantitative information about both the specularity of
polished surfaces, and the effect of thermometers on the
radiative heat flow. The final result of this investigation
is the diffuse scattering probability f as a function of tem-
perature for our polished silicon crystals, as determined
from the Monte Carlo simulations.
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II. EXPERIMENTAL PROCEDURE
AND PRELIMINARY RESULTS

The silicon crystals used for our thermal conductance
measurements on polished samples were cut from n-type
(phosphorous-doped) float-zone-refined silicon provided
by SEH America. Their room-temperature resistivity
was 780 (cm, and the dimensions of the crystals were
0.5 cmX0.5 cmX 15 cm. The crystallographic orienta-
tion was { 111) along the long axis of the crystal, and the
side faces were (110) and (211). The final polishing
step used Syton, a colloidal suspension of ~400-A silica
particles in a mild chemical etch. This is the standard
procedure in the semiconductor industry. Before being
mounted in the cryostat, the samples were ultrasonically
cleaned in a 5:1:1 heated solution (85 °C) of distilled H,O,
30% hydrogen peroxide, and ammonium hydroxide.
This cleaning procedure was used to remove any organic
contaminants, and was followed consistently for all sam-
ples to insure reproducible surfaces. The samples were
then rinsed in distilled water, and remained in distilled
water until being blown dry with nitrogen immediately
prior to mounting. The effects of deviating from this pol-
ishing and cleaning procedure have been reported else-
where.? The silicon crystals used for our measurements
on rough samples were cut from a boule of p-type (boron
doped) float-zone-refined silicon from Wacker Chemie.
Their room temperature resistivity was 627 Qcm, and
the crystal size was 0.5 cm 0.5 cm X5 cm. The orienta-
tion of these crystals was the same as that of the 15-cm
crystals. These crystals were also Syton polished, but
their surfaces were subsequently roughened by sandblast-
ing, and then cleaned with the procedure mentioned
above, before being mounted in the cryostat.

The thermal conductance was measured using the
two-thermometer and two-heater methods, described by
Raychaudhuri.® The measurements below 1 K were car-
ried out in a dilution refrigerator with a minimum
operating temperature of about 50 mK; details of the ex-
perimental setup and technique are given elsewhere.’
The thermal conductance above 1 K was measured in a
pumped “He cryostat. The heater consisted of a 1000-0
thin metal film evaporated onto a 1 mmX3 mmX0.25
mm sapphire substrate. Stycast 1266 epoxy was used to
bond the sapphire chip to a flat polished piece of 0.020-
in.-thick copper foil which was then soldered to the
heater clamp. The copper foil was wrapped around the
heater in an effort to capture any emitted radiation. Ade-
quate thermal isolation between heater and cryostat was
provided by three 1-in.-long 0.009-in.-diam constantan
wires. Longer and thinner isolation leads became too
resistive, and dissipated a significant fraction of their
Joule heat by radiation. This radiated heat could be ab-
sorbed by the thermometers and affect their reported
temperatures. Therefore, two pairs of thermometers (Al-
len Bradley resistors) were soldered to the copper clamps
(described below), and both pairs were used to measure
the temperature gradient of the sample, as a check that
radiation problems had been made negligible. The equi-
librium times for the heater and thermometers never ex-
ceeded a few seconds.
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We refer to our experiments as thermal conductance
measurements because they take place in a temperature
range which is nearly devoid of the bulk phonon scatter-
ing required to give a uniform temperature gradient in
the interior of the crystal, whereas thermal conductivity is
by definition an intrinsic property of a material,® and
should not depend on the size, shape, or surface condi-
tions of the sample. Nevertheless, one can extract a
temperature-dependent phonon mean free path 7 in the
same manner as for thermal conductivity measurements,
keeping in mind that this mean free path is not an intrin-
sic property of the silicon. Let us briefly review some
basic definitions and formulae.

Thermal conductivity is determined by measuring the
temperature gradient AT /Ax caused by a thermal power
Q flowing uniformly through a rod-shaped crystal of
cross section A:

A Q/4
AT/Ax
In the gas kinetic picture,9 the thermal conducti\_/ity can
be used to determine a phonon mean free path / within
the dominant phonon approximation:

A=1Cpnl ,

2.1

(2.2)

where C, is the Debye specific heat per unit volume. The
average speed of sound v is given by

1 _ .1
ST 2 (2.3)
where the v; are the group velocities of the three different
modes, and the bar denotes an average over propagation
directions. In the temperature range of our investigation,
bulk scattering of phonons by lattice imperfections, im-
purities, and umklapp processes is negligible in the high-
quality single crystals of silicon used in this work. In ad-
dition, bulk phonon-phonon scattering through N (“nor-
mal”) processes is also negligible, so that phonon gas
viscosity effects (such as Poiseuille flow!?) are not present.
Therefore, the phonons travel in straight ballistic paths,
and can only be scattered at the crystal surfaces. In this
boundary scattering regime, we can express the experi-
mental quantity calculated with Eq. (2.1) (often loosely
called a thermal conductivity) in a manner analogous to
Eq. (2.2):

A=3CT, (2.4)
where T is an average speed of sound given by'!"!2
L1 /731
v= E - E -3 - (2.5)

i=1t Vil i=1Y;

If every phonon hitting the surface is diffusely scattered,
e.g., in the case of rough sandblasted surfaces, then Tis
close to the sample diameter. Specifically, the Casimir
limit is given by I, =1.12V" 4 for a long sample of square
cross section 4, and by I, =2R for a long cylindrical sam-
ple of radius R.'! If specular reflections can occur, the
mean free path 7 will increase beyond this limit, i.e., the
measured A will increase.
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The surprising observations in this investigation were
that the apparent thermal conductivities (and therefore
the calculated ) at low temperature depended not only
on sample diameter and surface treatment, but also on
the area of contact of the thermometer clamps, and the
spacing between these clamps. In order to explore these
effects, we used two different sets of thermometer clamps.
One set had a contact area of 2X (15 mm?), and the other
2X (1 mm?). In order to optimize the mechanical con-
tacts to the sample, the contact areas of the oxygen-free
high-conductance (OFHC) copper clamps were coated
with indium, which deforms as the clamps are fastened to
the sample. The heater clamps also had a contact area of
2X (15 mm?), and the base clamps 2 X (25 mm?). All the
clamps were secured to the same two opposite faces of
the sample. Figure 1 shows the four sample geometries
used for measurements on polished samples. The mea-
surements for rough samples were performed on the
sandblasted 0.5 cmX0.5 cm X 5.0 cm boron-doped crys-
tals.

The effects of the different arrangements are shown in
Fig. 2. The lowest curves (solid symbols) were obtained
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FIG. 1. The four different sample geometries used for
thermal conductance measurements on polished samples. The
heater, thermometer, and base clamps are denoted by H, T1, T2,
and B, respectively. The contact surfaces of all the clamps were
coated with indium. (a) Large thermometer clamps, close spac-
ing. (b) The heater and warm thermometer clamps have been
moved to the upper end of the sample. (c) Small thermometer
clamps, close spacing. (d) Small thermometer clamps, distant
spacing. The large thermometer clamps have an area of 2 X (15
mm?), and the small thermometer clamps have an area of 2 X (1
mm?).
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for the rough samples, and show no dependence on clamp
size. For the polished samples (open symbols), clamp size
and clamp spacing have a considerable influence on the
measured “thermal conductivity.” Not only is the ap-
parent thermal conductivity of the polished samples
much higher than the rough samples, as expected because
of specular reflections, but the conductivities measured
with the polished sample geometries shown in Figs. 1(a)
and 1(d) differ by more than a factor of 4 at the lowest
temperatures. These results demand an explanation.

In order to analyze these thermometer clamp effects, it
is useful to determine an inverse phonon mean free path
T~ ! using Eq. (2.4), and this is shown in Fig. 3, along with
data for the sample geometries shown in Figs. 1(b) and
1(c). Let us first consider our results for rough samples.
The inverse phonon mean free path 7 ~' obtained for the
rough samples is close to the Casimir limit of (1.12<0.50
cm) '=1.79 cm~!, and is practically temperature in-
dependent. Our agreement with the Casimir limit will be
discussed in more detail in Sec. V.

Now consider the data for the polished samples,
specifically for the closely spaced large-clamp geometry
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FIG. 2. The thermal conductivity of silicon (heat flow along
(111)) for samples with rough surfaces (solid symbols), and for
polished samples (open symbols) with the geometries shown in
Figs. 1(a) and 1(d). Note the surprising factor of >4 discrepan-
cy between the thermal conductivities of the two polished sam-
ples below 1 K. These data illustrate that the measured thermal
conductivity depends not only on the sample diameter and sur-
face treatment, but also on the size and spacing of the attached
thermometer clamps. The solid lines represent a fit to 7.
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of Fig. 1(a) [shown as curve (a) in Fig. 3], and the distant-
ly spaced large-clamp geometry of Fig. 1(b) [shown as
curve (b) in Fig. 3]. In these two cases, the calculated 7
differ by about a factor of 4 at the lowest temperatures,
which translates to a factor of 4 for the measured temper-
ature gradients AT /Ax for a given Q. The ratio of the
two thermometer clamp separations Ax is also a factor of
4. Therefore it appears that the measured temperature
difference AT (for a given Q) is nearly independent of the
separation of the thermometers. This observation indi-
cates that the thermometers themselves are the dominant
cause of the temperature difference they measure, and
that any temperature difference due to diffuse phonon
scattering at the crystal surfaces between the thermome-
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FIG. 3. The inverse phonon mean free path in silicon as a
function of temperature for rough samples (solid symbols), and
for the polished samples (open symbols) with the different
clamping geometries shown in Fig. 1. (a) Open diamonds: large
clamps, close spacing. (b) Open triangles: large clamps, distant
spacing. (c) Open squares and open stars: small clamps, close
spacing. (d) Open circles: small clamps, distant spacing. The
l—;pt shown here is the result of applying Eq. (2.4) to the data
shown in Fig. 2. The experimental result for rough samples,
I_;p,=2.08 cm~!, is quite temperature independent, and agrees
well with the result of the Monte Carlo simulation for that
geometry: Iycs=2.15 cm™' (shown as dashed line). For the
two polished samples having the large clamp geometries shown
in Figs. 1(a) and 1(b), the results show that the measured tem-
perature difference between the thermometers is nearly indepen-
dent of their spacing. The data shown in curve (c) are from two
different experiments, and demonstrate the reproducibility of
our results. All data were taken using the two-thermometer
method, except for the solid-circle and open-diamond data,
which were taken with the two-heater method. The equivalence
of the two methods for an isotropic crystal is proven in Sec. IV.
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ters is small by comparison. Therefore we conclude that
the surfaces of our polished silicon samples diffusely
scatter only a small fraction of the incident phonons.

This conclusion is further supported by the observation
that for the experiments with the small thermometer
clamps, the calculated 7~' was found to decrease even
more [see curves (c) and (d) in Fig. 3]. We were careful to
follow the same cleaning procedures for all our samples,
and to then keep the crystal surfaces as free from con-
taminants as possible, before placing them under vacuum.
The reproducibility of our experimental results is shown
by the two different sets of data for the small clamps,
close-spacing geometry [curve (c) in Fig. 3]. The same
sample was used in both cases, but the heater clamp had
been adjusted, and the sample had been exposed to air
twice (for as long as a day) between the two data runs.
We also found that recleaning our samples produced no
change in the measured mean free path. Therefore we
conclude that the clamp size and spacing effects are due
to a real perturbation of the heat flow pattern in polished
samples, and are not an experimental artifact. The pur-
pose of the following section is to explain qualitatively
the origin of these remarkable geometrical effects.

III. ONE-DIMENSIONAL MODEL

In this section, and in Sec. IV, we will present
simplified models of our thermal conductance samples in
order to (1) illustrate the principles of radiative heat
transfer, (2) explain the physical origin of several surpris-
ing geometrical effects, including those discussed in Sec.
II, and (3) provide a means of verifying the successful
operation of the Monte Carlo calculation presented in
Sec. V.

We begin our explanation with a simple, qualitative
picture of photon blackbody radiation. Two parallel
infinite black planar surfaces in vacuum, separated by the
distance d, are held at the temperatures T, and T,, re-
spectively (see Fig. 4). In order to define a temperature
between these planes, we consider an infinitesimal black
thermometer in equilibrium with the photon radiation
field at some point P. The thermometer receives radia-
tion from both planes, and comes to an equilibrium tem-
perature Tp when it reemits as much power as it absorbs.
The solid angle subtended by either surface at point P is
always 27, so that the radiated power received will be in-
dependent of the position of P. Therefore, the tempera-
ture measured by the thermometer at P will be the same
throughout the entire volume bounded by the surfaces,
and is given by

TE=WT{+T3) . (3.1
Hence there must be discontinuous temperature jumps at
the surfaces, as shown in Fig. 4(a). The temperature Tp
is independent of the size of the thermometer. However,
if a second thermometer is introduced, they will influence
each other, unless both are infinitesimal. Figure 4(b)
shows the temperature profile for the extreme case of an
infinite black thermometer plane inserted between the
two black surfaces at a position which contains the point
P. The thermometer plane’s temperature is also Tp as
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given by Eq. (3.1). A second infinitesimal thermometer
will measure different temperatures, T; or Ty, depending
on whether it is located to the left or to the right of point
P.

T/ =WT{+Tp),
(3.2)
TR=WTE+T3).

Temperature jumps will now also occur on either side of
the inserted thermometer plane.

Now consider two thermometers of finite size between
the planes. They will tend to cast their shadows onto
each other, which is to say that each thermometer will
see a solid angle less than 27 from one of the planes. In-
stead, each will also receive radiation from the other
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FIG. 4. (a) Two infinite planes (dashed lines), at temperatures
T, and T),, are positioned at x=0 and x =d. The point P lies
somewhere in the volume bounded by the two planes. The tem-
perature at the point P is independent of its location between
the planes. At the planes discontinuous temperature jumps
occur. (b) A third black plane is inserted between the other two
so that it contains the point P. Now additional temperature
jumps will occur on the inserted plane’s left face as well as on its
right face. The temperature measured by an infinitesimal ther-
mometer now depends on whether it is located to the right (T )
or to the left (T, ) of the inserted plane.
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thermometer, which is at some intermediate temperature.
Therefore a temperature difference AT will be observed
between the two thermometers, which will depend on the
physical size of the two thermometers and also on their
location. When the thermometers are small, they cast
small shadows, and the temperature difference will be
small. If we try to express AT in terms of an effective
thermal conductivity of the radiation field, then smaller
thermometers will report a large thermal conductivity.
Infinitesimal thermometers would give AT=O0, or an
infinite thermal conductivity. Of course, the term
thermal conductivity is a misnomer in this case.

The results obtained for the two infinite planes remain
unchanged if perfectly specular walls are inserted perpen-
dicular to the planes, to represent a thermal conductivity
sample with perfectly specular surfaces. The temperature
profile along this sample is caused solely by the thermom-
eters. If the walls are not perfectly specular, but partly
diffusely scattering, then the temperature profile is deter-
mined in part by the thermometers, and in part by the
walls. We will see in the following discussion that the ex-
perimental results shown in Figs. 2 and 3 can be under-
stood within this basic qualitative picture.

In order to provide an exactly soluble model of phonon
radiative heat transfer which includes the effects of the
attached thermometers and the diffuse phonon scattering
at the free surfaces of the sample, we will consider a
simplified representation of the geometry of the samples
used in our experiments. We replace the rectangular
rod-shaped sample with a specular cylindrical sample,
and represent the diffusely scattering surface of the sam-
ple by a series of thermalizing surfaces (or sheets) perpen-
dicular to the axis of the specular cylinder. We call this
representation of our samples the “model of sheets.” Fig-
ure 5(a) shows a cylindrical solid of diameter D, dimen-
sionless length-to-diameter ratio L, cross sectional area
A =mD?/4, and with perfectly specular surfaces. Al-
though our model uses a cylinder of circular cross sec-
tion, the results are unchanged for rectangular cross sec-
tions having the same area A. The N sheets which
represent the surface of the sample are labeled 1 to N,
while we represent the ends of the sample by the sheets
labeled 0 and N + 1. The ith sheet is given an emissivity
which is related to the diffuse scattering probability f of
the surfaces of the sample in the experiments, and so for
notational convenience we refer to this emissivity as f;.
The ith sheet, at temperature T;, then captures a fraction
f: of all phonon radiation incident on it, and reemits a
power f,0 T} in each direction. Since the sheets are ther-
malizing, the phonon radiation absorbed by each sheet is
reemitted with a cos@ angular distribution, in accord with
Lambert’s Law for blackbody radiation, where 6 is the
angle with respect to the normal of the surface of a sheet.
Since each sheet is reflected out to infinity by the walls of
the specular cylinder, we have in effect a one-dimensional
model of heat transport similar to the 1D model of the
infinite thermalizing planes discussed earlier in this sec-
tion. Specifically, the heat flux along our cylinder of
sheets is uniform over its cross section, since we are ig-
noring elastic anisotropy in this model. Therefore the an-
gle of emission, 6, is irrelevant, and we need consider
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FIG. 5. (a) A one-dimensional model for radiative heat

transfer. Each element of the sample surface, including the
clamped area, is represented by a thermalizing sheet perpendic-
ular to an otherwise specular tube of cross-sectional area A,
which absorbs a fraction f; of the radiation passing through it.
All the heat leaves through the rightmost element, which
represents the point at which the sample is clamped to the cryo-
stat. (b) Reduced model of 1D heat transfer, for calculating the
temperature drop between elements i and i+ 1 of the model
shown in (a). By iteration, the entire solution may be obtained.

only the side of the sheet from which the phonon is emit-
ted. We constrain the ends of the cylinder by specifying
that the Oth sheet does not radiate to the left, and that
the (N + 1)th sheet does not radiate to the right. If we
take both ends to be black (fy=fy,;=1), then we need
not keep track of multiple reflections from the ends of the
cylinder, and the discussion of heat transfer takes on a
particularly simple form. We can define our phonon
Stefan-Boltzmann constant ¢ in analogy to that used for
photon radiation

(3.3)

where the v; are the group velocities of the three different
phonon modes, and the bar denotes an average over
propagation directions (for the case of an elastically an-
isotropic crystal). For silicon, o is about 18 mW/cm?K*.

Let Q; be the external thermal power supplied to the
ith sheet (for Q; >0) or the heat extracted from the ith
sheet (for Q; <0). Let a;; equal the product of the proba-
bility of emission from sheet j and absorption in sheet i
without absorption by any of the sheets between i and j,
or

a,-']-———f,-fj(l—fj_l)“‘(1—f,-+l) forj>i (34)

and a;;=aj;. The system of sheets is in equilibrium when
the sum of the radiant energy received from all the other

sheets and the power supplied from the environment is

equal to the power radiated by each sheet. That is,

Ao 3 a;T}+Q,=8,0f; AT}
(D)

for i=0to N, where §,=2for 1 <i <N and ;=1 for i=0
and N + 1. This system of equations has solutions with
all T#>0 only when S¥+4'Q,=0. Hence we may elimi-
nate one of these N + 2 equations with this constraint,
and it is most natural to do so by identifying the
(N 4 1)th sheet with the base of the sample at some fixed
temperature 7T),, through which all the heat inputs
leave the sample. Then T,=Ty,.,, f,=fy,1, and
Ox a=-3Y, Q;, and we eliminate the base from fur-
ther consideration. We may rewrite the remaining N
equations in matrix form as

Aoa(T*—TH=Q,

(3.5)

(3.6)

where a;; = —a;; (i]), a;=2f; (i#0), and agy=1. We
have used the identity 2?’:01 a;;=0 for each i, which
expresses the fact that a phonon emitted from one surface
must eventually be absorbed somewhere else. The ele-
ments of T* are the T and the elements of Q are the Q,.

If the temperature drop along the sample is small com-
pared to T,, it is convenient to convert Eq. (3.5) from
linear in T* to linear in T. We define a reduced tempera-
ture t;=(T,—T,)/T, so that T=TH1+¢t) =T,
+ 4T}t, for t; << 1. We rearrange to obtain

t=Q~lq ’

where q,=Q,; /40 T} A, and a is the same as before. The
reduced temperature at the base, ¢,, is now equal to zero.
When only ¢ =4, is nonzero, the problem is easily solved.
Consider sheets i and i + 1 in isolation. Because of the
1D nature of the problem, the net ¢ must be same be-
tween any two sheets. We do not know the average tem-
perature of these two elements, since the addition of a
uniform temperature to all elements results in no net heat
flux. However, the net radiative exchange between / and
i+ 1, and hence the temperature difference ¢, —¢; |, is
identical to that of the greatly simplified and easily solved
model of Fig. 5(b), for which fo=f,=1, f,=f;, and
fa=fi41- We eliminate the rightmost sheet as before
and obtain

1 —fi  —fia1=f)
a= —fi 2f; _fifi+l (3.7)
—fin(=f) —fifi 2fi
In this case @ may be easily inverted, and we find
mtmttor —oshv=a | G |
(3.8)

This result applies for all i. We iterate to get the solution
for any N and any set of f;.

To simulate a sample of uniform f, we let N— « and
set F;=fL /N for i+0, N + 1. Applying Eq. (3.8), we
find a temperature drop of ¢fL /2N between adjacent
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sheets for i£0, N, which for N /LD sheets per unit length
gives a uniform temperature gradient of ¢f /2D. At the
ends, however, t,—t, =ty =4 /2, since fo=1and f; —0,
fy—0 with fy_ ,=f,=1. Since the sheets are spaced
arbitrarily closely in the limit, we have discontinuous
jumps of ¢ /2 at each end with a linear profile in between,
as suggested by the discussion earlier in this section con-
cerning infinite planes.

For clean polished samples, the area under the ther-
mometer clamps will scatter radiation much more
effectively than an equal area of the exposed surface. Fig-
ure 6 shows a typical sample with thermometers at H and
C and a heater at the top, and having walls of diffuse
scattering probability f. The clamp-free part of the sam-
ple is represented as just described, while the clamps are
represented by individual sheets with i =h,c and with
fn=f.=a, where a is the probability that a clamp
scatters radiation as it passes through the sample. Again
applying (3.8) with i =h —1,h,c — 1, ¢ and noting that

fh—1=fh+1=fc—1:fc+]=f/N'—’O ’

we find a jump of ga/2(2—a) between elements h —1
and h as well as between h and 4 + 1, with the same re-
sult for ¢. Thus the measured temperature difference
T, — T, includes a contribution
Qa
40T} A(2—a)

from the clamps themselves, which in the model of sheets
is independent of their separation.

The temperature profile of the sample with f5£0 and
with thermometers attached is shown in Fig. 7. The

FIG. 6. Typical locations of heaters, thermometer clamps,
and the base heat sink on a sample. The two-heater method of
measuring thermal conductance puts in heat at H or C and mea-
sures Tp. The two-thermometer method puts in heat at P and
measures Ty and T¢. The shaded squares at H and C represent
the area under a clamp, which scatters phonons much more
strongly than the clean surface. A fraction a of the phonons
passing down the sample are scattered diffusely at the clamps.
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FIG. 7. Linearized temperature profile in the model of sheets
representation of a sample with a nonzero diffuse scattering
probability f at the surface, and with clamps which scatter a
fraction a=% of the phonons passing by them.

profile is linear with gradient qf /2D derived above, and
has discrete jumps at the ends independent of sample
length or the presence of clamps, as well as jumps at the
clamps proportional to their area as a fraction of the total
cross section of the sample. Previous investigators'>!
have assumed a linear profile along the entire sample,
neglecting the jumps at the ends and at the clamps. For
finite samples of high specularity this leads to serious er-
rors in converting a measurement (7T, —T,) into the
quantity of interest (f) as f —0. Neglecting the tempera-
ture jumps at the ends gives a calculated f which is too
low; neglecting the temperature jumps at the clamps
gives a calculated f which is too high.

IV. GENERAL ANALYSIS
AND CYLINDRICAL SOLUTION

This section presents the mathematical basis for two
interesting results: the equivalence of the two-heater and
two-thermometer methods of measuring thermal conduc-
tance in the radiative regime, and the temperature profile
and thermal conductance of a cylinder with highly specu-
lar walls.

The general analysis of radiative heat transfer in an en-
closure, which in our case is the surface of the sample, is
computationally difficult, though the physical and
mathematical principles are described in the engineering
literature.” A conceptually useful and simple way of dis-
cussing the problem is to divide the surface into a finite
number of discrete elements and proceed as in Sec. III.
To eliminate unnecessary complication we suppose that
the sample is elastically isotropic and that the diffuse
scattering probability f of the sample’s surface is in-
dependent of the phonon’s angle of incidence.

The surface S of the sample is divided into small planar
elements i of area S; at temperature T;, with diffuse
scattering probability f;, and with unit normal f;. The
points in S; are labeled r;. The direct view factor Fj; is
defined as the fraction of the radiative energy leaving ele-
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ment j which strikes element i without striking any other
surfaces an route. We assume that the scattered radia-
tion leaves element j with a cosine distribution according
to Lambert’s law. This assumption makes f; equivalent
to an emissivity in this model.’* From Fig. 8, we can see

that
1 cosf;cosb;
Fy= s, NI ——;5——ds,. ds; 4.1
where 1;;=r; —1;, and the surface integral is over all r; in

iandallr; in j.

The total view factor in the presence of specular
reflection, F,?j, is the fraction of the radiative energy leav-
ing j which strikes i directly or after specular reflections
(but not after being diffusely scattered). It is the sum of
direct view factors

=1 S

XF,; 4.2)

jim,n, ..., p)

where Fij,n n, ... p is defined as the direct view factor
from the reflected image of element j to element i after
reflection of element j through the planes of elements
m,n,...,p, while F;,, ., ., is defined as the direct
view factor from element j to the reflected image of ele-
ment i. The k surface elements m,n, . ..,p are selected
to account for all possible paths giving k specular
reflections between elements j and i, with ¥ ¢ denoting
the sum over all such sets of k surface elements.

Since the power transferred from element j to element i
is the area (S;) times the radiant flux per unit area from j
(of; Tj'-‘) times the fraction leaving j which strikes i (F}})
times the fraction intercepted by i (f;), we can express ra-
diative equilibrium among the surface elements of a spec-
ular sample as

o3 S fifiFiT}+Qi=0S.fiT!. 4.3)
j

Note that, unlike Eq. (3.5), the i = term is not excluded,

which means that, in a specular 3D sample, photons can

leave a surface element, be reflected specularly several

(e}

FIG. 8. Two infinitesimal surface elements of an enclosure in
direct line of sight.
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times, and return to the element from which they started.
Comparison of Eq. (3.5) with Eq. (4.3) suggests that we
define a;;=—a;;=f,f;S;F; (i%j), a;=fS;(1—f;F}),
and divide by S; rather than A4 to obtain the reduced
power inputs ¢;. Then we can apply the matrix equations
of Sec. III, with the additional notation that T, (/)
denotes the temperature of the kth element when heat is
put only into the /th element and removed from the base
of the sample.

Let m denote the operation of reflection through the
plane of element m. Choose a coordinate system so that
element m is in the xy plane. Then it is straightforward
to show that @;-(r;,—mr;)=m,;(mr;—r;) and that
|(mr;—1;) | = [(r;—mr;)|. Then S;F;j,,)=S;F;(m);
=S,;Fji(m)- By extending this reasoning to an indefinite
number of reflections we can show S;Fi.,,
=S;Fji(m,n,...,p and ais symmetric as before.

Using the formalism just developed, we can now show
the equivalence of the two-heater and two-thermometer
methods for measuring the thermal conductance of an
isotropic sample. The two-heater method measures the
temperature difference at a thermometer at point P,
represented by element p, when Q is put into the sample
at H (element &) or C (element c¢). The two-thermometer
method measures the temperature difference between H
and C when Q is put in at P. Typically, P is at the end of
the sample furthest from the thermal ground, while H
and C span most of the sample’s length, as shown in
Fig. 6. From the solution of the matrix equa-
tion, t,(p)—t.(p)=q(ay'—a,"), while t,(h)—t,(c)
=q(ap;1—~apjl). Since g is symmetric, so is its inverse,
and both methods give the same temperature difference
for the same power input (see the caption for Fig. 3).

Although one could use Eq. (4.3) to solve the problem
of radiative transfer for an arbitrary sample, the large
number of planar surface elements required to model an
arbitrary surface requires one to invert prohibitively large
matrices, and in the presence of many specular reflections
the determination of the F;; becomes cumbersome. Much
better insight into the problem is gained by considering
samples of high symmetry and using surface elements in-
variant under this symmetry, such as the problem of a
cylinder with diffusively scattering walls. In this case the
elements are taken to be the black disks at the ends of the
cylinder, of diameter D and length LD, and bands of
width Ddx a distance Dx from the hot end (see Fig. 9).
The diffuse scattering probability of the walls is f, and
f=1 at the ends. The temperature at x is T(x), with
T,=T(L).

One then writes Eq. (4.3) using these elements and view
factors and goes to the limit of infinitesimal bands and an
integral rather than a sum. Using the following definition
for a normalized temperature profile,

p)

THx)—Tp 4TAT(x)—T}) _ t(x)
TH0)—T} 4THT(0)—T,) t(0)
[1(x)<t(0)<<1],

Perlmutter and Siegel'® derive an integral equation for
the temperature profile of the cylinder:

d(x)=

(4.4)
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FIG. 9. Elements of the surface for the three-dimensional
treatment of the problem of radiative heat transfer in a cylinder
with uniform diffuse scattering probability f at the surface.
Lengths (x,z,L) are in units of the diameter D. Points H and C
are typical locations for heaters or thermometers. Power Q is
incident from the left.

d>(x)=Ff(x)+ff0L¢(x)Gf( [x —x"|)dx', (4.5)
where F,(x) is the total view factor between the hot end
and the band at x when the diffuse scattering probability
is f, and G(z) is the total view factor between two bands
a distance z = | x —x'| apart. F, and G, are sums of a
series of elementary functions which converge to 1% of
their final values in at most 4/f terms. Once they have
been generated for a given f they can be used without
recomputation for all L. For the case of a cylinder with
completely specular walls (f=0), it can be shown that
Fo=7 and lim;_,fG,=0, and therefore the temperature
profile is given by ®(x)=1, which corresponds to the
constant temperature between the sheets in Fig. 4(a).

There are several techniques for numerically solving
Eq. (4.5) in an efficient way. The most rapid procedure
for long tubes and small f, given the functions F, and
Gy, is to iterate, a procedure familiar from scattering
theory as the Born approximation (BA):

<D(x),,+,=Ff(x)+ffoLd>,,(x)Gf( | x —x"]|)dx’ (4.6)
where ®y(x)=1. The series converges for fL <5, which
for typical sample dimensions (L =10) limits this tech-
nique to f <0.5.

This technique can easily give a high-resolution profile
of 200 points along the axis of the cylinder. The results
for L=10 are the solid lines in Fig. 10. The results of a
Monte Carlo calculation (described in Sec. V) are shown
as the circles in the figure; the two methods give indistin-
guishable results. At low f there is a pronounced curva-
ture in the profile near the ends, as well as the jumps at
the ends suggested by the 1D model. Given ®(x) from
this solution, we can calculate the net heat flux along the
axis of the tube, which is the difference between the heat
radiated in by the left end and the heat radiated back out
the left end by the wall:

G=1(0) [1——4f f0L<p(x)Ff(x)dx @7

where ¢=Q /moD*T}. The kinetic relation A=3C,vl
[Eq. (2.4)] and the equation AdT/dx=Q/A [cf. Eq.
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1.0

®(x)

FIG. 10. Normalized temperature profiles for an open ended
cylinder which is heated by radiation at the left by a cross sec-
tional sheet of uniform temperature. The profiles have been cal-
culated for different diffuse scattering probabilities f of the radi-
ation quanta at the surface of the cylinder. The solid lines are
the result of solving the radiative heat transfer equations using a
Born approximation, as described in Sec. IV. The circles are
the result of a Monte Carlo simulation discussed in Sec. V. The
ordinate ®(x) is equal to the quantity Tg,.m(x) used in Sec. V.
The diameter of the cylinder is D, and the length to diameter ra-

tiois L=10.

(2.1)] allow us to use the nearly linear central regions of
these profiles to define a mean free path for phonons in
this calculation:

4:(0) d®

IGIf,L)= DG dx

) (4.8)
x=L/2

where / c_yll (f,L) denotes the inverse scattering length for

phonons in a cylinder with walls of diffuse scattering
probability f and of dimensionless length to diameter ra-
tio L.

With the results of this section and Sec. III, we have a
crude procedure for including clamp effects and a realis-
tic temperature profile to obtain f from T — T. First,
estimate the contribution due to the clamps alone,
AT jymps €ither by measuring Ty — T as the clamp spac-
ing Ax (here not dimensionless) goes to 0, or by estimat-
ing a, which will be roughly equal to one-half the ratio of
the clamp area to the total cross section, and applying the
result of the model of sheets. Then calculate the temper-
ature drop between H and C due to surface scattering
alone, AT v =Ty —T¢c— AT amps»> and use this to calcu-
late the inverse phonon mean path for the experiment:

ATsurf A /Q _ 47TODTI?A Tsurf
Ax 3Q0Ax

where 4 =7D?/4 and 16T°0c=C,5. We can then
prepare curves of [/ C_yl’ (f,L) versus f for various L (as

shown in Fig. 11), and when the thermometers or heaters

I—l

expt

ic,v , (4.9)
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FIG. 11. Inverse mean free path I;' for phonons in a
cylinder with diameter D, length to diameter ratio L, and diffuse
scattering probability f at its surface. The cylinder used is the
same as that of Fig. 9.

of the experiment are located in the nearly linear part of
®(x), we can compare g with I {(f,L), and then in-
terpolate for the appropriate L to find f.!°

For more accurate results, we must use the exact sam-
ple dimensions, clamp sizes, and clamp spacings, and in-
clude the elastic anisotropy of the crystal. There is no
tractable analytic technique that includes these depar-
tures from the ideal case studied above, and we must in-
stead perform a Monte Carlo calculation, which will be
discussed in the following section.

V. MONTE CARLO SIMULATIONS
AND DATA ANALYSIS

A. Introduction

As described in the preceding section, the radiative
heat transfer equations can be solved exactly for three-
dimensional heat flow in simple geometries with simple
boundary conditions at the surfaces. These solutions
yield temperature profiles and heat fluxes which can be
used to determine an effective mean free path for the heat
quanta, but the simple geometries are difficult or impossi-
ble to produce in an actual thermal conductance experi-
ment. Hence any comparison between calculated and ex-
perimental mean free paths is only approximate.

This section describes the algorithm and application of
a Monte Carlo simulation that models the phonon heat
transport in a crystal of arbitrary shape, size, and surface
conditions. The simulation produces a temperature
profile along the direction of heat flow in the crystal,
showing quantitatively the effects of attached thermome-
ter clamps on the measured temperature gradient
AT /Ax. From the total heat conducted through the
sample in the simulation, a phonon mean free path s
can be extracted. This mean free path is a function of the
diffuse scattering probability f chosen for the free sur-
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faces of the crystal in the simulation. Therefore, a quan-
titative comparison of Iycs(f) with T, obtained in an
actual experiment for the sample sample geometry, yields
the effective diffuse scattering probability f in the experi-
ment.

B. Prerequisite definitions and assumptions

Before describing the algorithm of the Monte Carlo
simulations, we will first discuss some definitions and as-
sumptions present in the analysis. The temperature at
the crystal surface in the simulation is defined in the same
way that it was defined in the beginning of Sec. III: as
the temperature that would be measured by an
infinitesimal thermometer at the surface and in equilibri-
um with the phonon radiation field. The Stefan-
Boltzmann law is given by

P,=eoT*. (5.1)
Here P, is the phonon power per unit area which is ab-
sorbed and reemitted from the infinitesimal thermometer,
T the temperature of the thermometer, € the emissivity of
the thermometer, and o is the phonon equivalent of the
Stefan-Boltzmann constant as given by Eq. (3.3). For
simplicity, let us chose e=1 for our infinitesimal ther-
mometer. The thermometer does not significantly per-
turb the radiation field, and hence it will receive the same
radiation flux that the bare crystal surface would receive.
In addition, the power per unit area leaving the crystal
surface is the same as that leaving the thermometer, since
energy is conserved in both cases. All the phonons leav-
ing the thermometer have been absorbed and reemitted
(e=1), whereas those leaving the bare crystal surface
have only been diffusely scattered or specularly reflected.
Nevertheless, the two total powers per unit area are the
same. Therefore the temperature at a given point on the
crystal surface is given directly by Eq. (5.1) with e=1,
and where P, is now the fotal phonon power per unit area
leaving the crystal surface, regardless of whether these
phonons were absorbed and reemitted, diffusely scattered,
or specularly reflected.

At this point we should also make an important dis-
tinction between the emissivity of a crystal surface € and
the diffuse scattering probability f. The difference lies in
the momentum and energy distributions of the emitted
phonons. The emissivity gives the probability for a pho-
non to be absorbed by the surface (i.e., by some body in
contact with the crystal, such as a thermometer clamp),
which is the same as the probability for phonons to be
emitted from the surface with the cosine distribution for
blackbody radiation as given by Lambert’s law:

P,(6)dQ «cos(6)dQ . (5.2)

Furthermore, the energy distribution of these emitted
phonons is the Planck distribution, with the dominant
phonon energy proportional to the temperature. These
phonons have thermalized; the phonon absorbed is not
the same phonon that is reemitted. It can be shown!’
that the angular and energy distributions of these reemit-
ted phonons is always given as described above, whether
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or not the surface is in thermal equilibrium with its sur-
roundings.

No such general distribution holds for phonons which
are merely diffusely scattered by a rough surface; in this
case the incident phonons are not absorbed and thermal-
ized, but are scattered back from the surface with an an-
gular distribution that depends on the microscopic nature
of the surface roughness. For instance, the surface may
be locally smooth on the length scale of the phonon
wavelength, but jagged on a larger length scale. In this
case, the phonon will reflect specularly from small ob-
lique surfaces, giving an average emission distribution
that is a function of the surface geometry. It is also pos-
sible that some of the phonon scattering does not come
from surface roughness, but from point defects and grain
boundaries just below the surface, which were created by
the polishing procedure (or by the sandblasting procedure
in the case of roughened samples). Another mechanism
could be phonon absorption and reemission from excited
states of molecular adsorbates, giving an emission distri-
bution which would depend on the adsorbed species. In
spite of all of these considerations, in our Monte Carlo
simulations and in the analysis of Sec. IV, we have made
the arbitrary but simplifying assumption that diffusely
scattered phonons leave a surface with a cosine distribu-
tion as in the case of a black (e=1) surface. We believe
that this assumption is reasonable because the simula-
tions for our rough {(111) samples give a phonon mean
free path which compares very well with that obtained in
our experiments. Furthermore, we have experimented
with other emission distributions in our simulations, and
have found that the resulting phonon mean free paths are
rather sensitive to the chosen distribution. We also be-
lieve our assumption is reasonable because a cosine distri-
bution has been observed experimentally for diffuse
scattering of light by a rough surface.!®

If a phonon is not absorbed and reemitted or diffusely
scattered, then we assume that it is perfectly specularly
reflected. In other words, the total angular distribution
of emission is the sum of only two distributions: a specu-
lar distribution and a cosine distribution. There is one
parameter in the simulations which needs to be deter-
mined experimentally before the simulations can be used
to determine the diffuse scattering probability f at the
free surfaces of the crystal. This parameter is the
effective emissivity of the indium coated copper clamps
which are in contact with the silicon surface, expressed as
€clamps: Our procedure for determining €,y is described
in Appendix B.

In the Monte Carlo simulations we also give all pho-
nons the same energy, so that the diffuse scattering prob-
ability f is the same for all phonons in the crystal. When
we compare our results for Iycs(f) to I ., at a given
temperature, we are then making a dominant phonon ap-
proximation. Within our monochromatic assumption
used in the simulations, a thermalizing surface (€ > 0) will
manifest a greater temperature by merely emitting more
phonons, and not phonons of a higher energy. These two
types of emission are statistically equivalent in the Monte
Carlo simulations; all that is required is that the thermal-
izing surface satisfies the Stefan-Boltzmann equation for
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the total thermal power emitted, and that the emission
has a cosine angular distribution.!> A diffusely scattering
surface (f>0) does not generally change the energy of
the scattered phonon,'® and therefore this process does
not require any simplification in the Monte Carlo simula-
tions, except to have a purely cosine emission distribu-
tion.

C. Algorithm and analysis used for the simulations

With the above assumptions and definitions taken into
consideration, we now begin the discussion of the algo-
rithm used in the Monte Carlo simulations. The simula-
tions model the crystal as an enclosure with walls that are
treated as either specularly reflecting, diffusely scattering,
or absorbing and reemitting surfaces for the phonons.
The phonons are treated as indivisible point particles. A
simulation begins by emitting one phonon from a random
location on the surface in contact with the heater clamp,
and with a random momentum vector given by a cosine
angular distribution. The next intersection point of the
phonon with the crystal surface is then calculated. If the
diffuse scattering probability at that point is f, then the
phonon has a probability f of being reemitted from the
same point with a cosine distribution, otherwise it will be
reflected specularly. As in Sec. IV, we assume for the
simulations that the diffuse scattering probability f is in-
dependent of the phonon’s angle of incidence. The un-
polished 0.5 cm X 0.5 cm end surfaces of the crystal are
given a diffuse scattering probability of f=1. When the
phonon strikes a point in contact with a thermometer
having emissivity €j,mps, it has a probability € j,mps Of be-
ing absorbed by the thermometer, whereupon it is im-
mediately reemitted with a cosine distribution from a
random location on the thermometer clamps’s contact
area. The point of emission is random since the re-
emitted phonon is not necessarily the same phonon that
was absorbed by the thermometer. These reemitted pho-
nons, as well as diffusely scattered phonons, are also emit-
ted with a random polarization mode (either the longitu-
dinal mode or one of the two transverse modes). The
choice of polarization is weighted by the relative densities
of states of the three modes. The path of a phonon is fol-
lowed until it either (1) strikes the area in contact with
the base clamp, whereupon it is permanently absorbed, or
(2) strikes the area in contact with the heater, where it is
also permanently absorbed. At this point a second pho-
non is emitted from the heater, and the process is repeat-
ed.

The reader may wonder what role time or the velocity
of the phonon plays in this simulation. The answer is
none. Ideally, the phonons should be emitted as a certain
number per unit area per unit time from the heater, in or-
der to define a temperature at the heater. However, since
phonons do not interact with each other in the boundary
scattering regime, they can be emitted at any time during
the simulation, and only the total number of emitted pho-
nons needs to be recorded. The average power emitted
by the heater is then determined by the arbitrary amount
of time for the simulation to take place: ?ycs. All pho-
nons in the simulation have the same arbitrary energy
Eph, and therefore make identical contributions of
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E,,/tucs to the total power emitted by the heater, re-
gardless of their velocity. In fact, we can always choose
the proper amount of power per phonon (E ,;, /tycs) in or-
der to satisfy the Stefan-Boltzmann equation for the total
power emitted by the heater:

Here Ny is the total number of phonons emitted by the
heater during the simulation, Ay is the area of the
heater, € has been set equal to unity since the heater ab-
sorbs all incident phonons, and T is the absolute heater
temperature. We need not worry about the phonons that
are reabsorbed by the heater, since the temperature of the
heater is only defined in terms of the number of phonons
emitted from its surface (which is greater than the num-
ber absorbed, since the heater is not in thermal equilibri-
um with the rest of the crystal). Using the Stefan-
Boltzmann equation for any other area element dS on the
crystal surface, we can define a normalized, unitless tem-
perature as

Tis  Nas 7 Ny
TY, Agis/ Ay’

TJ$ norm = (5.4)

where Ny is the total number of phonons emitted from
dS during the simulation, regardless of the specularity or
emissivity of dS. This equation implies that the tempera-
ture of the crystal surface at the base clamp is zero since
it emits no phonons. This does not present a problem be-
cause the equations for radiative heat transfer are linear
in T*, and we can always add an isothermal baseline solu-
tion to our normalized temperature profile in the simula-
tion, such that T"*=T*+T}. The baseline solution
represents a crystal in thermal equilibrium at tempera-
ture T, which is not conducting any heat. Here a com-
ment about notation is in order. In Secs. III and IV, a
capital T represented an absolute (not a relative) tempera-
ture, and a lower case t represented a relative and unitless
temperature, obtained by linearizing in the presence of a
large base temperature T,. In this section, T'* stands for
an absolute temperature, and T* is a relative tempera-
ture, given by T*=T"*—T}. If we integrate T,‘}Smrm over
the surface of the crystal for distances between x and
x +dx from the left end of the crystal, we can produce
the normalized temperature T s, (x), which is equal [see
Eq. (4.4)] to the linearized and normalized temperature
®(x) used in Sec. IV:

T L (x)=®(x) . (5.5

Therefore our T4, (x) profiles obtained from the Monte
Carlo simulations always have the same shape as the ac-
tual temperature profiles in an experiment, once the tem-
perature of the base of the crystal has been subtracted off
from the experimental temperature profile.

D. Temperature profiles generated by the simulations

Using Eq. (5.4) to define a temperature in our Monte
Carlo simulations, we can construct temperature profiles
T} .m(x) for various sample geometries, and include
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quantitatively the effects of phonon scattering at both the
free surfaces of the crystal, and from the attached ther-
mometer clamps. First let us go back to the simple cylin-
drical geometry described in Sec. IV. Figure 10 shows
temperature profiles obtained for a cylinder with grey
(f <1) walls that is heated at one end by a black cross
sectional sheet of uniform temperature. The circles are
the result of the Monte Carlo simulation, the lines are
from the integral equations described in Sec. IV. The
agreement is excellent. This agreement confirms that our
Monte Carlo simulation, which employs a very simple al-
gorithm, nevertheless contains all the necessary physics
to accurately model a true physical system. In addition
to there being finite temperature jumps at the ends of the
cylinder, the temperature profile is also not linear for
f+#0,1, but shows curving at either side due to a finite
cylinder length.

The effects of attached thermometers on the tempera-
ture profile are easy to demonstrate with a Monte Carlo
simulation. Figures 12(a) and 12(b) show temperature
profiles for the sample geometries shown in Figs. 1(b) and
1(d), respectively. To obtain these profiles, the surface
area of the crystal in the simulation is resolved into
0.5X0.5 mm? elements, and the number of phonons emit-
ted during the simulation from each element is counted,
in order to calculate a normalized temperature as given
by Eq. (5.4). The temperatures of the elements on the
sides of the crystal that are in contact with the clamps are
then averaged laterally in order to improve statistics, and
this produces the graphs in Figs. 12(a) and 12(b), which
have a horizontal resolution of 0.5 mm.

Figure 12(a) shows how significant the scattering from
attached thermometers can be. The temperature drop
due to one of the large thermometer clamps is about
equal to that accumulated between the clamps over a dis-
tance of 120 mm with f=0.03. In order to conduct ex-
periments which are sensitive to small f’s (i.e., high
specularities), we must use smaller thermometer clamps
and larger spacings between thermometer clamps. Figure
12(b) shows the result of reducing the area of the ther-
mometer clamps by a factor of 15, and maintaining about
the same clamp spacing. For f=O0, the temperature
difference AT is still determined solely by the diffuse
scattering at the thermometer clamps. However, for
f=0.03, the temperature drop at the thermometers is
negligible compared to the drop due to the diffuse pho-
non scattering between the thermometers. Figure 12(b)
illustrates the attainable sensitivity of our thermal con-
ductance technique to small amounts of diffuse scattering
at the crystal surfaces. Our technique can achieve
greater sensitivity for small f°s than single reflection pho-
non experiments because the phonons in our thermal
conductance experiments undergo many reflections (and
therefore many possible diffuse scattering events) while in
transit between the two thermometers, and the measured
temperature difference AT has summed the effects of
these diffuse scattering events.

The additional curving of the temperature profiles
shown in Fig. 12 right next to the heater and base clamps
(i.e., 3 mm<x<7 mm and 139 mm < x < 145 mm) is a
real physical effect, not an artifact of the simulation.
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Even though the heater is the source of all the phonons in
the simulation, it is still a black surface, and phonons em-
itted from one part of its surface can be blocked (reab-
sorbed) by another part of its surface, before they can
propagate down the length of the sample. Surface points
very near the heater are ‘“‘shaded” in this way more than
other points, and actually receive a smaller heat flux. A
similar explanation holds for the curving next to the base
clamp.
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FIG. 12. Normalized temperature profiles for the geometries
of Figs. 1(b) and 1(d), and for diffuse scattering probabilities
f=0.00 and f=0.03 at the free surfaces of the crystal. In the
simulations for these figures the thermometer clamps were made
nonthermalizing, and were given a diffuse scattering fraction
f=1. (a) The thermometer clamps have an area of 3 mm X5
mm and are centered at x=14.5 and 133.5 mm. This tempera-
ture profile shows how significant the scattering from attached
thermometers can be. The temperature drop due to one of the
large thermometer clamps is about equal to that accumulated
between the clamps over a distance of 120 mm with f=0.03. (b)
The thermometer clamps have an idea of 1 mm X 1 mm and are
centered at x=13.5 and 134.5 mm. The temperature drop due
to phonon scattering at one of these small clamps is negligible
when compared to that produced by phonon scattering at the
free surfaces with f=0.03. This profile illustrates that the ex-
periments which use small clamps are very sensitive to small
amounts of diffuse scattering at the crystal surface.
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E. Additional considerations for comparisons
to experiment, and for determining f

In order to use our Monte Carlo simulations to deter-
mine the f present in our thermal conductance experi-
ments, we must derive more than a normalized tempera-
ture profile from the simulations. We must determine the
total phonon power conducted through the crystal in the
simulation [which is not the same as the total power Py
emitted by the heater in Eq. (5.3), since some of the
heater power is reabsorbed by the heater before leaving
the crystal]. Then we can use the normalized profiles to
calculate a phonon mean free path Iy,cg, which we can
then compare to Texp,. The total thermal power conduct-
ed through the crystal in the simulation is simply propor-
tional to the number of phonons N,; which left the crys-
tal through the base clamp during the simulation:

Q=Nexit(Eph/tMCS) ’ (5.6)

where we have used the same (E; /tycs) factor as that
used in Eq. (5.3), and for the same reason. The only
relevant time scale is that of ty,-s. Phonons which are
reabsorbed by the heater contribute nothing to the con-
ducted power. In addition, the amount of time a phonon
spends in the crystal before exiting at the base or being
reabsorbed by the heater (i.e., its lifetime) does not affect
the amount of power it conducts. This is clear because
the future of a phonon emitted from the heater is not well
predetermined, so that the rate at which potentially
long-lived phonons are emitted from the heater is the
same as the rate that potentially short-lived phonons are
emitted. Furthermore, since thermal conductance is a
steady-state measurement, the number of either long-lived
or short-lived phonons in the crystal is constant with
respect to time. Therefore, the long-lived phonons exit
the base of the crystal at the same rate as the short lived
ones; they have simply spent more time in the crystal.
Hence all the phonons leaving the crystal at the base
make the same contribution to the conducted power, re-
gardless of how long they took to exit.
Let us also define a normalized power as

_ 0 Ne
norm—PH'_ NH

With this definition we can derive an expression (see Ap-
pendix A) for the phonon mean free path 7y g which is
obtained from the Monte Carlo simulations, and which
directly corresponds to the l_expl measured in experiments:

p (5.7)

3 Ax Ay p
4 A(T4) A norm ?

norm

Thcs = (5.8)

where A(T“)norm=T‘v‘varm,norm_“Tgolcl,norm is the normal-
ized temperature difference between the warm and cold
thermometers as given by Eq. (5.4), and 4 is the cross-
sectional area of the sample.

The beauty of Eq. (5.8) is that the only units which ap-
pear are those of length and area; hence Iycs is only
dependent on the geometry of the crystal in the simula-
tion (and the chosen diffuse scattering probability f). As
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mentioned in the introduction, the I derived from thermal
conductance experiments, as well as from our simula-
tions, is not necessarily the average distance a phonon
travels between diffuse scattering points. In fact, the
simulations show that this is only true in the limit of an
infinitely long sample with f=1 (i.e., the Casimir limit).
For instance, if we apply Eq. (5.8) to the case of two
parallel infinite black planes separated by a distance d
(the model discussed in Sec. III), we obtain / =3d as the
phonon mean free path which would be calculated from
both the experiment and from the simulation, whereas
the average path length between the two planes must be
larger than d.

The statistical uncertainty in the temperature of each
thermometer, as determined from the simulations, is in-
versely proportional to the square root of the total num-
ber of phonons emitted from its thermometer clamp. For
geometries with small thermometer clamps, the simula-
tion must emit a large number of phonons from the
heater in order to produce a small statistical uncertainty
in AT. The smooth profiles shown in Fig. 12(b) are the
result of 6 000000 phonons emitted from the heater. For
the worst case of f=0, the statistical uncertainty in AT
(and hence in Ty;cg) is about 8%. Note that this uncer-
tainty in Jycg is much larger than the corresponding un-
certainty in the value of the diffuse scattering probability
f determined from Iy,cs. Simulations of this magnitude
require a fast computer, and we are fortunate to be able
to make use of the Cornell National Supercomputer Fa-
cility. Our simulations also require a very good random
number generator. A great improvement can be made to
a mediocre computer-supplied random number generator
by first filling an array with these low quality random
numbers, and then selecting a random element from that
array to serve as a better random number. The empty
slot in the array is refilled with another low quality ran-
dom number. We used such an algorithm,20 but found
that the sequence of generated random numbers still con-
tained non-negligible correlations, and was therefore
insufficient to produce smooth temperature profiles for
large f°s. The next improvement was to refill the entire
array after every 10000th random number, using a seed
number that was constantly incremented during the
simulation. This additional improvement was enough to
produce smooth temperature profiles.

In order to improve the accuracy of our results for
Tucs obtained from Eq. (5.8), our simulations also take
into account the effects of elastic anisotropy on heat con-
duction in the boundary scattering regime. In elastically
anisotropic crystals, the phonon momentum vector k is
not in general parallel to the direction of energy propaga-
tion given by the phonon group velocity vector g. Previ-
ous experimental and theoretical results for phonon
focusing effects®! ~2° demonstrate that the cosine distribu-
tion for a black surface applies to the distribution of
emitted g, not of emitted k. When a phonon is emitted
from a black or diffusely scattering surface, the Monte
Carlo simulation first generates a random k isotropically,
and then transforms this vector into the appropriate g.
Next a rejection method?® is used to modulate the result-
ing g distribution by cos8, where 6 is the angle between g
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and the surface normal. This modulation is carried out
by generating a random number between O and 1 uni-
formly, and testing whether or not this number is smaller
than cosf. If the random number is smaller, then the
phonon is emitted from the surface with direction g. If
not, then another k is generated isotropically, and anoth-
er attempt is made. The function g(k) depends on the
elastic constants ¢, ¢,, and ¢4y of the crystal. Y In ad-
dition, when a phonon reflects specularly at a crystal sur-
face, it is the perpendicular component of the momentum
vector k, not the group velocity vector, which changes
sign.28 Therefore, the simulation first reflects k, and then
recalculates g(k).

The results of our simulations showed that the addition
of elastic anisotropy had only a small effect on the pho-
non mean free path for the crystallographic orientations
of our Si samples ({111) along the length of the sample),
which agrees with the findings of McCurdy et al.,* and
also with our experimental results for rough samples.
For a rough {111) sample of our geometry, the Monte
Carlo simulations give an inverse phonon mean free path
of Tyyes=2.15 cm ™!, which compares very well with our
experimental results of about 7, e,q,t—2.08 cm~! between
50 mK and 1 K (see Fig. 3). We estimate our experimen-
tal accuracy to be about 5%.

F. Results for f (T) of polished samples

To determine the f present in our experiments on pol-
ished samples, we first needed to determine the effective
emissivity of the attached indium coated thermometer
and base clamps. Appendix B describes how the clamp
emissivity was determined from experiments and simula-
tions for large clamp geometries. We found that
€clamps=0.40. We then used this same €, in our simu-
lations of experiments with small thermometer clamps
(also indium coated). These experiments are more sensi-
tive to phonon scattering at the free surfaces of the crys-
tal, giving more accurate determinations of f.

We now have everything that we need to make a quan-
titative comparison between the results of the Monte Car-
lo simulations and experiments for polished samples, and
to confidently determine the effective diffuse scattering
probability f for phonons at our polished silicon crystal
surfaces. Figure 13 shows some of the inverse phonon
mean free paths obtained from our simulations using Eq.
(5.8), Tyes(f), and also the temperature-dependent in-
verse phonon mean free paths obtained from experi-
ments, Iexp,(T) for the sample geometry shown in Fig.

1(d) (small clamps, distant spacing). The statistical un-
certainties for IMCS are about 3%. This graph shows the
sensitivity of 7~ ' to very small amounts of diffuse scatter-
ing at the crystal surface. This sensitivity allows us to
determine very small diffuse scattering probabilities f,or
very high specularities (1— f), with great precxsion Fig-
ure 14 shows the result of combining Iycs(f) with

e,‘pt(T) to produce f(T) for the sample geometries of
Figs. 1(c) and 1(d). This figure represents the final result
of our investigation. We can see that our clean polished
silicon surfaces are about 99.87+0.01% specular
(f =0.0013 £0.0001) at the lowest temperature in our
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FIG. 13. The circles show the inverse phonon mean free path
as a function of temperature as obtained from a thermal con-
ductance experiment on a polished silicon sample with the
geometry of Fig. 1(d) (small clamps, distant spacing). The hor-
izontal dashed lines show the inverse phonon mean free path as
a function of the diffuse scattering probability f, as determined
by a Monte Carlo simulation of radiative heat transfer in the
same sample geometry. This graph can be used to determine
the effective f seen in experiments for polished samples as a
function of temperature, for this sample geometry.

experiments. Again, the high precision of our results for
small f is due to the phonons experiencing many possible
diffuse scattering events which can contribute to the mea-
sured AT between the two thermometers. Note that the
f(T) results for the small clamps, distant spacing
geometry [Fig. 1(d)] are less noisy because of the greater
sensitivity given by the distantly spaced clamps.

In spite of the excellent precision of our results for
f(T), their accuracy is limited by several possible sources
of systematic error. These errors stem from a lack of ex-
perimental control, not from the statistical uncertainty of
the Monte Carlo simulations. For instance, the Monte
Carlo simulations showed that the measured phonon
mean free path should depend slightly on which faces of
the crystal the clamps are mounted on, i.e., the (110) or
the (211) faces. This effect was discovered after the ex-
periments were performed, and the faces of our samples
were never identified. Another possible source of error
arises from the preparation of the indium coated clamps.
Although the surface conditions of all of the silicon sam-
ples were controlled by being subjected to the same clean-
ing procedure, the indium/silicon interface of the at-
tached clamps was not well characterized. Since there is
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FIG. 14. The effective diffuse scattering probability f of pho-
nons at a polished silicon crystal surface as a function of tem-
perature for the sample geometries shown in Figs. 1(c) and 1(d).
Open circles: small clamps, distant spacing; open squares and
open stars: small clagpls, close sp_a_cling. These curves were ob-
tained by combining /., (T) and /ycs(f) in a manner similar to
that shown in Fig. 13. Note that the three curves agree within
the experimental uncertainty, which should be the case, since
the same polishing and cleaning procedures were used for both
samples. The various possible systematic errors are discussed in
the text.

very little diffuse scattering at the crystal surfaces of pol-
ished samples at the lowest temperatures, / e_x:,t is deter-
mined mostly by the scattering at the thermometer,
heater and base clamps. At the time that the experiments
were performed, we were not aware of how significant
these effects could be. The indium coating on the small
thermometer clamps had worn off a little bit, exposing
some rough parts of the underlying cooper surface.
Therefore the area of contact with the silicon sample was
probably less than 1 mm? Taking these possible sys-
tematic errors into account, we estimate that our final re-
sults for the diffuse scattering probability at the lowest
temperatures are uncertain by at most 25%. In spite of
this uncertainty, the f(T) results for the two different
samples are nearly identical, suggesting that we were suc-
cessful in controlling our surface conditions by adhering
to a strict cleaning and polishing procedure. In future
experiments we can take greater care to reduce the above
possible systematic errors.

Although the silicon crystals used in our experiments
were of exceptional purity, it is possible that there
remained some bulk phonon scattering from energy level



splittings in the electronic states of impurities. This is
especially true for the rough boron-doped 0.5 cmXx0.5
cm X 5.0 cm samples, since boron impurities have been
shown to product significant and temperature-dependent
bulk phonon scattering in our temperature range.’®!
We have performed measurements on polished boron-
doped samples (not reported here, but in previous stud-
ies?), and found a strong temperature dependence to 1~
which could be as much as a factor of 2 larger than for
our measurements on polished 0.5 cm X 0.5 cm X 15.0 cm
phosphorus-doped samples. In order to accurately deter-
mine the amount of bulk scattering in either the boron-
doped or the phosphorus-doped samples, we must per-
form measurements with their surfaces roughened s0
that we know exactly what the contribution to 7~
from surface scattering (assuming that it follows a cosine
distribution). We have not yet performed these experl-
ments for our phosphorous doped samples, but our I, expt
for rough boron-doped samples shows very little tempera-
ture dependence Any observed temperature dependence
inT expt would arise from a temperature dependence to the
bulk scattering, since surface scattering from a rough sur-
face should be temperature independent. The lack of any
significant temperature dependence for the boron doped
samples suggests that we probably do not have enough
experimental precision to accurately determine the
amount of bulk phonon scattermg in our phosphorous
doped samples. However, since our [ ' data for these
polished samples decrease monotonically with decreasing
temperature, we believe that the diffuse scattering seen in
our temperature range is caused predominately by residu-
al surface roughness, and not by bulk impurities. In ei-
ther case, the scattering remaining at the lowest tempera-
tures is quite small.

In support of this conclusion, note that the size of the
silica particles used in the Syton polishing process for our
samples is on the order of 400 A. Assuming that the pol-
ishing process damages the surface with a feature size a
little smaller than the size of the abrasive particles, we ex-
pect to see a large enhancement in f when the dominant
phonon wavelength Agom becomes equal to or smaller
than say ~200 A. For silicon, Agom=0650 A at 1K, and
Fig. 14 shows that f begins to increase more rapidly just
below this temperature. Our results for f near 1 K
(~100 GHz) are in qualitative agreement with earlier
studies using heat pulse and monochromatic phonon
techniques (Eisenmenger®? gives a good review of the
literature). Although it may seem cumbersome to per-
form these Monte Carlo simulations in order to deter-
mine f from our experiments, similar simulations are re-
quired to analyze the data obtained in phonon reflection
experiments using the other techniques. Our technique
has the advantage of spanning a wider range in phonon
frequencies by merely changing the ambient temperature
of the crystal.

VI. CONCLUSIONS

We have compared results of low temperature thermal
conductance measurements on pure single crystals of pol-
ished silicon with models of phonon blackbody radiation
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in simple geometries. These models have illustrated the
physical origin of the sample geometry effects seen in the
experiments. The thermal conductance was found to de-
pend not only on the sample size, but also on the size and
spacing of the attached thermometer clamps. Our Monte
Carlo simulations are sophisticated enough to model the
exact crystal geometry as well as to include the effects of
elastic anisotropy, and have produced temperature
profiles which demonstrate quantitatively the effects of
thermometer clamps. These simulations have also al-
lowed a quantitative comparison with the phonon mean
free path obtained in experiments. This comparison has
enabled us to calculate the diffuse scattering probability f
of phonons at the polished silicon crystal surfaces as a
function of temperature. We have obtained direct results
for f(T) in a phonon frequency range (5 to 100 GHz)
which is not generally accessible using ultrasound, heat
pulse, or superconducting tunnel junction techniques.
Our results for f(T) are quite reproducible for different
data runs on the same sample. The absolute accuracy of
our results is limited by the amount of detailed informa-
tion known about the experimental sample geometry, not
by the performance of the Monte Carlo simulations. Our
results illustrate the usefulness of low-temperature
thermal conductance measurements for investigating de-
fects and adsorbates at crystal surfaces, and for studying
more general geometry effects in radiative heat transfer.

Note added in proof. Some of the concepts discussed in
this paper concerning phonon radiative heat transfer in
polished crystals (including clamp-size effects) were also
considered by K. M. Hayes [Ph.D. thesis, University of
California at Irvine, 1985 (unpublished)].
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APPENDIX A

In this appendix we derive the expression for Iygs
which is used to compare the results of the Monte Carlo
simulations with experiment. Substituting for Py in Eq.
(5.3) from Egq. (5.7), we obtain an equation for Q:

Q"‘_'UAHT?IPnorm .

We have identified the microscopic dynamics of the
Monte Carlo simulation with those of a real experiment,
and so conclude that the macroscopic quantities measured

(A1)
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in experiments (such as thermal conductance) can also be
derived from the simulation. Therefore we are at liberty
to apply the same formulae to the simulation that are ap-
plied to thermal conductance measurements in the
boundary scattering regime, such as

A=1c,T, (2.4)

where U is given by Eg. (2.5). We can also make use of

__0/4
A= AT/Ax "’

where A4 is the cross-sectional area of the sample, and AT
is the temperature difference between the thermometers
separated by a distance Ax in the simulation. The above
two equations can be combined to give another equation
for Q:

2.1

0=1C,l4 % . (A2)
We can also rewrite Eq. (3.3) as
o LGV (A3)
16 T3’

where C, is the specific heat of the crystal at the heater
temperature Ty;. Eliminating Q from Egs. (A1) and (A2),
substituting Eq. (A3) for o, and solving for /, we have

I==22"H"r.p (A4)

norm °

This equation is not very accurate, however. We have
chosen the specific heat C, in Eq. (2.4) to be that of the
crystal at the temperature of the heater, Ty. Recall that
the base of the crystal in the simulation is at 7=0, and
that C,  T*. Therefore we have not chosen a good aver-
age specific heat. In a real experiment, the temperature
of the base is nearly the same as the temperature of the
heater, and a good average for C, can be used in Eq.
(2.4). We can do the same for our Monte Carlo simula-
tions, as described below.

Let us imagine another Monte Carlo simulation for a
crystal of the same geometry, but where there is no net
heat flow through the crystal. All surface elements of the
crystal are at the same temperature T, and have emitted
the same number of phonons per unit area during the
simulation. We can imagine that these extra phonons
were also present in our previous simulation, and so we
can add the two temperature profiles, such that

TH=TH+T, . (AS)
We can also redefine
) N, T
p =2 et u (A6)

m == = N
nor P;_I NH+Nb norm TI/;

where N, is the total number of phonons emitted from
the heater for the isothermal crystal. All the phonons in
the isothermal simulation are eventually reabsorbed by
the heater; the base clamp is made nonabsorbing since
there is no conducted power. Equation (A3) becomes
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o=L =2 (A7)
16 17

where C, is the specific heat at the new heater tempera-
ture Ty. If T, is large enough, then C, is nearly the
same throughout the crystal. The power conducted
through the crystal remains the same since the isothermal

simulation carries no heat, and can be expressed as [cf.
Eq. (A1)]

Q=0 AyTHP oim - (A8)

Equation (2.1) is still valid, and so we can again make use
of

. — AT
o=1 “WA—AT . (A2)
We eliminate Q, using Eq. (A7) for o, and then Eq. (A4)
becomes
A

=—1%§3‘T—7”T,’,P;°m . (A9)
This formula, as compared to Eq. (A4), is accurate for
Ty >>AT.

However, we can simplify the above expression even
further. In a thermal conductance experiment the mea-
sured temperature difference AT is usually about 1% of
the average absolute temperature of the crystal. Since we
are comparing our Monte Carlo results with such experi-
ments, we can assume that Ty >>AT. In fact, for simpli-
city, we will consider the limiting case of AT /T —0,
and assume that this approximates the actual experimen-
tal situation. Therefore we write

AT
4T

T

lim AT=
AT/T}—0

(A10)

Substituting for AT in Eq. (A9), we obtain
i Ax AH 14
4 Al T4) A H¥® norm -
We can then use the definition of P, ., in Eq. (A6) to
derive
T - 3 Ax Ay
MCS =7 _A_“(_T“ ) —

where

AT orm=T4

4
warm,norm Tcold,norm

T:

(5.8)

norm
norm

is the normalized temperature difference between the two
thermometers as given by Eq. (5.4). Note that this final
equation for /s does not depend on T, but only on our
original normalized temperature profile.

APPENDIX B

To determine €,y We performed thermal conduc-
tance measurements with two different thermometer
clamp separations, each sample having large indium-
coated thermometer clamps affixed as shown in Figs. 1(a)
and 1(b). From previous experiments and simulations, we
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knew that the phonon scattering at these clamps was the
predominant cause of the measured temperature
difference between the two thermometers mounted on
highly polished samples, i.e., that [ was relatively insensi-
tive to a few percent of diffuse scattering at the rest of the
crystal surface [as shown in Fig. 12(a)]. For self-
consistent results, we needed that the diffuse scattering
probability f=0.002 for the free surfaces of the crystals
in the simulations, and that €,mp=0.40, in order to
match both experiments. In other words, our experi-
ments show that only 40% of the phonons incident on a
surface in contact with a clamp are transmitted into that
clamp.

In addition, we have attempted to calculate an average
transmission coefficient of phonons from silicon to indi-
um at a smooth interface by using acoustic mismatch
theory for an isotropic medium.>*> We use an average
sound velocity for silicon given by

1
2
Vay

(B1)

f

301
2_
i=1 Uiz '

where v; is the sound velocity for the ith phonon mode in
the silicon. Since the number of phonons of a given mode
which strike an interface is proportional to their density
of states times their velocity, we should weight the
transmission coefficient of each mode by 1/v? in order to
determine an average transmission coefficient:
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where the I'; are the transmission coefficients for the
three phonon modes in the silicon as averaged over a
cosine distribution (0 <I'; < 1). Now we can easily calcu-
late I',, by using tabulated values for transmission
coefficients as given by Cheeke er al.>* We find that
I',,=0.84. Although this approach is somewhat arbi-
trary, it is difficult to decide how to best define an average
transmission coefficient which can be compared to the
effective emissivity of our thermometer clamps as deter-
mined by the Monte Carlo simulations, since we have not
recorded the angular distribution of phonons incident on
our clamps in the simulations. Furthermore, the calcula-
tions by Cheeke et al. do not take into account the
effects of elastic anisotropy, whereas our simulations do.
Nevertheless, by comparing the experimental phonon
transmission coefficient from silicon to the indium coated
clamps (€umps=0.40) with the theoretical Si—In
transmission coefficient (I",,=0.84), we see that the mea-
sured phonon transmission coefficient is only
0.40/0.84=48% of what is expected, possibly due to
poor mechanical contact on the atomic scale. This result
is in agreement with our measurements of the thermal
boundary resistance between these indium-coated clamps
and polished silicon samples: We found that at 52 mK
the measured thermal boundary resistance was 2.16 times
larger than expected from acoustic mismatch theory, or
equivalently that the measured average transmission
coefficient was only 1/2.16=46% of the ideal.
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2Tom Klitsner and R. O. Pohl, Phys. Rev. B 36, 6551 (1987); 34,
6045 (1986).

3A good review of these techniques is given by W. Eisenmenger,
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FIG. 5. (a) A one-dimensional model for radiative heat
transfer. Each element of the sample surface, including the
clamped area, is represented by a thermalizing sheet perpendic-
ular to an otherwise specular tube of cross-sectional area A,
which absorbs a fraction f; of the radiation passing through it.
All the heat leaves through the rightmost element, which
represents the point at which the sample is clamped to the cryo-
stat. (b) Reduced model of 1D heat transfer, for calculating the
temperature drop between elements i and i+ 1 of the model
shown in (a). By iteration, the entire solution may be obtained.
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FIG. 6. Typical locations of heaters, thermometer clamps,
and the base heat sink on a sample. The two-heater method of
measuring thermal conductance puts in heat at H or C and mea-
sures Tp. The two-thermometer method puts in heat at P and
measures Ty and T¢. The shaded squares at H and C represent
the area under a clamp, which scatters phonons much more
strongly than the clean surface. A fraction a of the phonons
passing down the sample are scattered diffusely at the clamps.



