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A simple quasiperiodic arrangement made up of three building blocks is introduced in terms of
a third-order Fibonacci series. We obtain a dynamical system for the series of transfer matrices
for the one-dimensional Schrodinger equation and derive the reduced dynamical map of the
traces. This map has some unique features compared with the second-order Fibonacci series.

There has been considerable interest in the discrete
Schrodinger equation with a quasiperiodic potential. This
problem was originally proposed by Kohmoto, Kadanoff,
and Tang' and Ostlund et al. 2 The interest in this prob-
lem devolves upon its connection with a simple dynamical
system for which rigorous analytical results and detailed
numerical results could be obtained with relative
ease. ' ' From a physical point of view, the one-
dimensional quasiperiodic Schrodinger equation is in-
teresting since it is, in some sense, the projection of a
quasicrystal onto a line. Much of our understanding of
quasicrystal structures such as Alp. s6Mnp i4 is based on a
detailed study of a two-dimensional tiling pattern
discovered by Penrose's and described by Gardner. '6

These structures are like mosaics with more than one line
shape. Hence, the potential and hopping matrix elements
of the discrete Schrodinger equation could be constructed
according to any quasiperiodic sequence. Most of the
theoretical and numerical calculations, however, have
been carried out for the Fibonacci series with the golden
mean. Recently, the authors'7's described two classes of
quasiperiodic sequences and obtained the dynamical maps
for these arrangements. The building blocks of the se-
quences introduced in Refs. 17 and 18 form a binary
string. In this paper, we study the discrete Schrodinger
equation with a ternary string and derive the dynamical
map for the traces. We also compare the trace map for
the ternary sequence with a new binary array. By numeri-
cal calculations of the trace map, we find that the orbits of
the ternary string escape to infinity fairly rapidly indicat-
ing a very strong repeller.

The discrete Schrodinger equation for the diagonal
model is given by

1~2 and Fp Fi F2 1 (Ref. 19). In the limit as
I ~, Fl y i/Ft tends to the mean value
oi 3 (I + y(13+ y-'1 ), where y+ —= 19~ 297'1 . The ma-
trix ~M generates a wave function at a Fibonacci number
site. For the three building blocks A, B, and C the se-
quence is constructed by St+i (Sl 2St-lSlj for I ~ 3
with Si ICE, S2 {ABC), and S3 IBCABCJ. Alterna-
tively, the sequence can be generated by the inflation
transformation C ABC, B C, and A B. ~M

satisfies

~M+i+~M:3 ~M 3~M l(~M—+M~-') . (4)

Since ~M is a sequence of 2 x 2 matrices with determinant
equal to unity, it is a simple matter to show upon taking
the trace of Eq. (4) that

xi+I 4xlG! xl —3 t

where Gl =—4 Tr(~M —&Mt-i). After a straightforward
calculation, we find that Gl has a recursion relation given
by

(5b)

where

M~ y i M~ 2~M i~M-, —

for I ~ 3. The energy spectrum is obtained by looking for
energies whose corresponding wave functions itrt do not
grow as the value of I increases. Since the determinant of
~M is unity, the condition that E lies in the spectrum is
that the trace satisfies the relation I Tr~M I

& 2. We now
obtain the recursion relation for xl —,

' TrM~. It can be
shown by a careful manipulation of Eq. (3) that

Pl+ 1

M(l)
, Y(,

xi 2 Tr(C), xp —,
' Tr(B),

x-i 2 Tr(A), x2 4xixpx —i xl xp

Gp-2', Gi-x-ixp —
—,
' .

~here ttti denotes the tight-binding wave function of the
lth lattice site and M(l) is a transfer matrix defined by

E —V( —1

M(l)
Equations (5) define a renormalization map in a six-
dimensional space. It has the trivial fixed points xl 0,
+'I, with unit cycle. Also for xi xp x —i x with

I x I & 1, calculation shows that I xl I & 1 for all values of
1. For example, when the initial points are at x
the trace-map as well as the matrices have an eight-cycle,
i.e., xl xl+s and ~~ ~M+s. We have carried out an ex-
tensive search for those initial points xi, xp, and x

(2)0

By successively applying the transfer matrices, we obtain
the wave function at arbitrary sites. Let us define
~M =M(Fl)M(Fl —1)—. . .M(2)M(1), where Fl is
third-order Fibonacci number defined as the sum of the
three preceding numbers with Fl+i Fl 2+Ft i+Fl for— —
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which give rise to periodic and aperiodic orbits inside the
cube with its center at the origin and with sides of length
equal to two. We were not able to find any points, besides
the ones along the diagonal, that give rise to bounded or-
bits. This does not necessarily mean that there are no oth-
er points which would initiate bounded orbits. The result
of our numerical calculations is that the map defined in

Eqs. (5) for the third-order Fibonacci lattice has far fewer
orbits than the second-order Fibonacci lattices studied so
far. ' ' As a matter of fact, the dynamical maps for the
trace of the transfer matrices satisfying the recursion rela-
tion ~M+( ~M-(~M where n 1,2, . . . have been found
to have several cyclic orbits. More interestingly, the two-
dimensional map generated from M~y( ~M-(M~ has
been shown' to have an astonishingly larger number of
initial points which produce bounded (cyclic or quasi-
periodic) orbits. This latter map is one example of a gen-
eral class of sequences generated by the rule
~M+& M~ (~M. We have derived the new dynamical
map for the case when m 3. By defining a three-
dimensional vector ~r (x(,y(, z(), this map is nonlinear
and given explicitly by

xl+ ( 2x(yl+ z(,

y(+ / (4x( —3)x(,

z(+( 2xlz(+y(,

where xl —,
' TrM(A), x2 —,

' TrM(B) for M defined by
Eq. (2). With the use of numerical methods, we searched
for all those initial points which produce bounded orbits
for the map in Eq. (6). Our results for a subset of these
initial points are shown in Fig. 1 and have some similarity
with the map'7 corresponding to m 2. Thus the third-
order Fibonacci map is unique among the second-order
maps studied so far. We have not been able to obtain an

r

E~&l+1 &l&l+(
M(l+ l, l) —= (s)

This off-diagonal model is more complicated than the di-
agonal model in Eq. (1) since M(l+ l, l) depends on two
bonds. However, we could obtain closed form analytic re-
sults for the wave function at the third-order Fibonacci
lattice sites by defining a transfer matrix ~M given recur-
sively by Eq. (3) with initial conditions

M( M(c,c),
M2 M(c,a) M(a, b) M(b, c),
M3 M(b, c) M(c,b) M2.

~M has determinant equal to unity with the trace map

invariant for the map in Eqs. (5). By way of investigation,
we have shown that there is no invariant of polynomial
types with quadratic and cubic terms as in the sequences
investigated in Ref. 17. Numerical calculations show that
x( gets large more quickly than the binary Fibonacci
series. ' This rapid rate of growth of

~ x( ( with increasing
I implies a very strong repeller on the Fibonacci sublattice.

We now turn to the nondiagonal tight-binding model
for which the discrete Schrodinger equation is given by

r(+ I ÃI+ l+ (l Yl (—Egl ~

Equation (7) can be written as

q (1+1)-M(l+ l,l)e(I),
where % (I) is a column vector with y( in the first row and

((((—i in the second row. The transfer matrix is

0
O
02

O
l
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FIG. 1. The set of initial points with coordinates xl and x2
which produce bounded orbits for the map defined in Eq. (6).

FIG. 2. The wave function at the center of the spectrum
E 0 of the nondiagonal model in Eq. (7) with hopping matrix
elements a 2, b 1, and c
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given by Eqs. (5) and the initial conditions

G2 —,
' Tr[M(b, c) M(c,b)],

G3 x /xp 4 Tr[M(a, b) M(b, a)]

x4 4xpGg El—(2b) .

(lo)

When E 0, xi =0 for all values of I and the transfer ma-
trices form a four-cycle orbit with ~M ~M+4. Interest-
ingly, although the trace is zero on the Fibonacci sublat-
tice when the energy is at the center of the band, the wave
function is finite on the real lattice and even has a self-
similar structure. None of the second-order Fibonacci
series have this unexpected behavior. For example, the
matrix map for the Fibonacci series with the golden mean
has a six-cycle orbit at the center of the band but the trace
map is not zero. ' Figure 2 is an example of the wave
function for the nondiagonal model when E 0. The wave
function grows algebraically.

Next, we calculate the N dependence of the resistance
for a chain of length N. We recall the expression for the
resistance, defined as the ratio between the reffection and
the transmission coefficients. 2o It is given by'2 2'

CO0
CD

utt t t r t t I I II IIt t II Lt I I! II IIt t t IIL II LIt III' t IIlt t iII II III

0 200 400 600
n

pN [IIMNII +2(cosk)(MN1 —M$ )(Mv12 —M$')

—4(cos2k )Mph�' —2],
where IIMNII2 denotes the sum of the squares of the ele-
ments of the 2&2 matrix Miv=+I-1M(l). We also
define the energy in terms of the wave vector k by
E 2t, cosk, where the hopping matrix elements are equal
to t, outside the disordered segment I ~ I ~ N. In Fig. 3,
a numerical example is presented for the resistance of a
third-order Fibonacci lattice. The resistance piv vanishes
for certain values of N, corresponding to total transmis-
sion. These calculations provide strong evidence for alge-
braic localization and are worth investigating experimen-
tally. Comparing these results with those of Schneider,

FIG. 3. N dependence of the resistance for E 0 and a 2,
b l, andc

Politi, and Wiirtz'2 we see that the overall structure for
the resistance of a third-order Fibonacci lattice is similar
to the Fibonacci lattice with the golden mean. That is, by
adding a third element in the building blocks we do not
destroy the unique features in the resistance of a quasi-
periodic array.
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