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Interpretation of "optical time-of-flight" measurements in Si
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The optical time-of-flight {TOF) technique developed by Forchel, Hillmer, and co-workers for in-

vestigation of carrier transport in Si is examined. The TOF method detects the arrival of electron-
hole pairs at the surface of a thin slab following their creation by pulsed laser excitation of the op-
posite surface. At high excitation levels, the optical TOF data were interpreted as evidence for rap-
id drift motion of electron-hole plasma at several times the sound velocity. At low excitation levels,
the optical TOF results have been interpreted in terms of diffusive transport of excitons, surface
recombination, and in some analyses, macroscopic drift. We show that both the high- and low-

excitation cases are consistent with a very simple model that includes only classical diffusion and
surface recombination. In particular, supersonic plasma drift is not required to explain the optical
TOF results.

I. INTRODUCTION

Interest in the kinetics and thermodynamics of non-
equilibrium carriers in silicon has been keen for decades.
This stems both from the technological importance of Si
and the slightly more academic interest in the low-
temperature "excitonic phases": free excitons (FE's),
electron-hole droplets (EHD's), and the intermediate
electron-hole plasma (EHP). ' Luminescence spectrosco-
py with temporal and spatial resolution has been used ex-
tensively in studies of the phase diagram and trans-
port properties in this system. ' The mobilities of free
excitons and electron-hole droplets were measured direct-
ly using a strain gradient technique. ' In that work, a
"sound-barrier" effect was observed for EHD; droplets
could not be pushed to velocities higher than 5.2&&10
cm/s on a 10-ns time scale. The increased momentum
damping at near-sonic velocities originates from the de-
generate Fermi-liquid nature of the electron-hole liquid
(EHL) and possibly the accompanying dilation of the lat-
tice in the liquid region.

In silicon, constant-density electron-hole droplets are
formed below a critical temperature, T, =24. 5 K. Spec-
troscopic studies have shown that when intense 10-ns ex-
citation pulses are used above this temperature, an
electron-hole plasma is formed which has a luminescence
line shape noticeably broadened relative to that of an
equilibrium plasma at the same temperature. To explain
this anomalous broadening, Forchel et al. postulated
that the plasma was undergoing "rapid drift" motion at
velocities near the Fermi velocity (10 —10 cm/s). Subse-
quent time-resolved luminescence imaging measurements
by Steranka and Wolfe, determined that the electron-
hole plasma created with similar 10-ns pulses actually ex-
pands at subsonic velocities. They also showed that the
anomalous broadening could be attributed to local heat-

ing of the lattice and plasma near the excitation region.
An optical time-of-tlight (TOF) method was subse-

quently introduced by Forchel and co-workers ' to ex-
amine the plasma transport on the nanosecond time
scale. This technique employs bound-exciton lumines-
cence from impurities implanted near one surface of a
thin crystal to detect the presence of nonequilibrium car-
riers which were optically injected at the opposite face.
With the assumption that the detected carriers traversed
the sample in the form of electron-hole plasma, those au-
thors concluded that a highly supersonic plasma drift oc-
curred following the 150—300-ps laser pulse. ' More re-
cently, transport of electron-hole plasma in Si on a sub-
nanosecond time scale has been examined by Tsen' using
time-resolved Raman techniques. With 10-ps time reso-
lution and 10-pm spatial resolution, he found that the
high-density EHP (n = 3 X 10' cm ) expanded at sub-
sonic velocities ( 52X10 cm/s at 35 K) parallel to the
sample surface. It is important to reconcile these widely
differing conclusions concerning the nature of EHP trans-
port.

In the optical time-of-Aight method a high density of
In or Tl is ion implanted to a depth of roughly 2 pm in
one face of a Si slab 30-300 pm thick. ' Carriers are
optically generated by a 150—300-ps light pulse imping-
ing on one face of the slab. Following the excitation,
time-resolved luminescence from the decay of excitons
bound to the implanted impurities is used as the measure
of the carrier density close to the implanted surface. The
t =0 reference time and the time resolution of the system
are established by photoexciting the implanted surface
directly. When the opposite surface is excited, the time
dependence of the bound-exciton luminescence may be
used as a measure of carrier transport through the thick-
ness of the slab. ' The TOF method does not distinguish
the phase of the nonequilibrium carriers (FE, EHD, or
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EHP) propagating through the crystal.
In the studies of EHP and EHD transport performed

with a high excitation density, ' the onset of the impuri-

ty luminescence following excitation of the unimplanted
surface was used to determine a transit time t*. The car-
rier velocity, and by inference the plasma or droplet ve-

locity, was taken to be v*=L/t*, where L is the sample
thickness. At 1.8 K velocities as high as 2.0)&10 cm/s
were observed. The temperature and sample thickness
dependence of v* were modeled as a supersonic plasma
expansion followed by subsonic plasma or droplet
motion. It should be noted, however, that only a small
fraction (&5%) of the total luminescence signal corre-
sponded to carrier transport at supersonic velocities.

In later studies of exciton transport, the excitation was
kept sufficiently weak that EHD and EHP were not
formed. " ' The free-exciton mobility was obtained by
fitting a diffusion equation to the time dependence of the
luminescence intensity. In order to obtain good fits, Lau-
rich and co-workers proposed a "hydrodynamic" model
in which a "drift velocity" was superposed on the exciton
diffusion. " The origin of this apparent drift velocity was
not explained at the time. ' Subsequent studies indicated
that the additional drift term may not be necessary if
recombination at the sample surfaces is properly account-
ed for. ' For the case of stationary (cw) excitation, Kuhn
and Mahler used a quasiequilibrium Boltzmann transport
equation (BTE) including thermodiffusion to demonstrate
the importance of surface recombination in determining
the distribution of photoexcited carriers. ' A time-
dependent BTE was directly compared to TOF data in
Ref. 12. In that work a BTE with infinite surface recom-
bination at the implanted surface and variable probability
for surface recombination at the excited surface was con-
sidered. The latter is equivalent to a variable surface
recombination velocity. In a later paper, Mahler et al. '

indicated that the low-excitation optical TOF data are
consistent with a diffusion equation (no drift motion) with
recombination included. The high-excitation case was
not treated.

In the present paper, we seek to unify the interpreta-
tion of low- and high-excitation transport measurements.
We show that for the limit of rapid surface recombina-
tion (which seems to apply to the TOF experiments), a
simple analytical model with only one adjustable parame-
ter (the diffusion coefficient D) describes the low-
excitation data very well. Furthermore, we show that the
luminescence onset times observed in the high-excitation
case are also consistent with diffusion and rapid surface
recombination without any additional drift term. With
these observations, we conclude that the wide variety of
experiments on electron-hole transport in Si are in basic
agreement.

II. DIFFUSION MODEL

To quantify the diffusion model a simplified diffusion
equation is fit to the data presented in Ref. 11. Because
the exciton bulk recombination lifetime is so much longer
than the experimental time scale, particle loss is assumed
to occur only at the surfaces of the sample. Thus the

equation we use is

t)n (x, t) t) n (x, t)
$2~

with

D ' =sn at x =OL,Bn (x, t)
Bx

(la)

(lb)

where D is the diffusion constant and s is a surface
recombination velocity used at both surfaces (with ap-
propriate sign). Equation (la) does not contain the addi-
tional drift term introduced in Refs. 11 and 12. The ini-
tial carrier distribution is taken to be a 5 function at the
front surface, and the luminescence intensity is assumed
to be proportional n (L, t). We have used Eqs. (la) and
(lb) to examine both the high- and low-excitation cases.
As we will show, it reproduces the temperature and
sample-thickness dependence of the onset velocity v* at
high excitation, while at low excitation the entire time
dependence of the bound-exciton luminescence is repro-
duced.

Equations (la) and (lb) are solved by two different
methods. The first is a finite-differences method which
generates the time dependence of the carrier density near
the implanted surface. The boundary conditions can be
adjusted to include surface recombination at either or
both surfaces. For purposes of comparison, a drift veloc-
ity may also be included. The second solution uses the
method of images to obtain an analytic solution in series
form for the limiting cases where s at either surface is ei-
ther zero or infinite. Where the boundary conditions
forced n (L, t)=0 (infinite s at the implanted surface), the
exciton density is evaluated infinitesimally inside the sam-
ple. For purposes of comparison, the time dependences
were normalized to the peak value. Once normalized,
transients with recombination at the front (excited) sur-
face only were indistinguishable from those with recom-
bination at the back (implanted) only. In the series solu-
tion the similarity of the time dependences for the two
cases is also found analytically. Because only the first
term in the series is significant at early times, the rising
side of the luminescence transient is accurately described
by the analytic form:

n (L t) (t)—3/2e —L /4Dt

n (L t ) tt. ( t )
—5/2e L /4Dt— (2a)

(2b)

III. RESULTS

Figure 1 shows transients calculated using the finite-
differences method for D =200 cm /s in a 100-pm-thick
slab. The figure shows the effect of including recombina-
tion at only one surface, both surfaces, and substitution
of a drift velocity for recombination at one surface by
adding —ud(BnlBx) to the right-hand side of Eq. (la).
(The values of D, s, and ud were chosen for direct com-
parison to Fig. 6 of Ref. 11.) The transient for s = 1 X 10

where Eq. (2a) applies where surface recombination
occurs at either surface and (2b) applies where recom-
bination occurs at both surfaces.
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FIG. 1. Calculated luminescence transients for a 100-pm-
thick specimen and D =200 cm /s. The solid curve is for
recombination at only one surface with s =10' crn/s. The
dashed curve is for the same boundary conditions, but with a
drift velocity, vd ——2X10' cm/s, superposed. The dotted curve
is for zero drift velocity, but with recombination at both sur-

faces with s =2)& 10' cm/s.

cm/s at one surface and ud
—2)& 10 cm/s is very similar

to that for ud
——0 and s =2X10 cm/s at both surfaces.

This demonstrates that omission of recombination at either
surface may be "compensated" by the introduction of the
(artificial) drift uelocity The sta. ted necessity of the drift
velocity in Refs. 11 and 12 suggests that the diffusion
model used by those authors included recombination at
only one surface.

Having eliminated the "drift" velocity as a necessary
parameter, we now consider the significance of the finite

surface recombination velocity. Figure 2 shows a series
of calculated transients for a 100-pm-thick slab and
D =200 cm /s with increasing recombination velocity at
both surfaces. The limiting analytic result (the dashed
line, s = ao at both surfaces) is also shown to indicate the
agreement between the two solutions. The transients ap-
pear to scale in time with no major change in shape.

To test how accurately the "infinite-s" case reproduces
the transients with finite s, the analytic form was "fit" to
the results in Fig. 1. Figure 3 shows that using D =160
cm /s and infinite s at both surfaces produces a transient
nearly identical to that for D =200 cm /s and s =2)& 10
cm/s at both surfaces. The figure also shows a transient
calculated using D =260 cm /s and s =10 cm/s at both
surfaces. For the purposes of comparison with noisy ex-
perimental data, these three transients are virtually indis-
tinguishable. Thus the TOF method is not a very accu-
rate method of determining D and s from a two-
parameter fit.

Figure 4 shows results of a similar test for a thinner
sample (28 pm versus 100 )um). Although the eff'ect of
the finite s is somewhat greater for the thinner specimens,
in neither case does a recombination velocity greater than
about 2)& 10 cm/s produce a transient significantly
different than that for infinite s. In other words, for
s & 2 && 105 cm/s, a range of combinations of D and s pro-
duce nearly equivalent transients. Therefore, for simpli-
city and consistency, we analyze the experimental results
using the simplified model which assumes infinite surface
recombination velocity at both surfaces. D is the only
free parameter.

A. Low excitation

We consider first the low-excitation case. The symbols
in Figs. 5 and 6 show the results of the fits to the data
published as Figs. 7(a) and 7(b) of Ref. 11. At both 1.8
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FIG. 2. Series of calculated transients for a 100-pm-thick

specimen with D =200 cm /s, zero drift velocity, and increasing
s at both surfaces. From top to bottom at the right-hand bor-
der, s =1)&10 cm/s, 2&10 cm/s, 4)&10 cm/s, and s =00.
The dashed curve is the analytic result for infinite s. The small
discrepancy is due to accumulated error in the finite-differences
method.
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FIG. 3. Calculated luminescence transients for a 100-pm-

thick specimen showing the interaction between D and s. The
solid curve was calculated using the same parameters as in Ref.
11: D =200 cm /s and s =2X10' cm/s. The dashed curve is

for D =160 crn /s and s = ~. The dotted curve is for D =260
cm /s and s =10' cm/s. The values of D and s were chosen so
that the transients all peak at the same time.
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and 10 K the data and the earlier fit (continuous lines in
the figures) using a drift velocity and finite surface recom-
bination velocity are reproduced. The new values of the
diffusion coefficient are about two-thirds of the values ob-
tained by Laurich et al. " The magnitude and tempera-
ture dependence of C can be parametrized as
D =210/T'~ cm~/s. This is in rough agreement with
the measurements of exciton mobility obtained directly
by the strain gradient method. Using the measured mo-

T =18K

D =200cm2ls
vd =1.95&&0 cm/s
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FIG. 5. Time dependence of the impurity-bound exciton
luminescence following pulsed optical excitation of the unim-

planted surface of a 53-pm-thick Si slab at 1.8 K. The symbols
show the transient produced by Eqs. (1) with D =145 cm'/s and
infinite surface recombination velocity, at both surfaces. Fig-
ures 5 and 6 are reproduced exactly from Ref. 11. The solid
lines represent those authors' fit to the data using s =1)(10'
cm/s at one surface and the parameters as displayed in the
figures.
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FIG. 4. Calculated transients for a 28-pm-thick specimen.

The solid curve indicates D = 140 cm /s and s =2)& 10' crn/s.
The dashed curve is for D =93 cm /s and s = 00. The dotted
curve is for D =200 cm /s and s = 10' cm/s.
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FIG. 6. Time dependence of the bound-exciton luminescence

from a 53-pm-thick sample at 10 K. The symbols indicate the

dependence from Eqs. (1) using D =65 cm /s and infinite s.

B. High excitation

Next we extend the all-diffusion (no drift) model to the
high-excitation case. As noted above, in those studies a
velocity was determined from an "onset" time t * and the
sample thickness L. We define t* in terms of the times at
which the signal n (L, t) reached 10% and 90% of its ulti-
mate maximum value. The extrapolation through these

bility p =3.5 X 10 /T cm s ' V ' and the Einstein re-
lation D =pkT, we obtain D =310/T' . This is also in
agreement with the values obtained from time-resolved
luminescence imaging of the spatial expansion of the ex-
citon cloud driven deep into the sample by pulsed excita-
tion.

As a further test of the simplified model, the data from
Ref. 12 for a thin (28-pm-thick) sample were "fitted" by
determining the time at which the luminescence decayed
the one-half its peak intensity and finding the value of D
that reproduced that "half-time. " The values of D so ob-
tained were again about two-thirds the values obtained
using s as a fit parameter. The values of D for the thin
samples were consistently about one half those obtained
for the thicker specimens at the same temperatures.
This discrepancy also appears in the previous authors'
own analysis which retains s as a parameter. ' These re-
sults indicate a thickness dependence of D that is not un-
derstood at present but may be due to deep damage to the
polished sample surfaces. This hypothesis is consistent
with the very large (essentially infinite) recombination ve-
locity. Due to the ambiguity in the choice of surface
recombination velocity and the apparent dependence of
D on sample thickness, the optical TOF method cannot
presently be used for an accurate determination of the
diffusion coefficient. However, given an independent
determination of D, the optical TOF method could pro-
vide a quantitative measurement of s.
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FIG. 7. Sample thickness dependence of v* at 1.8 K using

D =145 cm'/s. The open symbols are determined from the on-

set time defined in the text. The dashed curve is the parametric
dependence v*=36D/L. The solid symbols are reproduced
from Ref. 9, while the solid curve represents the adjusted para-
metric fit v*=70D/L.

FIG. 8. Temperature dependence of v* for a fixed sample
thickness of 100 pm. The symbols are data from Ref. 9. The
solid curve is the result of combining the temperature depen-
dence of D, D =210/T' ', with the adjusted parametrization
from Fig. 7, u

*=70D /L, to obtain u
*= 1.5 & 10 /(L T' ).

two points back to the zero signal baseline determines t '.
The open symbols in Fig. 7 shows v' =L /t ' for several
sample thicknesses with D =145 cm /s and infinite s at
both surfaces. The dependence can be very accurately
parametrized as u'=36D/L (the dashed curve in the
figure). [Equation (2b), which is accurate at early times,
also shows u' =36D/L. ] The solid symbols in Fig. 7 are
TOF results for Ref. 9. The solid curve indicates the
same parametrization using an adjusted scale factor,
v'=70D/L, and fits the experimental results well. The
scale factor will depend on the experimental definition of
the onset time. Alternatively, the value of D in the high-
excitation case may be larger than that of free excitons.

The measured temperature dependence of U* for a
100-pm thick specimen is shown in Fig. 8 (also from Ref.
9). The solid line in the figure is a parametrization simi-

lar to that just described using the measured temperature
dependence of the difFusion coefficient D =210/T'
The scale factor was the same as that used for the solid
curve in Fig. 7. Thus, the solid curve in Fig. 8 represents
u'=(70X210)/LT' which is also in good agreement
with the measurements. Figures 7 and 8 show that the
observed temperature and sample thickness dependences
of the luminescence onset time is satisfactorily explained

by diffusion of light particles —excitons or electron-hole
pairs. Rapid drift of the high density electron-hole plas-
ma or droplets is not required to explain the TOF results.

While the diffusion model has reproduced the onset of
the luminescence, the effects of EHD's and EHP at later
time has not been considered. The EHD's and EHP will

be pushed by phonon wind forces. However, phonon
wind cannot induce supersonic motion. Although Hill-
mer et al. (Ref. 13) have shown that the presence of
EHD's does not directly affect the bound exciton
luminescence, EHD's do evaporate and so are a long-
lived source of free carriers or excitons which wi11 greatly

extend the luminescence transient. This is exactly what
was observed: At low temperature and high excitation
the luminescence peaked at progressively later times as

the excitation was increased, while the onset time
remained unchanged. ' The effect of EHP is probably
more complicated. The plasma expansion may be driven
both by diffusion and phonon wind forces. The diffusion
coefficient for the plasma should be density dependent
and may differ somewhat from that of free excitons. If
conditions are favorable for the plasma to form a
constant-density phase, as observed by Smith and Wolfe,
its effect may be similar to that of EHD's.

I&. CONCLUSIONS

We have shown that the optical TOF data can be accu-
rately reproduced by a very simple model including only
diffusion and surface recombination at both sample faces.
Our analysis of the high-excitation data does not support
the contention that the high-density EHD's or EHP un-

dergo supersonic drift on these distances (20—300 pm)
and time scales (1—100 ns). In the TOF data, the
luminescence due to carriers arriving with supersonic ve-
locities contributes only a small fraction (&5%) to the
time-integrated signal. We believe that it is not realistic
to identify the small number of rapidly diffusing particles
that determine the onset time t' in the TOF measure-
ment with the dense electron-hole plasma that dominates
the photoluminescence spectrum. In effect, it is not the
high-density phase, EHP or EHD, which traverses the
sample with supersonic velocity. Therefore, the optical
TOF results do not contradict the sound barrier for
electron-hole droplets and the subsonic plasma expan-
sion observed by direct-photolurninescence imaging and
spectral analysis. We conclude that the time-resolved
photoluminescence spectra, time-resolved imaging
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and optical TOF results contain no essential contradic-
tions. Indeed, together they provide a rather complete

picture of plasma and exciton transport in silicon on the
nanosecond and longer time scale.
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