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The transverse dynamics of a one-dimensional vector spin glass at zero temperature is treated
by a new transfer-matrix scaling technique, and also by evaluating static critical properties related
to dynamics by a crossover argument. A nontrivial dynamic exponent is found which implies that

the system at zero temperature has dynamic critical behavior wak

32 in contradiction to the hy-

drodynamic behavior normally assumed and to the results of previous work.

Most of the important advances resulting from spin-
glass studies' over more than a decade have concerned the
static properties of Ising spin glasses, usually in the
Edwards-Anderson model. ?

Less is known about the static properties of the vector
spin glasses (Heisenberg and XY), and still less is known
about the dynamics of either type (Ising or vector) of spin
glass. This article is concerned with possibly the simplest
spin-glass dynamics problem, the spin-wave dynamics of
the (Edwards-Anderson) Heisenberg spin-glass chain,
which turns out to have a nontrivial (critical) dynamics,
different from the hydrodynamic behavior’ normally as-
sumed or from the forms arrived at in some previous (ap-
proximate) discussions.*>

Spin glasses, i.e., magnetic systems involving competi-
tion between ferromagnetic and antiferromagnetic in-
teractions, due to some quenched structural disorder, ex-
hibit, for d = d; (where d,d, are dimensionality and lower
critical dimensionality), a continuous “freezing” transi-
tion at which the correlation length ¢ diverges, to a phase
with zero net magnetization. The divergence of £ suggests
the use of scaling techniques® ™' and these provide us
with our best knowledge about such things as the lower
critical dimension, now thought to satisfy 2 <d; <3 for
the (short-range) Ising spin glass®*!>!¢ and 3 < d| for the
Heisenberg spin glass.'>~!%!7 The application of scaling
techniques'® "2 to spin-glass dynamics has also now be-
gun to yield firm results, one of which is given here.

In vector spin glasses it is normally assumed that the
hydrodynamic theory of Halperin and Saslow® for ele-
mentary excitations from the ground state applies, in
which spin waves occur, with linear dispersion relation be-
tween frequency w and wave vector k (for small k):

w=ck. a1

By virtue of the divergence of & there is however a possi-
bility that the “velocity” ¢ becomes “critical” near the
transition (cf. critical slowing and mode softening at sim-
ple continuous thermal?' or geometric?? transitions) in
which case (1) has to be replaced by the more general dy-
namic scaling?® form

w=k’f(k¢), 6))

where z is a dynamic exponent characterizing the dynam-
ics near the spin-glass transition and k should now be un-
derstood as the inverse characteristic length of the spin
fluctuations. It will be shown here that this generalized
view, with z taking the nontrivial value 3 (which implies
critical behavior wek ¥2 at T =0) is required for even the
simple one-dimensional Heisenberg spin glass. This result
thus contradicts the usual assumption that hydrodynamic
behavior (1) occurs in the vector spin-glass chain at T =0.
Previous explicit discussions of this system have normally
started from mean-field/virtual-crystal views, which lead
to (1), and perturbation extensions, possibly to all orders*
which leave (1) unchanged, or from averaging a Green’s
function perturbation expansion which leads to a result
different from (1) (Ref. 5); however, these approaches are
limited to k& < 1, which does not apply at T =0, where &
diverges.

The one-dimensional Heisenberg spin glass is studied in
the usual Edwards-Anderson model, in which the spins oc-
cupy sites on a regular lattice, but each (nearest-
neighbor) exchange interaction is taken to be an indepen-
dent random variable with a symmetric distribution.
One-dimensional models of spin glasses have a direct ex-
perimental application only for rather special substances,
in which magnetic interactions are restricted to one lattice
direction;?*? and, since one-dimensional models of spin
glasses with nearest-neighbor interactions only, and in
zero-magnetic field, are not frustrated, a study of their be-
havior provides information only on disorder effects; fur-
ther, these disorder effects can be “gauged away”?® by a
transformation of spin variables when considering most
static effects. The Mattis transformation does not, howev-
er, remove disorder effects in dynamics, which is nontrivi-
al. So, for this reason and others given in the previous
paragraph, we consider the proper treatment of these
one-dimensional models an essential first step for the un-
derstanding of more general models describing the full be-
havior of spin glass in which frustration effects are also in-
cluded.

A new, exact, scaling technique is here used, employing
a transfer-matrix description. The transformation of a
basic parameter (the frequency) under a lattice rescaling
is derived and exploited; we shall find, for a dilatation in
which the lattice constant a increases to a'=ba, the

4980 ©1988 The American Physical Society



38 TRANSFER-MATRIX SCALING FOR ANOMALOUS DYNAMICS . ..

linearized transformation of the frequency
w—w =Aw+0Ww?); 3

then, as in more usual scaling methods like decimation,
thc:2 7dynamic exponent is given in terms of the eigenvalue A
by

z=InA/Inb . 4)

Decimation has also been applied to this system and,
though approximate, also results in z > 1, as will be re-
ported elsewhere.?® Starting from the usual Hamiltonian
(H=—3J,n+1Sn"Sn+1) for the one-dimensional Hei-
senberg spin glass, with “plus-minus” distribution
(Jun+1 == J), the equations of motion governing the spin
dynamics of transverse modes at zero temperature can be
written in the form

Q=Cwlun=pn—1+pn+1. (5)

Here w is frequency divided by exchange constant J, and
¢n equates to 1, — 1 if the configuration of J’s is such as to
cause spin at site n to be up or down, respectively (at
T =0), and p, =¢,S," where S is the usual combination
S*+iS” of transverse spin components. It can be seen
that the Mattis transformation, from S, to u,, does not
eliminate disorder effects from the dynamics; but it has
formally transformed the original bond-disordered prob-
lem to one with diagonal site disorder. Further, we have
ignored real quantum effects in taking the classical
ground state. This is adequate for sufficient large spin.

]

N-—

4981
Equation (5) can be written in the form
Hn+1 [Z—an -1 Hn T () Hn
Hn 1 0 Hn-—1 ntW Hn—-1])’ ®)

which involves the transfer matrix 7,. For a chain of
N +1 spins with periodic boundary conditions, u, =g, +n§5
(periodic boundary conditions on the u, variables do not
introduce frustration since they do not constrain the longi-
tudinal spin components), the allowed frequences are
determined by det(Ay — 1) =0 where

N

Av(w) = H] T,(w) @)
ot

is the transfer matrix across the whole chain; or

equivalently (since detA=1) TrAy =2 determines the

eigenfrequencies. Thus if we scale the system by a dila-

tion factor b, the dynamics is preserved if we transform w

to w’ where (in a probabilistic sense to be clarified below)

TrAn(W) =TrAn/(W') . 8)

It is possible to use the algebra of the matrices

f2-1]  fro
A=y o | B=00
(e.g., A'=14— (I —1)I, where I is the unit matrix, etc.)

to obtain the coefficients (functions of the random vari-
ables ¢,) of the expansion of TrAy(w) in powers of w:

N—1 17/—-1
TrAn(w) =2—wNI§0§1+w21§0 Z_‘,Oc,g,,,[N(l—m)—(l—m)2]+ oo, )

We discuss first the scaling of w resulting from taking in
(8) just the terms in (9) to first order in w. In the illustra-
tive case of a ferromagnet, where all {; equal +1, the
matching (8) leads to w'=b2w so, using (3) and (4) we
get the result z =2 corresponding to the usual quadratic
dispersion of this trivial case.”® For an antiferromagnet
(where the ¢; are alternately +1, —1, and it is appropri-
ate to work with N and N/b both odd to scale antifer-
romagnet into antiferromagnet), (8) leads to w'=bw and
hence the usual?® linear dispersion (z=1). For the spin
glass the occurrence of random variables ¢, in (9) means
that (8) should be understood as generating the scaling of
its distribution: the distribution starts bimodal, ¢, = %1
with equal probability, and after many scalings converges
to a Gaussian fixed-point shape with fixed width if
w— w'=Aw with A =b%2 Equivalently, the first-order
term in (9) can be considered in terms of the variable
2/50'¢r, which for large N has a Gaussian distribution
and characteristic (root mean square) size <N 12, again
leading to A =b 32 A further equivalent view is in terms
of Xf%0'¢ being like the end-to-end distance of a random
walk of N steps. Including higher-order terms in (9) (in
the required scaling regime of small w and large N) leads
to the same cigenvalues A. For ferro (F) and antiferro-
magnet (A4), the forms resulting from (9) for TrAy(w)
are, respectively, fr(W2w), f4(Nw), where the f’s are

T
different polynomials for the two cases: these forms mere-
ly provide an illustration of and check on the method; in
the case of the spin glass, a form fs(IV¥?w) is found for
any even moment of TrAy(w) (odd moments vanish).
Similar statement apply to the quantity

1 —

Trlp -
which determines the dynamics for chains with open ends,
confirming the insensitivity to boundary conditions.
Hence for the spin glass we obtain the scaling (3) with
A=b%2 and hence, using (4), the critical exponent has the
nontrivial value

z=3/2. (10)

This result is exact (unlike some scaling methods for ran-
dom problems even in one dimension) since under scaling
no correlations are generated between the transfer ma-
trices, originally considered independent. The result im-
plies that week ¥2 in the Heisenberg spin-glass chain at
T =0, in contradiction to the results of hydrodynamic
theories and of mean-field theory (linear dispersion) and
CPA-like generalizations [which allow for disorder fluc-
tuations but not the effects of self-similarity (£— 0)].
Hydrodynamic theory applies away from the transition
at finite £&. For, as the combination k& changes from large

AN(W)
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to small values, the dynamic scaling expression crosses
over from the critical form w«k? to the hydrodynamic
form (1), which needs the scaling function f(x) in (2) to
approach x (1=2) for small x. That implies that the veloci-
ty cin (1) behaves like

11)

and so, since z> 1, the velocity tends to zero (mode
softening) at the transition where & diverges. The results
of Halperin and Saslow? for the hydrodynamic regime
(k& <1) give

ca(p/x)\?, (12)

where p is the spin stiffness and ¥ is an adiabatic isotropic
spin-glass susceptibility. Since in the spin-glass chain in
an equilibrium state at 7 =0 all the spins are up or down,
Z in this case refers to a transverse susceptibility (i.e., gen-
erated by “torque free” fields which couple to the trans-
verse components of the spins and depend on whether
¢i =+ 1). Then critical behavior can be written

ZOC§’/V, por.g—’/" (13)

Cﬂig(l_Z),

(using a common notation involving exponents z,t,v for
temperature dependences of Z,p,£). Comparison with
(11) gives the following relationship between dynamic and
static exponents:

z=1+@G+17)/2v. (14)

A scaling calculation of the static exponents hence gives
an alternative way of obtaining z, and a check on the re-
sult (10). This calculation is simplified by the fact that
the Mattis transformation S,— p,=¢,S, removes all
disorder effects from p and allows gradient expansions,
which gives

pxJa @4 (15)

so the spin stiffness has the same scaling as the conductivi-
ty2* =32 of the uniform system (i.e., t/v=0 for d =1). The
scaling of  is less trivial because it still depends on the
disorder because of the nature of the fields which generate
it. The generating field &, at site n occurs in the Hamil-
tonian through a term hnSat =hauntn; hy takes different
values for up and down spins (¢, = =+ 1) and is such that
the net torque on the system vanishes (i.e., Xnhq¢, is
zero). To linear order in the A,, the transverse spin com-
ponent 8,=[u,(h,) —1,(0)1/S generated at site n is
given by

2 (&—8))=cohili,
(NNlofi)

where co=gus/JS?* and NN is the nearest neighbor. The
required transverse spin-glass susceptibility is

1 1
x-(ngSZ/a) [ﬁg&,{"]/ [N;hn] . amn

(16)

For the chain, (16) is a second-order difference equation,
which can be solved by writing it as first-order difference
equation for §; — §;— and then iterating. Inserting the re-
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sulting solution,

n k—1
Sn=—co X X hjg;,
K=1/=1
into the numerator of (17) gives the susceptibility, which
depends on the configuration of the {;’s. The NV depen-
dences in (17), which alone provide the scaling of X since
Ja is again a scaling invariant, are as follows. For the spin
glass (¢, = 1), numerator and denominator of (17) are
random variables. The numerator is a symmetrically dis-
tributed random variable with root-mean-square value
proportional to &V, while the denominator has mean value
of order N° Hence under dilation by b, where
N— N'=N/b, the length scaling exponent of ¥ is 7/v=1.
Inserting (with ¢/v=0) into (14) gives again z = 3, which
provides an alternative derivation of the result (10) via
static scaling alone.

A check on the scaling of ¥ is provided by the antifer-
romagnet. Here ¢, =(—1)" so, taking N and N' odd
yields X< N 0. hence v =0, which leads via (14) to the usu-
al linear dispersion (z =1).

It has been shown that the Heisenberg spin-glass chain
at zero temperature does not have the linear dispersion
(z=1) of hydrodynamic theory, as usually assumed [or
arrived at via for example perturbative expansions to all
orders from mean-field (virtual-crystal) behavior]l. The
reason is that the zero-temperature spin-glass chain is at
its critical (“freezing”) temperature, and so it has intrin-
sic dynamic critical behavior (with dynamic exponent -
z=1%). Similar critical dynamic behavior has to be ex-
pected in zero-temperature vector spin glasses in two and
three dimensions: while these systems also have frustra-
tion effects, they again have Ty =0 and therefore will ex-
hibit critical dynamics (we«k?, z > 1) rather than hydro-
dynamics at zero temperature. Our discussion of the
crossover has assumed the validity of the dynamic scaling
hypothesis (2). The assumption can in principle be
checked by generalizing the treatment to finite (low) tem-
peratures, where the length & over which u,’s remain
correlated (same sign) becomes finite. That leads to &
competing with N in the scaling discussions above with
the result that & appears as a characteristic controlling
length, as expected in (2). Note that no activated dynam-
ics is being considered, which might lead to a breakdown
of dynamic scaling, as has been found near zero-
temperature fixed points in random Ising systems. 23373
The interpretation of the “dynamic” length 1/k appearing
in (2), etc., has not so far been mentioned. This is merely
the dynamic length to be associated with frequency w.
For extended states this is usually a wavelength, but in the
present case, where all states are expected to be local-
ized, ¢ it is the dependence of the frequency on inverse lo-
calization length which is characterized by the dynamic
exponent. Further details of this work will be published
elsewhere,?° and extensions in progress as planned include
numerical comparisons and treatments of simple higher-
dimensional models.
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