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CFitical dynamics of metallic spin glasses
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We have measured the ac nonlinear susceptibilities X3, X5, and X7 of very dilute AgMn spin
glasses above and below the transition temperature Tg as a function of frequency, temperature,
and magnetic field. In the static limit, these quantities display well-defined critical singularities at
T~ and imply a divergence of the spin-glass correlation length. The nonlinear susceptibilities can
be fitted above Tg to powers of frequency with weakly temperature-dependent exponents. While
the effective exponents satisfy the relations imposed by static and dynamic scaling, the observed
temperature and frequency roundings suggest that the spin-glass correlation length does not actu-
ally become infinite and is cut off' at a length scale of 2000 k Activated behavior in the vicinity
of Tg with a logarithmic dynamic scaling also accounts for the measured dynamical nonlinear sus-
ceptibilities. The measured critical exponents (P 0.9, y 2.3, b' 3.3, v 1.3, z 5.4) are not
mean field, and differ from the exponents obtained by Monte Carlo simulation of short-range Is-
ing systems.

I. INTRODUCTION

In metallic spin glasses, transition-metal impurities
such as Mn are diluted in a noble metal such as Cu or Ag.
Their magnetic interaction which is mediated by conduc-
tion electrons oscillates rapidly [cos(2kFR)] as a function
of their separation R. Since the impurities are randomly
distributed through the host lattice, their effective ex-
change interaction is random. At the simplest level this
interaction is described by the Ruderman-Kittel-Kasuya-
Yosida (RKKY) interaction ' which falls off as 1/R 3. The
effective interaction between the Mn (S —, ) impurities
is then described by a Heisenberg Hamiltonian with ran-
dom exchange.

The dependence of the susceptibility of these alloys with
temperature exhibits a sharp cusp (Fig. 1) at a tempera-
ture Tg, which has been associated in previous studies, ei-
ther with a gradual freezing of the spins or a genuine
phase transition. This question cannot easily be resolved

by theoretical considerations2 since Heisenberg spin
glasses are believed to be either below or at their lower
critical dimension in d 3 (d is the space dimension). 3

This has been confirmed by Monte Carlo studies of isotro-
pic RKKY spin glasses in d 3, which have failed, in the
absence of anisotropic interactions, to observe any phase
transition at a nonzero temperature. These arguments
suggest that the existence of a phase transition in Heisen-
berg systems may be very sensitive to the range of interac-
tion or to the presence of weaker anisotropic forces. In
d 3, the 1/R decay of the RKKY law produces a
"volume invariant" interaction, which has been argued to
lead to a marginal critical behavior. Also, Monte Carlo
simulations of Heisenberg systems have shown that the
addition of dipolar (anisotropic) interactions was
sufficient to give a phase transition at a nonzero tempera-
ture. In analogy with ferromagnets, it has been argued
that anisotropic forces can lead to an Ising-like behavior
"close enough" to Tz. 6 At present, Monte Carlo simula-
tions and mean-fields theoriess can definitively conclude
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FIG. 1. Frequency dependence of Xl above and below T~.
Below T~, the decrease of Xl is nearly logarithmic at frequencies
above 10 Hz.

that short- and long-range Ising systems have a thermo-
dynamic phase transition. They are not sufficient to say
with certainty whether (i) Heisenberg spin glasses have a
phase transition, (ii) what amount of anisotropy is neces-
sary to produce an Ising behavior, (iii) how can critical
universality classes of spin glasses be defined.

In light of this discussion, it is important to characterize
as accurately as possible the interaction between impuri-
ties in metallic spin glasses. First, we note that the spin
coupling between the local Mn moinents and the
conduction-electron spins occur by s-d exchange with the
d electrons of the local moments. The 1/R3 decay of the
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RKKY interaction is obtained within the free-electron
model by taking the s-d mixing as a zero-range contact
interaction. In reality, this coupling is extended over the
ionic potential. This introduces a preasymptotic deviation
from the I/8 law, which is anisotropic and reflects the
shape of the Fermi surface. According to a recent calcu-
lation the asymptotic regime is reached at distances of the
order of 60 A in CuMn and 35 A in AgMn. ' In alloys
with concentration of magnetic impurities larger than
10 4, the average distance between local moments always
falls within this range and the deviations from the simple
RKKY behavior are relevant. " In addition, manganese
impurities are known to "anticluster" (i.e., to preferential-
ly locate as second neighbors where they interact fer-
romagnetically rather than first where they are antiferro-
magnetic). ' This short-range atomic order can bias the
distribution of exchange as can be inferred from the ratio
of the Curie-Weiss temperature e to Ts. As shown in Fig.
2, '~ this ratio becomes small and slightly negative for Mn
concentrations below 1 at. %, indicating a good balance
between ferromagnetic and antiferromagnetic interac-
tions. A short-range (-4 lattice constants) magnetic os-
cillation in the spin density with a wave vector -2kF has
also been observed in neutron scattering experiments. '4

Since there is local atomic order and since the RKKY in-
teraction introduces an anisotropic modulation of the elec-
tronic spin density at wave vector 2kF, this short-range
magnetic order may be incidental to the atomic short-
range order, but other views exist in the literature. ' In
any event, the existence of short-range order is not expect-
ed to affect significantly the spin-glass state as long as a
spin-glass correlation can develop on much longer length
scales. The main thrust of this paper is to demonstrate
that this is indeed the case. On general grounds, the
asymptotic I/R~ behavior of the RKKY interaction will
determine the critical regime when the correlation length
becomes sufficiently large.

Experimental evidences for anisotropies in metallic spin
glasses have been observed in torque (Ref. 16), NMR
(Ref. 17), and ESR (Ref. 18) experiments. They arise
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FIG. 2. Plot of the ratio of the Curie-Weiss temperature e to
T~ as a function of Mn concentration. The data are taken from
Ref. 13.

from the spin-orbit coupling of the conduction electrons
with the magnetic impurities, giving rise to a random an-
isotropy (no preferred axis) well described by the
Dzyaloshinskii-Moriya Hamiltonian' D;,'S;XS~, where
the D;~ are random variables with variance D. The magni-
tude of D is known from ESR measurements to be
3.6X10 (CuMn) and 9.5X10 (AgMn) times smaller
than the exchange. Some experimental studies of the non-
linear susceptibilities of metallic spin glass with gold dop-
ing (which alters the anisotropy constant D and to a lesser
extent the exchange J) have made the relevance of anisot-
ropy forces to the critical behavior plausible. 20 Since
these studies were carried out far from Tg and with rather
large fields, their conclusions remain uncertain.

The signature of a phase transition is a singularity of
the free energy. For spin glasses, this singularity should
be manifest in the divergence of the nonlinear susceptibili-
ty ZsG 8 M/8H'. ' The nonlinear susceptibility XsG is,
in fact, related to 82q/BH2 where q [(S;)21,„ is the
spin-glass order parameter (q is the variance of the local
magnetization). We note the analogy with ferromagnets
(where the order parameter is the magnetization), for
which the susceptibility Z 8M/8H diverges at the Curie
temperature.

Since the experimental evidence for a phase transition
is based on the observation of this divergence, we question
to what extent it is unique to spin glasses. In an antifer-
romagnet, there is an exact cancellation of the molecular
field at each site, and consequently an external magnetic
field cannot couple to the magnetization. However, if di-
luted, this argument does not hold and a nonlinear magne-
tization appears in an external field. It is known that this
nonlinear susceptibility also diverges at the Neel tempera-
ture. Since antiferromagnetic tendencies are known to ex-
ist below I at. % Mn concentration, the interpretation of a
divergent nonlinear susceptibility at Tg in terms of
genuine spin-glass transition requires more care. We can
first rely on Monte Carlo simulation of dilute antifer-
romagnets to argue that the critical exponent associated
with this divergence must be quite small, since the in-
crease of Xi appears to be weak. In fact, we argue~' in
Sec. IV that the critical exponent for the divergence of Xi
should be yAF

—
2PAF in a dilute antiferromagnet, where

PAF and yAF are, respectively, the critical exponents of the
staggered magnetization and susceptibility of the pure
system. In the Ising case, it is approximately 0.6.

To explore the behavior of spin glasses in the vicinity of
Ts, experiments have to be able to isolate any static criti-
cal properties from dynamical effects. Since there is now

good evidence that the relaxation times become very long
in the spin-glass phase, the only way to know how far the
system is from static equilibrium is to perform a dynami-
cal study at ultralow frequencies and see whether the sys-
tem reaches a static limit as the frequency is lowered.

We have carried out very systematically such a study on
the linear and the nonlinear susceptibilities. 2 This study
shows unambiguously the following. (i) A divergence of
the spin-glass correlation length as T Tg, which is
characteristic of a phase transition. (ii) Power-law diver-
gences of all the nonlinear susceptibilities with reduced
temperature [i (T —Ts)/Ts] consistent with the static
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scaling hypothesis; however, some temperature and fre-
quency rounding of the divergences suggest that the spin-
glass correlation length does not actually become infinite
but is cutoff at a length scale of order 0.2 pm. (iii) The
dynamics in the vicinity of the transition can be as well
described within the dynamic scaling hypothesis, which
implies critical slowing down as with a logarithmic scaling
that implies activated dynamics close to Ts. (iv) Values
of the critical exponents that differ from the value ob-
tained in mean field and in the short-range Ising model.

This discrepancy between the critical exponents mea-
sured in metallic spin glasses and in numerical simulations
of short-range Ising systems can be interpreted in several
ways. The most obvious interpretation is that RKKY me-
tallic spin glasses do not belong to the same critical
universality class as short-range Ising systems. The range
of interaction or the weakly Heisenberg character can give
rise to a crossover region that would account for the data.
Another alternative is that the concept of critical univer-
sality classes developed for pure and dilute systems are not
applicable to random magnets. It has been conjuctured2s
that the entire distribution of random exchange constants
(which is altered by dilution) should be used to define
universality instead of the variance alone. This issue has
been addressed in numerical simulation. ~s The results are
roughly consistent with the Harris criterion (i.e., the dis-
tribution of exchange constants is not relevant as long as
a, the critical exponent for the specific heat, is negative)
although the statistics remain poor. The identification of
the universality class of the spin glasses remains therefore
largely unresolved both experimentally and theoretically.

The paper is organized as follows. In Sec. II we show
that some knowledge of the higher-order correlation func-
tions can be extracted from nonlinear susceptibilities.
This result is relevant to spin glasses, since there are no
direct experimental methods to measure the spin-glass or-
der parameter and its associated correlation functions.
The experimental techniques used to extract the various
nonlinear susceptibilities are described in Sec. III. The
static limit is analyzed in Sec. IV, testing the scaling hy-
pothesis. The data obtained in a magnetic field are also
presented. The dynamical measurements are analyzed in
Sec. V for linear and nonlinear processes in the framework
of dynamical scaling as well as logarithmic scaling. Sec-
tion VI deals with some of the observation below Tg, and
we close the paper by discussing the implications of this
study.

II. SUSCEPTIBILITIES AND CORRELATION
FUNCTIONS

The presence of 11 harmonics in the Fourier transform
of the magnetization response (Fig. 3) indicates the
growth of multispin spin-glass correlation functions. It
is known that the correlation function Cq (r, t )
-(q(r, t)q(0)) of the spin-glass order parameter can be
related to four-spin correlation functions. For most issues
associated with the spin-glass state, a knowledge of the
correlation length g on which Cq(r, t) decays is essentiaL
Since there are no direct ways to measure g, valuable in-
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FIG. 3. (a) Fourier-transform spectrum of the magnetization
response to a 0.1-Hz field at T~. The intensity of the fundamen-
tal measures the linear susceptibility minus the fixed signal sub-
tracted via the center tap of the modulation coil. The resultant
amplitude is about —5&10 of the linear susceptibility. The
magnified signal in the upper trace shows the fifth, seventh,
ninth, and eleventh harmonics. (b) With a static field of 10 6,
even harmonics are also observed.

formation can be gained from the experimentally accessi-
ble nonlinear susceptibilities. Indeed X3 is also related to
four-spin correlation functions and is expected to be close-
ly related to Cq. There are two ways to infer the value of
( from measurements of X3. The first one relies on the ex-
perimental validity of scaling (see Sec. IV) for singular
thermodynamic quantities such as X3, in the vicinity of the
transition temperature Tg. With this hypothesis, ( scale
close to Tg as

y/y
H (1)

lp Xi Ts

where y and v are, respectively, the critical exponent for
the tlonlinear susceptibility and the correlation length. In
Eq. (1), lp is the average distance between spins while H is
the strength of the external field in temperature units.
These factors are introduced so the critical amplitude x is
close to unity.

Another way to relate C» to X3 is based on the extension
of the fluctuation-dissipation theorem to nonlinear
response and does not rely on scaling. It has been shown
recently that a lower bound on the spectrum of higher-
order equilibrium fluctuation can be set with the imagi-
nary part of X3. Specifically,
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Imtl3(t0, 0,~)+X3(t0,0, —to)] ~ (pro)'i8&S(co)S( —to)S(to)S( —a))), ,

where ( ), is the connected part of the correlation func-
tion. The implication of this result to our work is that it is
possible to interpret a divergence of X3' directly in terms of
a divergence of the spin-glass correlation length (, without
relying on any scaling relations. This may prove to be
essential for studies of the spin-glass phase.

III. EXPERIMENTAL PROCEDURES

All measurement were made by superconducting quan-
tum interference device (SQUID) magnetometry. The
gradiorneter developed for this experiment allows the
sweeping of large fields (up to 100 G) at fast rates (~ 1

Kg/sec), making this instrument ideal for nonlinear
dynamical studies. The flux transformer (see Fig. 4) con-
sists of an astatic pair (2 x 7 turns) 9 mm in diameter
wound on a thin quartz tube. Its total inductance (l.-1.6
ttH) matches the inductance (-2 pH) of the input coil of
the SHE model No. 330X SQUID probe giving a flux
transformation ratio of —~ between the sample coil and
the SQUID. The sample is mounted on a sapphire rod 8
mm in diameter and 1.5 cm long, mounted on a copper
slug providing the thermal anchoring to a 3He cryostat
and a top loading system to interchange samples rapidly.
The uniqueness of this instrument comes from the modu-
lation coil producing the swept magnetic field. It is made
of 90 turns of Nb-Ti superconducting wire 0.125 mm in
diameter wound on a quartz tube 1.2 cm in diameter. It is
accurately centered around the astatic pair and has in the
middle a center tap through which a small current can be
added to the main driving current. Its purpose is twofold:
it enables compensation for the imperfect balance of the
astatic pair (about one part in 200) and subtraction of a
constant term from the signal. In this way, the contribu-
tion coming from the linear susceptibility of the sample

I

l

can be eliminated. However, contributions arising from
eddy currents in the sample which are at low frequencies
in quadrature with the driving magnetic 6eld cannot be
compensated for. Since the instrument is phase sensitive,
the eddy currents only distort the measurement of X" and
X3'. We found it necessary to have very-low-resistance
( (0.3 0) copper and superconducting leads to drive the
modulation coils to eliminate spurious nonlinearities asso-
ciated with nonlinear resistance. For fields below 5 G, we
used as a current source an Hewlett-Packard (HP) model
No. 3325 synthesizer with a very stable 50 0 resistance in
series. Later on, the synthesizer output was amplified
with a high-current operational amplifier (supplied with
large Ni-Cd batteries) to produce larger fields. The su-
perconducting shields used in this experiment were either
open cylinders (Nb or Sn were used) to trap a static mag-
netic field (up to 1.2 kG) or closed cylinders to expel the
earth's magnetic field. The output of the SQUID is syn-
chronously digitized by an HP voltmeter during an integer
number of cycles (typically 20), and the Fourier trans-
form with typically 1024 or 4086 points is computed by a
micro-Vax minicomputer. The real part of the transform
gives the in-phase response (~x', X3, . . . ) of the magneti-
zation (Fig. 3), while the imaginary part gives the out-of-
phase response (~x", X3'). Above Tg and in absence of
magnetic field, this nonlinear response

M(n, t) -+8kcos(knt)+8k slil(knt)

contains only odd harmonics. The amplitudes 8k contain
contributions from all susceptibilities X~ with p» k. At
the spin-glass temperature, all the nonlinear susceptibili-
ties are divergent and X5 diverges faster than Xi. It is
therefore important to account for the reaction of all the
measurable higher-order processes on the lower-order
ones. Specifically, it is straightforward for the general
theory of nonlinear processes to evaluate

8I -XI(0)h+ [x3(0,20, 0)+2xi(0,0,0)]
4

+~4xs{0 0, 0,0 0)+2xs{00 0 20 0)+2xs(0 20 0 0 0)
5

+X5(n, 2n, 0,2n, 0)+xs(0,20,30,20, n)] +
1

83 X3(30,20, 0 ) + [15(30,20,30,20, 0)+X5(30,40,3 0,20, 0 )
4

+2X5(30,20, 0,0, 0)+X5(30,20, n, 20, 0)] +
16

(3a)

(3b)

+ 0 ~ ~85 X5(50,40,3 0,20, 0 ) (3c)

The measurement of all the harmonic amplitudes 8k gives a measurement of the susceptibilities in two limits: (a) if
XIh »X3h »X5h the back reaction is negligible and each harmonics measures the susceptibility of the same order; (b)
in the static (0 0) limit, where the linear system (3) simplifies to

8I xih+ 4 x3h'+ s x5h'+ ~ x7h'+ .

83 4 Xih + ,'~ X5h + ~ X7h +

85 —,', xsh + —,', X7h7+, 87 g'X7h7+

(4)
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the absence of dc field, the back reaction can be made
sufficiently small so that the dynamic susceptibilities can
be obtained with Eq. (3). In a dc magnetic field, the back
reaction requires the solution of the linear system Eq. (5)
truncated to the highest measurable harmonic.

IV. STATIC LIMIT

A. Critical behavior in zero field
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FIG. 4. Schematic diagram of the susceptometer: (a) AgMn
sample; (b) sapphire rod; (c) astatic pair mounted on a thin

quartz tube (not shown); (d) Nb-Ti modulation coil producing
the ac magnetic fields; (e) center tap used to balance the suscep-
tometer and to cancel part of the linear susceptibility; (f) super-
conducting shield; (g) low-temperature Hall probe used to mon-

itor dc magnetic fields.

To analyze a critical behavior requires a precise deter-
mination of a transition temperature. Tg has been deter-
mined in two ways: (a) as the peak of the linear suscepti-
bility as a function of temperature (Fig. 1) at the lowest
frequency (10 i Hz) giving values of Ts 2.945 K for
the 0.5 at. % AgMn sample and Ts 1.225 K for the 0.2
at. % sample; and (b) as the peak of the nonlinear suscep-
tibility with temperature shown in Fig. 5 at a frequency of
3 &10 Hz leading to values of Ts of 2.940 and 1.220 for
the 0.5 and 0.2 at. /o samples, respectively. These num-
bers are essentially identical and close to the value ob-
tained in the scaling analysis described below, where Ts is
a fitting parameter. It remains true that all the methods
used can only overestimate Ts, leading to an underesti-
mate of the exponent y. From Fig. 5, the nonlinear sus-

ceptibility increases by 2 orders of magnitude close to Tg,
and its asymmetry with respect to Ts is presumably asso-
ciated with the strong dynamical effects in the spin-glass
phase. The frequency dependence of the nonlinear sus-
ceptibility Zq above Tg is shown in Fig. 6. It is, at all tem-
peratures, constant below 10 2 Hz. We therefore take
these values as the static limit of the nonlinear susceptibil-
ity.

We first analyze this data in terms of the scaling hy-

and its solution fully accounts for the back reaction. In
absence of dc magnetic field, it is not difficult to keep the
ac field sufficiently small so that the back reaction is negli-
gible, mainly because the divergence of the nonlinear sus-
ceptibilities is cut off at i & 10 2 (Sec. IV). In the pres-
ence of a dc magnetic field the magnetization response
contains even and odd terms as a result of interference be-
tween the dc and ac components of the magnetic field, and
the nonlinear susceptibilities can be reliably measured
only in the static limit, since the back reaction is impor-
tant. In the limit where H » h, the harmonic amplitudes
Ok are approximately given by

x
I

12—

Oi (Zi+3Z3H +5Z5H +7Z7H + )h,

Hp(2Zi+5ZSH + ", Z7H + )—Hh

( 4 Z3+ 2 ZSH + ", Z7H + )h ~, —
84 g (Z5+7Z7H + )Hh4,

85 i'g (Zs+21Z7H + )h5.

(5)

To summarize, the Fourier transform of the magnetiza-
tion response gives a measurement of the harmonic ampli-
«des ek, with the exception of Oi from which a constant
has been subtracted by the gradiometer compensation. In
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FIG. 5. Temperature dependence of the nonlinear suscepti-
bility X3 across the spin-glass transition at a frequency of 10
Hz. Note the asymmetry above and below Tg.



4968 LAURENT P. LEVY

Ill I I I I f1111 I I I f11111 I I I 111111 I I I I tiff 1 I I

101—

a 10oCO

IO

I

1O-" .—
II) f

I I I I I Ill I I I I IIIII I I I I I fill

10 ~ 10 ~ 100
FREQ (HL)

o.ooe
0.015

0.025

0.036

o.ose

0.092

I I I I IIIII I I I

101

&0o—

10-2
(T-Tz) r Tz

1O-"

FIG. 6. Frequency dependence of ez- —Xfh /4 above Ts for
several reduced temperatures. The slope close to Tg and above
10 Hz is —y/(zv). The dashed-dotted line qualitatively
shows the shift of Og as a function of s expected from dynamic
scaling.

FIG. 7. Temperature dependence of —X3 above Tg measured
at 10 z Hz in static fields of 0 (open circles) and 90 G (solid
circles) as a function of reduced temperature r. The same slope
( —y) indicates that the divergence of XI in dc fields less than
100 G remains well described by the same exponent y 2.3 as in

zero field.

pothesis which has been successfully applied to the Monte
Carlo studies of Ising spin glasses. f It states that any field
or temperature deviations away from the critical point
should have the same effect on a singular thermodynamic
quantity when measured on comparable scales. This as-
sumption implies that the nonlinear susceptibility
M/H —Xf, which is expected to be singular at a spin-glass
transition, should be expressible in terms of a function of a
single variable,

M -X,-.If(h'/. &) (6)

where h H/Ts is the scaled magnetic field, P is the ex-
ponent governing the growth of the order parameter q
below Ts, while fI is the scaling exponent. To relate this
quantity to the susceptibilities Z3, X5, . . . experimentally
accessible, we perform a high-temperature expansion off
and identify the nonlinear susceptibilities X3, Xs, and X7 as
the coefftcient of h, h, and h in the series expansion.
Defining y as the power governing the divergence of X3
with reduced temperature, we have 1) p+ y and

) X3 ) X5 , X7
X3 q X5 2 +pj X7 3 +2~ e

Ty Sy

The critical amplitudes x3, x5, . . . are nonuniversal con-
stants expected to be of the order of Xl as in ferromagnets.
The data shown in Fig. 7 show a power-law divergence of
Z3 for va1ues of reduced temperature between 10 and
10 '. For values of z below 10,we observe a rounding
of the transition which will be discussed below. The deter-
mination of y has been made with a one- (y) and a two-
(y and Tz) parameter fit of the data shown in Fig. 7, with
values of r in the range [10,10 'l to avoid underesti-

mates of y associated with the rounding of the transition.
We find, respectively, y 2.1+ O. l with a one-parameter
fit and y 2.3+ 0.15 with Tz 2.935 K with a two-
parameter fit. The exponent y for the 0.2 at. % sample is
found with the same procedure to be y 2.3 ~0.2. Since
this method provides absolute measurements, we are also
able to estimate the critical amplitude to be x3-0.4XI,
suggesting that all the spins contribute to the critical ffuc-
tuations. The most stringent test of the scaling assump-
tion (6) can be made without the precise knowledge of Ts:
from Eq. (7), X~/X3 and X7/X5 scale as r "+I' or alterna-
tively as X3'+ " . The plots of X5/X3 and X7/X5 vs X3 shown
in Fig. 8 are two parallel lines with a slope of 1.45 ~ 0.1,
as predicted by the scaling assumption. From this slope,
we infer the value of P 0.9 ~0.2. This test of scaling is
satisfied at all temperatures, even where the rounding
effects take over. This observation suggests that all quan-
tities are related according to the scaling relations, al-
though they do not actually become infinite. This is the
first indication that the correlation length g does not be-
come infinite, but saturates at a finite value g, . An esti-
mate of („can be made, assuming that at the temperature
r, where rounding starts to take place, ( still scales as

xlor ", where lo is the average distance between im-
purities and x is the critical amplitude. For the 0.5 at. %
sample, lo 5.8 A, s while x is of order unity in Monte
Carlo simulation of Ising spin glasses. 7 From the diver-
gence of the nonlinear susceptibilities, we conclude that
the spin-glass correlation length g is the only relevant
length scale until g g„ is of the order of 0.2 pm, where it
presumably levels off. At this point, the correlation
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FIG. 8. Plot of the susceptibility ratios —X5/X3 (open circles)
and —Z7/X5 (solid circles) as a function of —X3. The slope is

I+P/y. The rounding of the transition is not observed, indicat-

ing that the scaling relations are satisfied even when rounding
takes place.

volume contains 10s spins. The exponent b may be ob-
tained from the scaling relation 8 1+y/p 3.3~0.2.
Similarly, the hyperscaling relation dv y+2p leads to a
value v 1.3+ 0.2 for the exponent governing the diver-
gence of the correlation length. It appears unlikely that
the precision in the determination of the exponents can be
improved in the future: scaling holds only in the vicinity
of Ts (say r (0.15), while rounding effects limit in a fun-
damental way how close to Ts one can get. Thus, spin-
glass critical behavior is only observable over one decade
of reduced temperature.

The values of the exponents measured here are in good
agreement with two other experiments done in similar
conditions. 29 It differs from earlier measurements made
far from Ts and with larger fields. 3o

Some comments on these rounding effects are in order:
dynamical effects will round up the transition as the sys-
tems falls out of equilibrium. As will be discussed in the
next section, the observed rounding is consistent with this
picture. Inhomogeneities in the sample will also broaden
the transition. Simple models assuming smooth variation
of the impurity concentration are not consistent with the
transition width as determined by the linear susceptibility
and the observed critical amplitude. (A critical amplitude
of order unity implies that all the spins contribute to the
divergent quantities). In ferromagnets, such simple mod-
els also fail to account properly for the transition width
which arises from inhomogeneities and defects, so their
applicability to disordered systems is questionable.

We now examine the possibility of a zero-temperature
transition. At the lower critical dimension the nonlinear
susceptibility should scale as exp(J /T ). ' The plot of X3
shown in Fig. 9 as a function of (Ts/T) shows some

(T&T& )~

FIG. 9. Plot of —X3 as a function of (Ts/T) . The dashed-

dotted line is the result expected for a zero-temperature transi-

tion.

significant deviation from this scaling law and the best fit
corresponds to J-STs, a value unphysically high. With
this fit, the nonlinear magnetization in a field of 3 6 would
become equal to the linear magnetization 5% below T~
and would reach the value of the saturated magnetization
13% below Ts. Thus this exponential scaling transition
can safely be ruled out. We have also considered the scal-
ing function Z3ceT ".3 We find, as did earlier authors,
that our data are inconsistent with this scaling law and
can be ruled out. In conclusion, a zero-temperature tran-
sition cannot adequately account for our data.

The existence of a phase transition appears to be the
only consistent picture. As noted earlier, the dilute anti-
ferromagnet also has a singular nonlinear susceptibility.
We can estimate the critical exponent from the scaling
function for the susceptibility,

The scaling exponent p 2p, since I must scale as (hlhi)
below Ts, where the local field hi o:r& The scaling. func-
tion fgoes to zero linearly for small arguments, so there is
no singular contribution to the linear susceptibility. On
the other hand, the nonlinear susceptibility diverges as

y
—2p, which for the three-dimensional Ising model is of

the order of 0.6, an exponent four times smaller than the
one obtained for spin glasses. This leads to a nonlinear
susceptibility about 3 orders of magnitude smaller at

10 Tlv than for spin lasses, which is consistent with
Monte Carlo simulations. Such a small exponent is not
consistent with this measurement, and the interpretation
of the divergent nonlinear susceptibility in terms of anti-
ferromagnetic ordering appears problematic. Measure-
ments of the nonlinear susceptibility of dilute antifer-
romagnets would be helpful here.
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B. Behavior in a static field
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As noted earlier, there is even and odd harmonic
responses in a static field (Fig. 4). Also, the back reaction
of the higher-order nonlinear susceptibilities is so large
that the harmonic amplitude 82 changes sign as shown in
Fig. 10. The nonlinear susceptibilities can nevertheless be
measured with the procedure given in Sec. III. We find
that the maximum of X3 occurs at the same temperature
as in zero field. We stress here that the spin-glass suscep-
tibility Iso does not coincide with the nonlinear suscepti-
bility X3 8"F/80 (F is the free energy) in a field. 33

There are therefore no a priori reasons to identify the
maximum of Z3 with the transition temperature Ts in a
magnetic field. In particular, the absence of a shift with
field does not rule out the existence of a de Almeida-
Thouless transition line, since in mean-field theory the
maximum of Z3 occurs always at the same temperature,
while the transition temperature shifts down. The mea-
surements of Z3 (Fig. 7) also display a divergence with the
same power law (y 2.2+'0.2) as in zero field. This indi-
cates that dc fields below 100 6 do not significantly alter
the critical behavior which remains well described by the
exponents measured in zero field.

V. CRITICAL DYNAMICS

)0 2

0I-
I

1 I I I I IIIII I I I I I IIII I I I I IIIII I I I I I llll

10 ~ &0-~ q00
FREQUENCY (Hz)

FIG. 11. Frequency dependence of the transition temperature
Ts. Within dynamic scaling, the slope approaches l/(zv) at
high frequency.

A. Linear susceptibility

The frequency dependence of the linear susceptibility
was carried out at ultralow frequencies (Fig. 1). The shift
in Tg, plotted in Fig. 11, appears to saturate below 10
Hz as expected for a finite-temperature phase transition.
If the depression of Ts is interpreted within dynamic scal-

ing (bTz/Tg~o'/'"), 3 we find an effective exponent
zv-5.4 with considerable uncertainties. Such determina-
tion of the dynamical exponent is very unreliable com-
pared to the proper dynamic scaling analysis of singular
thermodynamic quantities given below. The uncertainties
in absolute calibration of ZI make it difficult to perform a
precise scaling analysis of bXI/EI in the vicinity of Tz. It is
on the other hand clear from the data below Tg that XI
scale with frequency as

X'(co) —Z'(co') -—[log t(I(co/co') ]"
with —1.5 & p & 1.5. A similar functional dependence
was predicted by Fisher and Huse using a description of
the low-temperature excitations of a spin glass with a
two-level droplet model. 35 Only negative values of the ex-
ponent p are meaningful in this picture.

0—

2.7
I

2.8
I

2.9
I

3.0
I

3.1 3.2

FIG. 10. Temperature dependence of Hq through the transi-
tion. The rapid sign change close to Tg is caused by the back re-
action of X7 and Xq onto 82.

S. Nonlinear susceptibility

We have seen that in sufficiently low ac field, the har-
monic amplitude 83 measures directly the nonlinear sus-
ceptibility X3(30,20, 0), since the back reaction is negli-
gible. We found the shift in the maximum of X3(T) with
frequency to be small, and the value of Ts determined
from the static limit (Sec. IV) will be assumed in our
analysis. As shown in Fig. 6, we find that close to Tg, this
quantity diverges as a power law of frequency, above
10 Hz. This suggests an analysis within the dynamic
scaling hypothesis, which was successfully applied to
Monte Carlo simulation of Ising systems. In this picture,
the relaxation time of the order parameter t ce r '" is the
only relevant time scale. It is then straightforward to
derive the scaling laws for the nonlinear susceptibilities X3



38 CRITICAL DYNAMICS OF METALLIC SPIN GLASSES 4971

and X5 as a function of temperature and frequency, 6
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FIG. 13. Logarithmic scaling plot of i"X3 as a function of
ln(Qts) z). The good collapse of the data on the single function

f shows that this form of activated dynamics fits the data well

with a small exponent q-0. 1.

12

Specifically, the relaxation time z follows a generalized
Volger-Fulcher law (z zp exp [a/(T —Tz) t] ). This
dynamical behavior is expected for random-field sys-
tems, 3s but its applicability to spin glasses remains at
present unclear. In this picture, the scaling ansatz

Z3 ( ~ "f(—1n(a)tp)/g ") (11)

describes the dynamic nonlinear susceptibility in the vicin-

ity of Tz. In Eq. (11), p and q are scaling exponents,
while tp is a microscopic relaxation time. Here, there is
also a thermodynamic phase transition at Tz with a diver-

gent correlation length g)ez ". Because of the large
number of adjustable parameters in Eq. (11) (p, q, and

zp), we have obtained the scaling function by biasing the
fit with p y measured in the static limit and tp 10
sec. This procedure makes the quality of the scaling
achieved in Fig. 13 more significant, since there is now

only one scaling exponent q adjusted to be -0.1. Clearly,
this experiment can very well be interpreted with a finite-
temperature transition at which the time scales diverge
according to a generalized Volger-Fulcher law. There
are, however, two difficulties. First, the small exponent q
suggests that the activation energy scales are very small.
Second, we expect that in the paramagnetic regime
X3' 0, implying that the scaling function shown in Fig.
13 should become exponential at large arguments. This
unphysical behavior suggests that logarithmic scaling can
only apply in the vicinity of the transition.

To conclude, it is almost impossible to distinguish dy-
namic scaling with an exponent z as large as 5.4 from an
activated behavior with an exponent q as small as 0.1. It
is again difficult to imagine that experiments will ever be
able to distinguish between the two scaling laws.
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As T Tz, the slopes logtp(l3)/log)p(Q) and log)p(Xs)/
log)p(Q) should therefore approach —y/zv and—(2y+P)/zv, respectively. At frequencies greater than
10 2 Hz and close to Tz, their measured values (Fig. 6)
0.30+ 0.02 and 0.69~0.07 give the same value of the
effective exponent zv 7~0.6. This is consistent with a
unique relaxation time, in agreement with dynamic scal-
ing. As long as ( & g„, the relaxation time of a correlated
region of size g is of order Qt '-tp(g/lp)', where tp is a
microscopic relaxation time of the order of 10 "—' sec.
Since frequencies below Qt probe length scales greater
than g, the nonlinear susceptibilities should level off when
0 & Qt. This behavior is qualitatively observed in Fig. 6
at reduced temperature greater than 0.04. Although this
value is greater than z„ the reduced temperature at which
the static nonlinear susceptibility stops growing, it is con-
sistent with a large correlation volume (10s-109 spins).
For z & 0.04, there are real deviations from scaling which
cannot be absorbed in the dynamic scaling function g
shown in Fig. 12, unlike the change in slope of the
frequency-dependent nonlinear susceptibilities shown in
Fig. 6. The significance of these deviations will have to be
assessed in further work.

We note here that the reduced temperature at which we
expect the system to fall out of equilibrium when probed
with a frequency of 3X10 Hz is z (Ot p)'~'"-I 2.
&10 2. This is remarkably close for the temperature at
which the transition is rounded. Nonequilibrium effects
provide therefore a consistent explanation of the observed
rounding of the phase transition.

We now consider the logarithmic scaling introduced by
Malozemoff and Pytte as an alternative to dynamic scal-
ing. 3 Logarithmic scaling laws imply activated dynamics
in the vicinity of the transition temperature Tz.

FIG. 12. All the measurements of X3 as a function of temper-
ature and frequency are gathered on this scaling plot of
—(Qto) "~'"X) as a function of t)t This curve . is a measure-
ment of the scaling function g [Eq. (8)I.

VI. BELOW T$

In the spin-glass phase, the time scales are long and it is
difficult to measure equilibrium quantities. In zero field,
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FIG. 14. (a) Temperature dependence of Z3 measured at
3&10 Hz below Tz. (b) Frequency dependence of Z3 just
below T~ for several reduced temperatures.

VII. DISCUSSION

We have described static and dynamic measurements of
the nonlinear susceptibilities in the vicinity of the spin-

the dynamics is so slow that we could not identify a static
limit at any frequency. In a static field of 90 6 and close
to Ts, time scales are significantly shorter and we
identified a quasistatic limit below 3x10 3 Hz (Fig. 14).
In this regime, we have attempted to determine the ex-
ponent y' fX&~[(Ts —T)lT&1 "I. From the data shown
in Fig. 14(a), we estimate that the effective exponent y' is
close to 2, which is consistent with scaling (y y'). The
slight curvature at larger values of r is presumably due to
dynamical effects.

The dynamics is summarized in Fig. 14(b). The pres-
ence of severe aging effects and drifts in the dynamics
make a quantitative analysis of this data more speculative.
Close to Ts, the fit to a power law 0 "gives the same
value A, -0.30+ 0.14 as above Ts. We have also con-
sidered logarithmic scaling [—1n(Oto) J ". With the as-
sumption that to is a microscopic time of order 10 " sec,
the exponent p is -0.65+ 0.25.

At a temperature of 0.3& Ts, we find that X3 is only a
few percent of its critical value, while the higher-order
susceptibilities X5 and Z7 are unmeasurable, indicating a
weak dynamic nonlinear susceptibility in the spin-glass
phase. This gives little support to the idea that the entire
spin-glass ~hase is critical as it has been argued in the
literature. 3

glass transition Ts of AgMn. They clearly demonstrate
the existence of a spin-glass-like phase transition at Ts
and rule out a homogeneous freezing of the spins.
Throughout the paper, we have interpreted the observed
divergence of the nonlinear susceptibilities as a divergence
of the spin-glass correlation length. We justify this inter-
pretation with (i) the existence of a generalized fluc-
tuation-dissipation theorem relating four-spin correlation
functions to the nonlinear susceptibility X3' (Sec. II), and
(ii) the scaling relation (7) for X3 in the vicinity of the
transition. The observed divergence of all the nonlinear
susceptibilities X3, X5, and X7 check the relations imposed
by static scaling. Since Eq. (6) is verified experimentally,
the only consistent picture is a divergent spin-glass corre-
lation length. A recent study of finite-size effect in spin
glasses4o has largely confirmed this interpretation with a
direct measurement of the spin-glass correlation length of
the order of 0.1 pm, compared to the value of 0.2 pm ob-
tained in this work.

The observed rounding of the phase transition can be
interpreted as the nonequilibrium response of the system
as the relaxation times exceed the period of the ac field.
Other interpretations (inhomogeneities) are difficult to
rule out, although we have indicated some inconsistencies
(critical amplitudes).

We have found the dynamics to be consistent with criti-
cal slowing down or with a weakly activated dynamic de-
scribe by a generalized Volger-Fulcher law.

The value of the critical exponent obtained in this study
and in Monte Carlo simulation of Ising spin glasses are
summarized in Table I. The value of p. is close to its
mean-field value indicating a stiff ordering, which con-
trasts very much with the soft ordering (p 0.5) observed
in simulation of short-range Ising systems. The difference
in the values of y (2.3 vs 2.9) is also significant, since they
are well measured by simulations and experiments. A first
interpretation of the discrepancy is that the RKKY spin
glasses do not belong to the same universality class as
short-range Ising systems. An alternative interpretation is
that the experiments on RKKY systems have been carried
out in a crossover region associated either with the range
of their interactions or their weakly Heisenberg character.
In favor of a crossover, we note that the measured ex-
ponents fall systematically between the mean-field value
and the Ising short-range value. Finally, a more radical
interpretation would dispute that universality classes in
random magnets can be identified with the value of the ex-
ponents, but should rather be defined with the probability
distribution of exchange constants between spins. Clearly,
it will take more simulations and more experimental stud-
ies to sort out interpretations as radically different as the
one we have outlined.

TABLE I. Value of the critical exponent obtained in this study and in Monte Carlo simulations of
Ising spin glasses.

This work
Simulations

1.9+' 0.3
1.9+' 0.3

0.9 ~ 0.2
0.5+ 0.1

2.3+ 0.2
2.9+ 0.1

3.3 + 0.3
6.8 +' 1.2

1.3 ~ 0.15
1.3 +' 0.1

5.3 +' 0.8
6.0 ~ 0.5
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