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Time-resolved recombination dynamics of photoionized hydrogenlike impurities
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The dynamics of recombination of photoionized shallow donors and free electrons is investigated
on a nanosecond time scale by monitoring the photoconductive decay of high-purity n-type InP
(p g 10 cm V ' s ') after pulsed far-infrared excitation. The effects of several parameters (temper-
ature, electric fields, doping concentration, and excitation intensity) on the recombination process
have been investigated, and models are proposed to explain the observed phenomena, taking into
account excited bound impurity states, impact ionization, and Auger processes.

I. INTRODUCTION

The shallow donor in many III-V semiconductors is
known to be a good analog of the hydrogen atom. This is
particularly true for GaAs and Inp, where the agreement
obtained between experimental determinations of energy
levels and predictions by hydrogenic theory is very
good. ' Very little is still known about the dynamical as-
pects of this system, such as impurity lifetimes and
recombination rates, although these quantities may play
an important role in many optical and transport measure-
ments, and may determine performance and properties of
(opto-) electronic devices. In this paper, a time-resolved
experimental study is presented of the recombination of
photoionized shallow donors in n-type InP. In particular
we have tried to establish the effects of parameters as
temperature, electric field, impurity, and free-electron
concentration on the recombination process. By a careful
analysis of these effects one can extract detailed informa-
tion on the mechanisms that play an important role in
the process.

Recombination occurs through capture of free elec-
trons in bound states (usually highly excited ones}, fol-
lows by a cascade down to the impurity ground state by
several possible mechanisms. The dominant process in
this energy relaxation is phonon emission. Other chan-
nels might be photon emission or Auger-type processes,
in which two free electrons interact at an ionized impuri-
ty, with one recombining to the center whilse the other
moves away with excess energy (see, e.g., Ref. 4). The
relative importance of these mechanisms is not fully
determined: The cross section for the radiative recom-
bination process has been shown to be too small to ac-
count for experimental results. Electrical pulse experi-
ments in Ge (Ref. 5) and Si (Ref. 6) indicate that the
Auger process might already be important at moderate
carrier concentrations. However, donors in these materi-
als, in contrast to the case for InP, do not behave in a

very hydrogenlike fashion which makes comparison with
theory diScult. Furthermore, in both earlier experi-
ments ' very large electric fields were used for generation
and probing of the recombining electron population and
it is therefore doubtful if it was in equilibrium. The evi-
dence for Auger recombination from such measurements
has also been disputed elsewhere. It has been suggested
earlier that Auger processes may also be important in
high-purity InP. Here we will present further, quantita-
tive support for this suggestion.

The technique used here to study the recombination is
monitoring the photoconductive decay after pulsed far-
infrared (FIR} optical excitation. This has some advan-
tages over the methods employed so far by other workers:
Using photon energies just above the ionization energy of
the impurities makes it possible to create a relatively cold
electron gas which is something that cannot be achieved
with electrical or short-wavelength excitation, where hot
electron effects introduce additional complications. In
contrast to saturation measurements, one does not have
to rely on models to deduce a lifetime, as one measures
directly and time-resolved the free-carrier concentration.

This paper is organized as follows: In Sec. II a theoret-
ical background is presented, which gives the temporal
behavior of the free-electron-ionized donor system under
several conditions. Section III gives the experimental de-
tails on the measurement technique used and the proper-
ties of the samples. In Sec. IV the measured dependences
of the recombination process on temperature, electric
field, free-carrier concentration, and impurity concentra-
tion are given and discussed. In the last part of Sec. IV,
evidence for Auger processes is presented and further
support for the simple analytic theory presented in Sec. II
is given,

II. THEORETICAI. BACKGROUND

The dynamical properties of a free-electron-ionized im-
purity system are most easily described with a rate-
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equation approach. We will first consider as an introduc-
tion the case where the impurity is considered to have
only one bound state. The generally accepted expression
is for n-type material at low temperatures

dn

dt
= Ar(ND —N„n—)+ Arn(ND N—„—n)

+ Ao(ND N„—n) —BT—n(N„+n )

Bin—(N„+n) Bon—(N„+n),
where n is the free-carrier concentration, ND is the donor
concentration, and N„ is the acceptor concentration.
The first three terms on the right-hand side represent
free-carrier generation due to thermal ( T), impact ioniza-
tion (I), and optical (0) processes, respectively, with the
corresponding transition-rate parameters. The last three
terms describe the free-electron-ionized donor recom-
bination due to phonon emission, Auger processes and
photon emission, respectively.

To a first approximation, the optical rates are much
too small to explain experimental observations and, at
very low temperatures and electric fields, thermal and im-
pact ionization are very unlikely processes. Furthermore,
it is often assumed that at impurity concentrations,
where one still expects hydrogenlike behavior of the indi-
vidual donor atoms (ND (10' cm for GaAs and InP),
the Auger process does not noticeably affect the recom-
bination. (Later it will be clear that these assumptions
are not always valid. ) Equation (1) is now reduced to

weakly dependent on the degree of photoionization of the
donors. Furthermore, the experimental conditions en-
sure that the electron gas is in approximate thermal equi-
librium with the lattice at the beginning of the measured
photosignal decay: Electrons are injected a few meV
above the conduction-band edge, and establish an
effective electron temperature T, within a few pi-
coseconds, ' which approaches the lattice temperature
within a cool-down period of 10—20 ns after injection, '

Since the choice of the pulse width (50 ns) and the ob-
served decay times imply that the impurity population
remains ionized for a longer period than the cool-down
time, the electron population is in near equilibrium with
the lattice prior to recombination. There are, therefore,
no changes due to the dependence of the mobility on T„
and it seems justified to ascribe any change in the conduc-
tivity during the recombination process entirely to a
change in carrier concentration.

In the treatment presented up to now, the presence of
many bound states for each impurity atom has not been
taken into account. Rather, the interactions of free elec-
trons with these states have been lumped into one param-
eter. It has, however, been shown that the higher bound
state can strongly affect the dynamical behavior of an im-
purity system. ' Equation (1) therefore has to be
modified in order to incorporate these states

n = g AT ND + g At;nND;+ g Ao ND;
I I

—QBz;n(N„+n)—QBt, n (N„+n)
n

dt
B~n (N„—+n) . —QBo;n(N„+n}, (5)

If one considers the recombination of a photocreated
free-electron-ionized donor system, with initial electron
concentration of no, one finds from Eq. (2)

n(t}=
BTN~ t(1+N„Ino }e —1

For the case no &&N„only, this can be approximated by

T An(t)=noe (4)

Thus by monitoring the decay of the free-electron con-
centration one can Gnd BTN„. This can be done by
measuring the conductivity as a function of time, under
the assumption that the electron mobility does not
change much during the decay process. The validity of
this assumption is not self-evident, as the major scatter-
ing mechanism at low temperatures is ionized impurity
scattering (for an extensive review on this subject, see
Ref. 10). It could therefore be argued that when a large
fraction of the donors is photoionized, the electron drift
mobility will be lower due to the larger concentration of
scattering centers. However, the photocreated electron
gas will strongly screen all ionized impurities thereby
enhancing the mobility. Using the Brooks-Herring for-
malism, "which takes both of these effects into account,
it is found that the calculated mobility values for the
samples used in this study (see Sec. III) are only very

where the summation runs over all bound states and ND;
represents the population of the ith bound donor state.
Some simplification can be obtained by noting that the
photon and phonon term are analogous in appearance
and that the phonon processes have a much higher prob-
ability than the corresponding photon processes which
may therefore be neglected. A further simplification can
be made by noting that, although the hydrogen atom has
infinitely many bound states, only a very small number of
these can be considered as bound in the case of a hydro-
genlike impurity in a semiconductor. It can be argued
that due to wave function overlap, only states with prin-
cipal quantum number up to 3 can be considered as local-
ized for n-InP with impurity concentrations of about
2& 10' cm . This is consistent with experiments using
Fourier-transform spectroscopy, where the highest tran-
sition observed on comparable material is 1s-3p.

In order to solve Eq. (5), one needs also to know how
the electrons are transferred between the bound states.
The dominant processes here are the ones involving ab-
sorption or emission of longitudinal acoustical phonons. '

One can write down a set of rate equations for the popu-
lations of these bound states and solve them consistently
with Eq. (5). Although this can be easily done numerical-
ly, there are too many unknown parameters in these
equations to make a meaningful comparison with experi-
mental results possible. Therefore, two different approxi-
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mative approaches were taken, an analytical one and a
numerical one, as described below.

Considering first the analytic approach, it turns out to
be possible to find a meaningful solution making the fol-
lowing approximations:

(1) The dominant free-carrier recombination process is
under phonon emission.

(2) The dominant free-carrier generation process dur-
ing decay is impact ionization.

(3) The transitions between bound states do not strong-
ly affect the free-carrier concentration.

n

dt
=a(E, t)n(Np —N„n) B—rn (—N„+n},

where

(6)

The first two solutions will hold at low temperatures and
low electric fields. This is not necessarily the case for the
third one but we will return to this later. The entire
problem has now been reduced to finding the solution of
the following differential equation:

tions of this simple analytic model will be compared with
experiments.

Unfortunately, the analytical procedure outlined above
cannot be simply used to model the population of bound
states or the effect of Auger processes. The approach
adopted for those cases was to solve a slightly simplified
set of rate equations for the conduction-band and bound-
state populations numerically. The assumption made
here is that the transitions of electrons into or out of
donor atoms happen only at the highest bound level. The
justification for this is that the interaction of a bound
state with the conduction band drops off as a high power
or as an exponential of the separation between them, for
phonon' and Auger processes, respectively. A further
reduction of the complexity is obtained by noting that
among the bound states with a given principal quantum
number, the s states (zero angular momentum) interact
most strongly with each other and with the conduction
band. ' Therefore only these states are retained in the
analysis, which reduces the set of equations to be solved
to

dn = ArN3, + AtnN3s Bz.n (Nq—+n)

ND;

ND —N~ —n

M

a(E,t): QA„f,—(E,t),

Btn (N„+—n),
dN3, dn + ~1s 2sN1s+ ~2s 3sN2sdt dt

—(W3, „+W3, 2)N3, ,
(9)

BrN„a(Np —N„)—
A=

no(Bz. +a) (8a)

and M is the number of states that can be considered as
bound. The fractional bound-state occupation f; will, in

general, be a function of time t and electric field E. How-
ever, as the decay sets in, the populations of all bound
states will start to increase at the expense of the free-
carrier concentration, so the fractional occupation of
each bound level (f; ) will not change much. It seems
therefore permissible to assume that a(E, t) does not
change significantly during the free-carrier decay. Fur-
ther support for this assumption will be presented below.
Equation (6) is then readily solvable for an electron con-
centration starting at no:

n(t}= B
(1+A )e' '—1

where

dN2,
$V1 2 N1 + lV3 2 N3dt

W2s~3s + W2s~]s }N2s

dN1s
=W2, „N2+W3, ] N3,dt

(W]2+W]3)N], ~

A z.N3s Bzn(N„+n )—— . (10)

The transition rates 8'; between the bound states un-
der phonon emission or phonon absorption can be easily
calculated following Brown and Rodriguez (Ref. 15). A
final reduction of the number of unknown parameters in
Eq. (9) can be obtained from the principle of detailed bal-
ance. ' This principle states that for a system in thermo-
dynamic equilibrium the rates of a given process and of
its reverse balance each other exactly. This results in

BrN„a(Np Ng )— —
B=

Bz-+a
(8b} and

AtnN3, =Btn (N„+n).
'=BrNq a(Np N~ ) . — — (8c)

We thus recover the same nonexponential temporal be-
havior as under neglect of impact ionization or the pres-
ence of many bound states [cf. Eq. (3}]. Both these effects
are, however, expected to show up both in the values one
finds for the decay time ~ and in its dependence on elec-
tric field and boundary conditions. In Sec. IV the predic-

With the approximations made above, the number of un-
determined parameters in the rate equations has been
limited to two (e.g. , Bt and Bz-). As the two processes
they represent are of different order in the carrier concen-
tration, it might be hoped to find them from a compar-
ison with experimental results. This wiH be pursued in
the last part of Sec. IV.
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III. EXPERIMENTAL DETAILS

IV. RESULTS AND DISCUSSION

Figure 1 shows a typical decay obtained for sample 1

with a curve fitted according to Eq. (7}. For comparison,
a simple exponential curve, as in Eq. (4) giving the closest
fit to the experimental data is also included and it is clear
that this fails to describe the result within the experimen-
tal uncertainty. The nonexponential shape of the data
curve is a direct consequence of the fact that no can be-
come larger than N~ under the condition of intense FIR
illumination realized here. The concentration of recom-
bination centers (i.e., ionized donors) may in consequence
vary significantly during the decay; this concentration
would be essentially constant if no was much smaller
than N~ and would be approximately equal to N„.

TABLE I. Sample properties.

Sample
8 (77 K)
(m /Vs)

12.3
11.4
13.3
9.2
7.6

10.4

ND
(10' cm )

3.1

4.2
3.9
9.4
9.7
4.4

(10' cm ')

1.9
2.0
0.2
0.8
6.0
3.6

As was argued above, it is possible to determine the
recombination of a free-electron gas resulting from the
photoionization of shallow impurities by simply monitor-
ing the conductivity. The samples studied here in this
way consisted of unintentionally doped epitaxial n-Inp,
grown by chloride vapor phase deposition' and metal-
organic chemical vapor deposition. ' Their properties, as
determined from galvanomagnetic measurements' and
luminescence experiments are shown in Table I. Care
was taken that the bias electric field inside the epilayer
was homogeneous. It was checked by varying the separa-
tion between the contacts that the contact resistance did
not contribute significantly to the total sample resistance
even under intense FIR irradiation. Therefore the two-
terminal conductance of such a sample is proportional to
the electron concentration.

The FIR radiation used in this experiment was gen-
erated with the pulse-switched laser system described
elsewhere (Ref. 21}. The wavelength used in the present
work was 90.9 pm with an intensity on the sample of
2&(10 W cm, implying that a very high degree of pho-
toionization can be obtained. A transmission switch was
used which enables the FIR pulses to be switched off
within 1 ns after approximately 50-ns pulse duration.
This guaranteed that a large fraction of the electrons that
were photoinjected into the conduction band had cooled
down to lattice temperature before the actual decay was
studied.

To the experimentally observed decay a curve of the
form of Eq. (7) was fitted by the method of least squares.
The uncertainty in the values obtained in this way for ~,
due to noise, small baseline shifts, etc. , was about 5%.
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FIG. 1. Photoconducive signal after termination of the laser
pulse (t =0) for sample 1 at temperature (T) of 4.2 K and bias
electric field 1.2 V/cm. Dotted line, best exponential fit; solid
line, see text. Inset shows the actual signal; t =0 is indicated
with an arrow.

A. Temperature dependence

Figure 2 shows the observed temperature dependence
of ~ for sample 1. The solid line is a fit to a simple power
law, with an exponent 1.7+0.1. This is in good agree-
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FIG. 2. Temperature dependence of the photoconducive de-
cay time for sample 1 at a bias electric field of 0.8 V cm '. The
solid line is a simple power-law fit to the data points and corre-
sponds to an exponent of 1.7+0. 1.

Furthermore the good fit indicates the validity of the as-
sumptions that led to Eq. (7). The value obtained for r
will, according to this simple analytic model, be depen-
dent on ND, N„,E, T, and no in a very intricate way.
The effects of these parameters will be discussed below.
The effect of a magnetic field on the decay process is
much more complicated and will be discussed else-
where.
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FIG. 3. v
' obtained from a series of fits of the photoconduc-

tive decay for sample l as a function of bias electric field at full

laser power at T=2 K. A linear dependence for the data at the
lowest bias fields is indicated.

ment with the results obtained for shallow donorss and
shallow acceptors in germanium and with theoretical es-
timates by Brown and Rodriguez, ' which illustrates the
universal character of hydrogenlike impurities in semi-
conductors. In the aforementioned calculations, the ma-

jor contribution to the temperature dependence of the to-
tal recombination cross section, was found to originate
from the temperature dependence of Br. Such a con-
clusion cannot be reached from the present measure-
ments, as the temperature dependence of a in Eq. (8) or
the neglected thermal ionization terms [Az;, see Eq. (5)]
may also cause the observed dependence.

8. Electric-field dependence

Figure 3 shows the variation of ~ ' with bias electric
field obtained from a series of fits for sample 1. Similar
behavior was also observed at slightly higher temperature
for all the samples investigated as shown in Fig. 4. The

Br-'
Nq BE

BET

BE
Nn N„—

N BEA

= —ci c2(ND /N„—1)—, (12)

where c& and cz are positive constants only dependent on
material properties. Figure 5 does indeed show this func-
tional relation, in support of the correctness of the simple
model that led to Eqs. (7) and (8).

general features are that v
' decreases linearly with in-

creasing electric field up to a certain field (typically 0.5
V/cm) above which the dependence levels off or even rev-
erses sign.

This behavior can be qualitatively understood from Eq.
(8) in the following way: At the low electric fields used
here, the average thermal kinetic energy of the free elec-
trons still exceeds the extra average kinetic-energy gain
from the electric field, even at liquid-helium temperature.
Therefore only very few electrons will be accelerated by
the field to velocities significantly above the average
thermal velocity. As BT(T,E) depends on T and E only
through the velocities of the electrons participating in the
recombination process, its value will only be slightly
lowered by the electric field. Although Az;( T,E) depends
in the same fashion on T and E, there is a minimum elec-
tron velocity needed to ionize a bound state, so that-the
few electrons that are accelerated above the average
thermal velocity may increase A&; significantly. One
might, therefore, expect that the dominant electric field
dependence of v at low temperatures and electric fields
occurs through AI;. Calculations indicate that the im-

pact ionization coeScient increases more or less linearly
with electric field. Little can be said about the electric-
field dependence of the f;(E,T), but is seems unlikely
that major redistributions between the bound state popu-
lations will result for low electric fields as compared to
the zero-field case. Therefore a will be approximately
linear in E, and ~ ' will decrease linearly with increasing
electric field, as observed experimentally. Furthermore,
it follows that

40-
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N /N — 1
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FIG. 4. ~ ' as a function of bias electric field for several sam-

ples at full laser power at T=4.2 K. A linear dependence for
the data at the lowest bias fields is indicated. V, sample 1; o,
sample 2; 0, sample 6; ~; sample 4.

FIG. 5. Electric-field dependence of ~ '/N„at low fields vs

(ND/N„—1). A linear dependence, as predicted by Eq. (12), is

indicated.
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The experimentally observed breakdown of the linear
behavior of v. ' at higher fields can have several causes.
It is possible that the assumptions made to derive the
simplified differential equation (6) are no longer valid in
this field range, e.g. , because transitions between bound
states due to impact excitation start to occur, as been ob-
served elsewhere, ' or that o. is no longer constant during
the decay. It should, however, be noted that the (non-
trivial} temporal behavior of the decay curve [Eq. (7)] is
observed with high accuracy up to fields of 1 V/cm,
where r no longer obeys Eq. (8). This behavior therefore
remains to be explained.

C. Excitation dependence

Figure 6 shows the variation of ~ ' with FIR intensity
for sample l at a bias of 0.5 V/cm. As there is no FIR
radiation present during the actual decay, its effects on
the time constant must occur through the boundary con-
ditions of the process, i.e., the distribution of the elec-
trons over the conduction band and the bound states at
the onset of the decay. Evidently, the initial population
of excited bound states will decrease with decreasing FIR
intensity and therefore also impact and thermal ioniza-
tion will decrease, making the decay effectively faster. If
one neglects the thermal ionization, Eq. (8c) is expected
to apply for r '. As the impact ionization coefficients

Al; increase with increasing principal quantum number
(i.e., shallower state), one finds that w

' will be larger if
more impurity atoms are in the ground state and less are
in the excited states. Continuing this argument, one
would expect that as long as the bias electric field is
below the value for ground-state impact ionization
(AI, -O}, the limit of zero FIR intensity (f; =5;, ) will

yield a value of ~ ' close to that determined at zero bias
for any FIR intensity. Comparison of Figs. 3 and 6
shows that these two limits do indeed yield the same
value for v for sample 1, which is the purest one investi-

30

gated. Any difference in the two values should come out
of the electric-field dependence of BT (which was above
argued to be small}, out of thermal ionization effects
(which are also expected to be very small at the low tem-
peratures used), or out of the presence of built-in electric
fields due to the presence of ionized impurities. The good
agreement obtained shows that all these effects are negli-
gible for this sample. The intensity dependence for the
other sample investigated has been found to be similar.
They all show a significant decrease in ~ with decreasing
FIR intensity. Table II summarizes the limiting values of
~ obtained. However, it shows that the two limits do not
coincide for the other, less pure samples. As the values
for r have been obtained at the same bias electric field
and temperature as for sample 1, the difference between
the two limiting values for ~ has to stem from built-in
electric fields. We will elaborate on this below.

D. Doping dependence

In writing down a rate equation such as (I), it is impli-
citly assumed that the presence of other impurities does
not affect the recombination probability of an electron
with a given ionized donor. This will indeed be correct
for very-low-impurity concentrations, where the average
interimpurity spacing is much larger than the (excited
state) Bohr radius. However, for the III-V semiconduc-
tors GaAs or InP, this condition is barely fulfilled for the
purest material available. For sample 1 one finds an aver-
age interimpurity spacing of (r )I (3/4nN——I)' =84 nm

whereas the expectation value for the radius of a 2s elec-
tronic state in InP is (r)2, ——3/2a+2 =48 nm. The
presence of impurities will affect the recombination in
several ways. They will scatter free electrons and thereby
reduce the diffusion coeScient; in. addition, charged im-

purities introduce strong and rapidly varying electric
fields in the material (Ref. 25 and references therein).
These fields will cause Stark shifts of the bound-state lev-

els and will facilitate thermal ionization (the Poole-
Frenkel effect, see, e.g. , Refs. 26 and 27). They may even
cause field emission from a neutral donor (Ref. 28 and
references therein).

Field-assisted thermal ionization will effectively in-
crease the AT;. This is given for a constant electric field
E by26

20

TABLE II. Observed decay rates, extrapolated to zero inten-
sity and zero elastic field.

I I I I I

10

Laser intensity ('/o)

FIG. 6. r ' obtained from a series of fits of the photoconduc-
tive decay for sample 1 as a function of incident FIR intensity at
T =2 K and a bias electric field of 1.0 V/cm. The line is meant
to guide the eye.

Sample
(E =0)

(10 s ')

27
30
4

16
37
22

' (I =0)
( 106 —I)

27
40
22
23
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Ar;(E)
AT;(0)

'2
P

kT kT 2

2&Rye

easn [3n —1(1+1)]
(14)

which for an electronic 3s state in InP yields a threshold
of 75 V/cm. This may seem high compared to the bias
electric field, but such fields have a finite probability to be
present. Furthermore, in a quantum-mechanical treat-
ment, there is already a finite probability for emission at
much lower fields. The ultimate effect on the photocon-
ductive decay time is then determined by the capture into
excited bound states as compared to all ionization mecha-
nisms, including field emission. This is demonstrated by
Fig. 7, where r '(E=O)/N„ is shown as a function of
N~. Without the notion of a built-in electric field, the
simple analytic theory outlined above states that

'(E =0)/N„=Br [Eq. (8)] and is, therefore, a con-
stant. The experimentally observed sharp drop of

'/N„at acceptor concentrations above 1 X 10' cm
implies, therefore, an increase in ionization probability or
a decreasing recombination probability due to some
mechanism not included in this model. The built-in elec-
tric field, and therefore the field-emission probability and
the field-assisted thermal ionization, are proportional to
N„(Ref.28) so the drop in Fig. 6 could be explained by
this mechanism. A drop in recombination probability
could be ascribed to a decrease in diffusion coefficient due
to ionized impurity scattering, which ensures that an
electron will encounter less ionized donors per unit time.
However, the observed drift mobility at 77 K, which is
also proportional to the diffusion coefficient, does not
show a correlation with the values for r '/N„. This
second possibility has thus to be considered as unlikely.
The drop of r '/N„ is, therefore, tentatively attributed

2:V
I

N

Io 1

0 1 2
I I

3 4
N„{10 cm )

5 6

FIG. 7. ~ '/X&, extrapolated to zero electric field, as a func-
tion of N„.The solid line is meant to guide the eye.

(13)

where P is given by P=(e E/me)'~ W. ith an electric
field of 10 V/cm at 4.2 K this gives a factor of 3 increase
in the thermal ionization, and this factor increases rapid-
ly with electric field.

The classical condition for field emission is

to built-in electric field effects dde to the presence of ion-
ized impurities. A more affirmative statement cannot be
made as no detailed theories on these effects for hydro-
genlike impurities in rapidly spatially varying electric
fields are available. The only related work known to the
present authors concerns itself with activated emission
out of donors in silicon under externally applied electric
fields (Ref. 30}which indeed shows strongly reduced life-
times, especially for the excited states.

A further phenomenon dependent on the doping con-
centration that may affect the recombination rate is
screening. Both the free electrons and those bound to im-
purities will redistribute themselves in space under the
influence of a Coulomb potential, thereby reducing the
effect of such a potential far away. Estimates of the
screening length for the simplest possible case, a single-
ionization energy impurity system, ' yield values of the
order of the Bohr radius for the samples investigated in
this work. These values show only a slight dependence
on the ionization fraction of the donors, and are, there-
fore, constant during the decay. The present experimen-
tal regime is a rather awkward intermediate one in which
screening cannot be completely neglected, neither can the
impurities be considered as noninteracting since the aver-
age spacing is also of the order of the Bohr radius. The
more realistic case of an impurity system with many ener-
gy levels for which the higher ones are partly populated,
as is relevant to the present case, has not been considered
in the literature. However, the good agreement between
the experimental observations and the simple theory out-
lined above, suggests that screening effects are not very
important.

E. Numerical solution

In all the experimental results described up to now, the
temporal behavior of the photoconductive decay could be
accurately described by an expression of the form given
by Eq. (7). However, for the samples with the lowest ac-
ceptor concentration, which exhibit a long photoconduc-
tive decay time (samples 3 and 4) under high-excitation-
intensity conditions, this was no longer the case. Figure
8(a) shows a result obtained for sample 3, with =100
W cm incident FIR power. These data cannot be fitted
by an expression of the form of Eq. (7). The best atteinpt
to do this is shown in the figure (curve A). The simple
behavior is recovered at lower excitation intensity [Fig.
8(b)]. In order to explain the faster initial decay noted
under high-intensity conditions (and therefore large ini-
tial free electron concentrations) Auger recombination is
considered. The simple ~odel used so far could be ex-
tended to incorporate this effect, but further severe ap-
proximations would have to be made to obtain an analyt-
ic solution. Therefore it was preferred to solve an ap-
proximative set of rate equations [Eqs. (9}]numerically as
described in Sec. II. The phonon recombination 8& was
deduced from low-intensity measurements on the same
sample. With a value of BI=4~10 ' crn s ', good
agreement between theory and experiment is obtained;
Figure 9 shows the numerical solution for the
conduction-band population [curve N, (1}]. The agree-



38 TIME-RESOLVED RECOMBINATION DYNAMICS OF. . . 4163

CLJ

LJ

"n
O
LJ
O
O

CL

20
l I

60
Ttme (ns)

40 80 100

FIG. 8. Normalized photoconductive signal after t =0 for
sample 3 at T=3 K, and bias electric field of 1.0 V/cm. Fits to
data at ( A) 100% and (B) 7.5% laser intensity.
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FIG. 9. Experimentally observed PC decay for sample 3 at
T =4 K and bias electric field 1.0 V/cm (V). Shown are the
bound-state populations N&, N2, and N3 and the conduction-

band population N, for (1) best fit using numerical solution of
rate equations, with parameters Bi——3.5 X 10 ' cm s

BT——2X10 ' cm's ', N, {0)=1.2&(10' cm ', N& ——1.3)(10'
cm, N2 ——0.7&10' cm, and N3 ——0.5)&10' cm . (2) Best
fit to simple analytical solution, with r=7 ps.

ment with the experimental data (V) is clearly much
better than for the best-fitting curve according to Eq. (7}
[Curve N, (2)], which in addition has very unrealistic pa-
rameters. The value for Bz is consistent with theoretical
estimates for a hydrogenic level of =1-meV binding en-

ergy that is believed to be the dominant trapping level for
the samples studied here. We therefore conclude that our
observations are due to Auger processes. The reason
these are visible in such high-purity material lies in the
possibility to create a cold, high-density electron gas with
pulsed FIR excitation and to study the resulting temporal
behavior with high accuracy. Also shown in Fig. 9 are
the populations of the bound states involved in the
recombination deduced from the solution of Eqs. (9).
Clear population inversion is found that can last tens to
hundreds of nanoseconds. As only s states are incor-
porated in the analysis, between which no optical transi-
tions are allowed, no statements on the realizability of

optically pumped FIR laser action can be made. Now
that the population of the bound state during the decay is
known, it is possible to calculate the a that we have pre-
viously assumed to be constant during the decay in order
to find an analytic solution. In order to do so, one has to
make an assumption on the binding energy dependence of
the ionization coefficient Al;. Calculations show that
this dependence is linear. a calculated in this way is
shown in Fig. 9, and the assumption of its constantness,
made to derive Eqs. (7) and (8), is shown to be correct.

Finally, with the numerical model it is also possible to
check the assumption that transitions between bound
states do not strongly affect the free-carrier concentra-
tion. This assumption was made without a priori
justification in order to be able to find an analytic solu-
tion to the problem. We empirically find that the only in-

traimpurity rate that affects the free-carrier concentra-
tion at all is W3, 2„which has a value of about 5.5 && 10
s '. This means that the removal of electrons out of the
3s state is faster than their entering, especially for the
samples with Nz &10' cm . Therefore the removal of
electrons out of the conduction band is dominated by
their capture in the highest bound state. Together with
the constantness of a, justified above, this gives support
to the correctness of the analytic model under conditions
that Auger processes can be neglected. In view of the ex-
perimental support of the simple model outlined in Sec.
II, one can state that measurements of the recombination
decay time can provide a method for determination of
both ND and N„,once BT is known. This could be espe-
cially useful for material of high purity where gal-
vanomagnetic measurements are cumbersome.

V. SUMMARY AND CONCLUSION

We have studied the recombination of free electrons
with ionized hydrogenlike donors in InP as a function of
temperature, electric field, boundary conditions, and dop-
ing concentration. Clear deviations of straightforward
exponential decay are observed. Extending the well-
known rate equations to incorporation of the higher
bound states makes it possible to understand most of the
observed phenomena and a simple analytic formulation
including impact ionization is proposed to describe these.
A numerical approach that also included Auger processes
was necessary to explain the observed temporal behavior
of the recombination at large free-electron concentra-
tions. From this approach additional support for some of
the assumptions in the simple model is also obtained.
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