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Time-resolved far-infrared magnetospectroscopic studies of the photoconductive response of
very-high-purity (@~10 cm V 's ') n-type InP are reported from 2 to 20 K using a pulse-slice
laser. The decay of the photoconductive response is studied for a variety of sample temperatures
and compensation ratios for resonant 1s-2p+ and cyclotron resonance conditions. Decay schemes
are proposed to account for the observed behavior of the lifetimes as a function of magnetic field. A
calculation of the transition rates for acoustic-phonon-assisted decay in a magnetic field is presented
for the decay channels proposed.

I. INTRODUCTION

In the last two decades far-infrared (FIR) magnetos-
pectroscopy has been used to probe in detail the shallow
donor' impurity levels, and to a lesser extent, the shallow
acceptor levels of III-V semiconductors. Such investiga-
tions have used cw spectroscopic techniques to reveal
that, to a high degree, the shallow impurity state is analo-
gous to the hydrogen atom. Transitions involving both
the ground and excited states, and among excited states
only, have been examined. Analogues of the free-space
H ion and the H2 molecule have been observed, and a
sensitive assay technique for inadvertent shallow contam-
inants at the 10 ' -cm level has been developed. In
parallel with this considerable experimental effort,
theoretical studies of neutral hydrogenlike systems have
abounded, with especial reference to the determination
of energy levels in a magnetic field using appropriate nu-

rnerical or variational techniques. The magnetic quan-
tisation of the energy levels of free electrons into Landau
levels (LL) has led to speculation on the possibility of
constructing a tuneable solid state FIR laser source. All
the descriptions of these effects require a knowledge of
the lifetimes of electrons in both bound and free states
and the transition rates between these states: Such infor-
mation cannot easily be obtained from cw magnetospec-
troscopy.

The use of time-resolved (TR) FIR methods to investi-
gate the relaxation processes for electrons photoexcited
from shallow impurities is, however, a comparatively
novel field. Clearly TR spectroscopy offers advantages
over indirect techniques, such as saturation-absorption
spectroscopy (which relies for interpretation on predi-
cated recombination models), or over other direct probes
of electron recombination dynamics such as electrical ex-

citation or pulsed optical excitation at shorter wave-
lengths. ' The TR FIR spectroscopic technique reported
here enables the dynamics of individual transitions to be
monitored by appropriate choice of laser frequencies and
tuning of the magnetic field. In addition, the experimen-
tal conditions can be chosen to ensure that the electron
population is in quasiequilibrium with the lattice; this
condition cannot always be assured in an electrical pulse
or short-wavelength laser measurement. The importance
of the realization of this condition has been discussed
elsewhere. '

The most sensitive experimental technique for cw mag-
netospectroscopy involves the measurement of the photo-
conductive (PC) response of the sample to FIR radiation.
The mechanism generally accepted for this process" is
that following photoexcitation electrons return to the
ground state via intermediate bound states with the emis-
sion of acoustic phonons. The deexcitation process has
been analyzed in detail by many workers. ' Transition
rates obtained from this analysis indicate that the rate
determining step in the decay process is a bottleneck at
the 2s state in zero magnetic field. In the presence of a
magnetic field, saturation-absorption experiments in
GaAs (Ref. 8) and direct TR studies' in InP indicate that
the 2p state is also likely to act as a bottleneck in the
decay process.

Although several calculations of the optical transition
rates in magnetic fields have been given in the litera-
ture, ' ' there appears to be a conspicuous absence of
calculations of rates for phonon-assisted transitions which
are believed to be dominant.

It is the purpose of the present paper to report an ex-
perirnental study of TR FIR rnagnetospectroscopy using
PC detection in a number of samples of high-purity InP
grown by metal oxide chemical vapor deposition
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(MOCVD) and chloride vapor-phase epitaxy (VPE). The
samples have differing degrees of compensation, and one
aim of the work is to investigate the effect that this may
have on lifetimes in view of the evidence of indirect mea-
surements in GaAs. ' The PC is investigated in mag-
netic fields up to 8 T, and the decay of the photosignal for
both the resonant is-2p+ and cyclotron resonance (CR)
PC is monitored. FIR pulses of duration 10—50 ns and
rapid cutoff time ( & 1 ns) are used to excite the PC in the
samples. The use of this fast-pulse technique enables
effects indicated in previous longer-pulse studies' to be
systematically explored. Decay schemes are proposed to
account for the observed behavior of the lifetimes as a
function of magnetic field. A calculation of the transition
rates for acoustic-phonon-assisted decay in a magnetic
field is presented for the decay channels proposed. To
the knowledge of the present authors this is the first time
that such a calculation has been given in the literature.
The behavior of energy-relaxation lifetimes in n-type
GaAs for processes involving Landau level (LL) and im-
purity levels (IL) has been deduced from saturation-
absorption measurements. ' Other techniques used to
measure or infer such lifetimes include cyclotron reso-
nance induced conductivity' and FIR cyclotron emission
under hot-electron conditions. ' Allan et al. state that
the rate determining step for the effective lifetime of a
conduction band electron in the bottom (N =0) LL, here-
after referred to as. ~,tt, is the transfer of such electrons
from the 2p+ to the N=O LL. r,tt is found by these
workers to be independent of N, and to decrease in a
magnetic field. Miiller et a!.' have studied the saturation
absorption, cyclotron emission and PC decay following
excitation by a voltage pulse or a long-wavelength laser
pulse for InSb. They conclude that the lifetime of the
2p+ state is independent of N, and decreases with mag-
netic field. Bluyssen et al. ' deduce that ~,z is of the or-
der 1-100 ns, decreasing smoothly with increasing tern-
perature. This conclusion is strengthened by a direct
measurement of PC decay in GaAs. Allan et a!. have
studied the electron concentration dependence of the
N=1 LL lifetime and noted that for electron density
greater than 10' cm this quantity falls with electron
density due to electron-electron scattering.

In Sec. II we discuss the experimental arrangement and
sample characteristics used in our measurements. In Sec.
III the energy level diagram used to interpret the data is
briefly reviewed. In Sec. IV the theory of phonon-
assisted transition rates in a magnetic field is given, but
the details are confined to the Appendix. Finally, in Sec.
V the experimental results are presented as a function of
both temperature and magnetic field. These results are
also discussed in that section.

II. EXPERIMENT

Samples of high-purity epitaxial indium phosphide
were used in this investigation The electrical proper-
ties of these samples are listed in Table I. The specimens
were provided with Ohmic contacts and mounted in an
8-T cryostat with light pipe access. Pulses of FIR radia-
tion with controllable width (10—50 ns} and sharp cutoff

TABLE I. Electrical properties of the samples used. p, Nd,
and N, are, respectively, the mobility and donor and acceptor
concentrations.

Sample
9 (77 K)

(cm V 's ')

123 000
133000
76000

Nd —N, (77 K)
(10" cm-')

1.2
3.7
3.7

N, /Nd

0.61
0.05
0.62
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FIG. 1. Decay of the resonant 1s-2p+ photosignal after ter-
mination of a k= 148.5-pm-wavelength pulse for sample 2 at 4.2
K under low-bias conditions. The magnetic field is 5.90 T. The
dashed line is an exponential fit to the data.

( —1 ns} were generated by a pulse-slice laser system. The
pulse slicing arrangement is described fully elsewhere. 20

The maximum laser power at the sample was 100
W cm 2: This intensity was attenuated when necessary.

In view of the possibility of impact ionization phenom-
ena and the formation of "tails" in the photoresponse of
InP even for modest sample bias voltages, ' the bias ap-
plied to the samples is kept low ( & 1 V cm '). The ex-
periments were performed in the constant voltage mode.
The signal generated across a 50-0 resistor in series with
the sample was initially amplified by wide-band (0.6 GHz}
amplifiers. Data acquisition for the investigation of the
time-integrated spectral response as a function of mag-
netic field was accomplished with a conventional boxcar
system. A Tektronix transient analyzer was used to mon-
itor the decay of the PC after cessation of the laser pulse
for TR measurements. On occasions up to 2000 pulses
were averaged to obtain typical experimental results as
shown in Fig. l.

At high exciting FIR intensities, Auger and impact
reexcitation effects can be important, even at very-low-
bias electric fields, 2i 22 and the decay curve cannot be de-
scribed by a single parameter. However at low intensity
(n «N, ) one can analyze data of the type shown in Fig.
1 with a simple analytical expression of the form
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n(t ) =no exp( t—lr, tt),

thus obtaining a value for the effective lifetime ~,ff.

(2.1)

III. RECOMBINATION MODELS
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FIG. 2. Schematic of transitions between LL's ( ) and
IL's ( ———) for (a) 1s-2p+ resonant PC and (b) cyclotron res-
onance. BS represents a generalized bound state. Absorption of
photons (wavy line) and absorption and emission of phonons
(compressed wavy line) are represented in the conventional way.
The dotted wavy line represents weak photon emission.

Although the present experimental techniques provide
a direct measurement of 7,z it is necessary first to present
a brief outline of the recombination models used to inter-
pret the measured variation of this quantity with magnet-
ic field and temperature for the cases of resonant 1s-2@+
and CR photoconductivity.

First the 1s-2p+ case will be considered. From the
well-known diagram of the energies of LL's and IL's in
magnetic fields, confirmed by copious previous experi-
mental work, it can be concluded that at magnetic fields
greater than approximately 3 T the 2p+ state is at a
higher energy than the N=O LL. This situation is de-
picted in Fig. 2(a). A FIR photon resonantly excites
electrons from the 1s state, and under the present experi-
mental conditions this photoionization process occurs
very rapidly. It is assumed that in the specimens used
in this investigation conduction occurs in extended states
only; for the case of Fig. 2 conduction in the N =0 LL is
considered solely. With reference to Fig. 2(a), it may be
seen that at the termination of the laser-pulse electrons
will continue to enter the N=0 LL from the 2p+ state
(accompanied by phonon emission) or from lower bound
states (accompanied by phonon absorption). At fields less
than about 3 T the N =0 LL will be populated by phonon
absorption processes from the 2p+ level. For both mag-
netic field regimes the deexcitation is a cascade mecha-
nism involving acoustic-phonon emission, ' as illustrated.

Figure 2(b) illustrates the situation under CR condi-
tions. The mechanism which gives rise to PC under CR
conditions has been shown to be' the change in the N =0
population at resonance, rather than a significant change
in electron mobility. The relative efficiencies of radiative
and nonradiative transitions have been discussed else-
where. ' Under conditions of high magnetic field ( ~ 10 T

for InP) the ls level will pin to the N =0 LL and the 2p+
level will pin to the N =1 LL. It is evident that under
such conditions the transitions depicted by the two
figures become essentially identical.

Samples with a wide range of acceptor concentrations,
N„are used in this work. Clearly the different numbers
of ionized donors in these specimens may have an effect
on the rate-determining steps in the deexcitation mecha-
nisms illustrated in Figs. 2(a) and 2(b}; This matter is
considered further in Sec. IV.

Under conditions of relatively high excitation (number
of excited carriers greater than 10' cm ) it has been
shown' that electron-electron interaction in the N =1
LL will scatter electrons to the N =2 LL, followed by fast
(10 '2 s} optical-phonon emission. The decrease of the
N = 1 LL lifetime when the electron concentration
exceeds 10' —10' cm has also been noted by Allan et
al. In the present experiments the laser intensity is
sufficient to produce approximately 10' cm carriers
and therefore electron-electron scattering effects cannot
be ruled out.

In the present experiments, an effective lifetime, ~,z, is
measured under conditions of laser intensity and sample
bias which always produce simple exponential decays of
the photocurrent. The effects of laser intensity and sam-
ple bias have been considered elsewhere: ' The present
work primarily seeks to investigate magnetic field and
temperature effects. The interpretation which we give to
our measured quantity w, s (with order of tens of ns) is of
an effective lifetime in the N =0 LL under conditions of
carrier density equal to 10' cm and bias sufficiently
low to prevent hot-electron effects. Deexcitation from
higher LL's will occur on a much shorter timescale than
this: It is argued (Sec. IV) that the determining factor for
T ff is the rate for capture into bound states. This inter-
pretation is at variance with that of other workers.

IV. CALCULATION OF PHONON
TRANSITION RATES IN A MAGNETIC FIELD

The rates for electronic transitions into and between
hydrogenlike bound impurity states, accompanied by the
absorption and emission of phonons, have been previous-
ly calculated in zero magnetic field. ' ' The rates have
been shown to be greater than those for optical transi-
tions. Optical transition rates have also been calculated
in a magnetic field. In this section we investigate the
effect of a magnetic field on a (phonon assisted) transition
rate and use the results to interpret the PC decay times
shown in Fig. 4.

In order to calculate these rates it is first necessary to
know the wave functions and energy levels of the hydro-
genlike impurity in the presence of a magnetic field.
These are not known analytically and a variety of ap-
proaches have been used to determine them. The exact
wave functions can be expanded into a set of functions
and the resulting coupled differential equations for the
multiplying functions solved, or alternatively perturba-
tion theory may be used. However, the majority of au-
thors have used some form of variational calculation.
Yafet, Keyes, and Adams (YKA}, Wallis and Bowl-
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den, ' and Narita and Miyao have used a Gaussian type
of trial wave function. This choice of wave function per-
mits a considerable development of the problem and is
accurate for very high fields when the magnetic potential
is more important than the Coulomb potential. Other
authors have used more hydrogenlike trial wave func-
tions ' or have used a large number of basis functions.
These latter treatments are numerical and do not have
the simplicity of the Gaussian choice of trial wave func-
tion. Most of the calculations concentrate on the behav-
ior of the energy levels in a magnetic field and give little
information on the field-dependence of the wave func-
tions. This is unfortunate since the behavior of the wave
functions is just as important as that of the energy levels
in determining the electronic transition rates.

In view of the lack of previous calculations of the
phonon-assisted transition rates, we have performed the
simplest possible calculation which reveals the physical
features of the problem. Namely, we have calculated the
transition rates using the YKA Gaussian choice of varia-
tional wave functions for the bound states and free-
electron Landau-like wave functions for the continuum
states. This choice allows analytic progress to be made,
but the results can only be qualitative since the wave
functions are always less accurately known than the ener-

gy levels in a variational calculation. The derivation of
the transition rates is given in the Appendix, but the
analysis is introduced here, together with a discussion of
the results.

We have calculated the electronic transition rates in
the presence of a magnetic field B in the z direction for
transitions from the 2p+ state to the N =0 LL (I c) and
for the N =0 LL into a variety of bound states (I ~ ). We
use A, to denote the set of quantum numbers for any state.
The electronic transition rate R &

'~ for an electronic tran-
sition from a state A. to a state A,

' with emission of pho-
nons of wave vector q is

fi(1 fi )(nq+1)W~'~—, (4.1}

where n is the phonon occupation number for a state
with phonons of wave vector q and frequency co&, and f&

is the electron occupation number for state A, of energy
E&. nq will be given by a Bose-Einstein distribution for
the phonons at the low temperature T, but fi is not an

equilibrium electron distribution. f& will be determined

by the dynamics of the photoconductive excitations and
decays. Wz:& is given from perturbation theory, using
the Fermi golden rule, as

Wi. —— (A,
~

8
~

A, ') 5(E„E —iris') )—, (4.2}

fi (1 fi )n Wi— (4.3)

where 8 is the electron-phonon coupling for phonons of
wave vector q as defined in Eq. (Al).

The transition rate R&. for a transition from state k'

to a state A, with absorption of a phonon is

R i
'i —R ~. ——[fi ( 1 f—z. ) + (fi f—i. )n ]Wi 'i . (4.4)

qoexp( —2a qo), (4.5)

where n is typically 2, qo= AEs lfiu„u, is the sound ve-

locity in InP and b,E+ is the energy separation of the two
levels and

a =a l(i+a ll~~)i, (4.6)

In (4.6) ai is the length scale for the cylindrical orbit of
the bound state as defined in Eq. (A2) and lii = (AieB )'~

is the magnetic length. The wave vector qo is defined [see
below (A10}]for k, =0. The factor (4.5} which occurs in

(All) and (A12) accounts for the dropoff of the decay
times for large magnetic fields 8. The other factors in the
transition rate also depend on 8, but it is the exponential
dependence which dominates the behavior. In zero mag-
netic field, a =a& -3.0X 10 m, typically, and
q0=1.9X10 m ' for DE~=0.6meV. At a field of 10T,
ai will have decreased considerably [typically by —', ac-
cording to YKA (Ref. 30)], and l~ =SX10 m. There-
fore 2(aqo} is reduced from 4.7 to 0.5 as B increases
from zero to 10 T, on the assumption that hE~ remains
unchanged. For many bound states, the energy levels run
parallel to the N =0 LL over a wide range of 8, so that
this assumption is a good one. Thus the transition rate
will increase by a factor of approximately 70-fold due to
the exponential factor alone. The other factors will

reduce this to some extent, so that the observed order-of-
magnitude change in ~,z over this field range is reason-
able. Therefore the decrease of the PC decay time in field
is seen to be a direct consequence of the shrinkage of the
bound state perpendicular to B. This shrinking of a& in-

creases the matrix element, since there are less phonon
wavelengths within its spatial extent.

Expression (4.5) has a maximum when 2(aqo) =1 for
n =2. Therefore the transition rates are fastest for levels
close to the N=0 level. However, if they are too close
there will be a large probability of reexcitation to the
conduction-band state due to phonon absorption. There-
fore the optimum level for eScient removal of electrons
probably lies 0.5—1 meV below the N =0 state: The 2s or
the lower-lying n =3 states are likely candidates.

We next discuss the reason why the transition rate I c
is much faster than the rate I z. I"c is the rate for transi-
tion from the 2p+ state into all the N =0 LL's by emis-
sion or absorption of a phonon. It follows from the sum
over m in (A10) that the coupling is scient for states
with angular momentum —

~

m ~, for which the expres-
sion

The second factor can be neglected for %co ~~kT but this
phonon absorption is important for transitions between
states of similar energy. In the Appendix we outline the
calculation of W&'~ for a variety of possible transitions.

We now draw attention here to some of the features of
the results which are of importance in explaining the ex-
perimental data. All of the transition rates which we
have calculated have a factor of the form

I

and W&. ——W&''i. The net transition rate into the state
A. from A,

' is

a2j 21m l

1 ~! )

1 ~i. aq

/m/! "
/m /! g +/~

(4.7)
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I ~-nI'c/(1+M)k~d, (4.8)

where d is the impurity spacing and M=4. Since
d &10 m and k =5XIO m ', then I ~=I c/8.
Thus the transition rate from the 2p+ into the N =0 state
is faster due to the difference in the number of available
final states. From the results of the Appendix we esti-
mate that I &-10 -10 s ' for typical values of the pa-
rameters and therefore I z is comparable with the ob-
served PC times of several tens of nanoseconds.

V. RESULTS AND DISCUSSION

is of order unity, since the terms in the summation de-
crease rapidly with increasing m. This implies electrons
can scatter into states with m down to —

~

m
~

= —M = —4 for typical values of parameters. The tran-
sition rate from all N =0 levels (I z.. see Appendix) into a
bound state is comparable with I z. However, the PC de-
cay rate involves transitions from particular N =0 states
into bound states of all impurities within range. If we
average these over the range of k, wave vectors, k
which are occupied by the electrons participating in the
PC process, then

prevent dc heating. It is seen that both curves exhibit
characteristic maxima at approximately 15 K.

Previous measurements of the PC decay time as a func-
tion of temperature have all been made in zero magnetic
field. The recombination lifetime for holes at a (deep)
copper impurity and at a shallow impurity in p-type Ge
have been measured as a function of temperature using a
pulsed 10-pm-wavelength laser. ' Temperature ( T)
dependencies of the recombination lifetimes of T" and
T' respectively can be deduced for these systems.
Recombination lifetimes have also been obtained for the
shallow donor in n-type Ge, and a T+ beh'avior not-
ed. We have recently measured the zero-magnetic-field
PC decay time for the present samples of InP up to 5 K
and have found a simple T+ ' dependence of decay time
upon temperature, which is consistent with the foregoing
investigations for germanium and which illustrates the
universal hydrogenlike character of the phenomenon.

We attribute the characteristic maximum in Fig. 3 to
the temperature dependence of both the recombination
cross section and the number of recombination centers,
i.e., ionized donors.

It is shown elsewhere ' that ~,~ is given by an expres-
sion of the type

A. Temperature variation of effective lifetimes &.r=(Nd'&T) ' (5.1)

Figure 3 shows the photoconductive decay time mea-
sured as a function of temperature for the low compensa-
tion sample (sample 2), for both CR and resonant ls-2p+
PC. The sample bias is low in this case in order to

where Nd is the ionized donor concentration and BT is
the phonon-assisted recombination coeScient. The
thermal exhaustion of the neutral donors follows from
elementary theory as

N~+ =N, +(Nd N, )/[exp(—E„/kT)+1], (5.2)

where Ez is the shallow donor ionization energy. BT will
decrease as the temperature is increased due to the
thermal reexcitation of electrons in excited bound
states. '

It seems permissible to assume that at the relatively
low magnetic fields used here, the temperature variation
of BT is similar to the zero-field case, i.e.,

8 =8 —AT (5.3)

E
~ 60

with a=2. Convolution of (5.2) and (5.3) generates a
temperature dependence of ~,z with one characteristic
maximum. Taking the experimentally observed zero-field
values, together with appropriate sample parameters, it is
estimated that this maximum occurs at a value of 15 K,
which is in fair agreement with experiment.

B. Magnetic Beld variation of ~,N

I

15

(K)

I

10 20

Tel pe ra tur e

FIG. 3. Temperature dependence of decay time for sample 2
under low-bias conditions. The laser wavelength is 148.5 pm.
6, resonant 1s-2p+ PC. 0, cyclotron resonance PC.

The values of ~,z as measured in these experiments are
likely to be controlled by different rate determining steps
for samples of differing ionized donor concentrations.
Furthermore, it is evident from Figs. 2(a) and 2(b) that
any observed differences in ~,e in the CR and ls-2p+
cases (at the same magnetic field) will reflect differences in
the 2p+ and N = 1 LL lifetimes.

For the sample with the lowest compensation ratio
(sample number 2) it is evident from Fig. 4 that there is
little difference between the two values of ~,&; and that
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FIG. 4. Decay time as a function of magnetic field for three

samples at 4.2 K under resonant 1s-2p+ and cyclotron reso-
nance (CR) conditions. 0, sample 1, CR; Q; sample 1, 1s-2p+.
~: sample 2, CR; f: sample 2, 1s-2p+. Q: sample 3, CR;+
sample 3, 1s-2p+.

there is a monotonic decrease in their common value with
magnetic field. Allan et al. have also noted a decrease in

I with magnetic field for an uncompensated sample of
GaAs. At zero magnetic field, the value of ~« for all
samples in Fig. 4 is determined by N„and at high mag-
netic fields it approaches a value weakly dependent on
N„as will be discussed later. The low concentration of
ionized donors in sample 2 at 4.2 K, consequent upon the
low value of N, (=2&&10 ' cm ), will ensure that the
rate determining steps for ~«are the transitions into the
lower-energy bound states such as 2p, 2po, 2s, etc. Al-
though transitions into a number of such states are possi-
ble, considerations of the form of the expression for the
transition rate suggest that there will be an optimum final
state, typically 0.5 —1 meV below the N =0 LL. This rate
will of course depend on the ionized donor concentration,
which under low-excitation conditions will approach N, .
In the previous section it has been shown that v;z- calcu-
lated on this basis smoothly decreases with magnetic
field, as seen in Fig. 4 for sample 2.

The smooth decrease in ~«which is experimentally ob-
served for sample 2 is adequately accounted for by the
variation in a magnetic field of the phonon-assisted tran-
sition rate between a free and a bound state. This discus-
sion is appropriate to the case when lz &~d which holds
for sample 2. For the other specimens (numbers 1 and 3 )

it is evident that there is an initial rise in v«with field,

after which the measured decay time falls to a high field
value which is common to both processes and only weak-
ly dependent on N, . We now discuss the shorter decay
times noted for these more compensated samples at lower
magnetic fields. As already mentioned the transition
from the 2p+ state to the N =0 state deposits electrons in
a range of angular momentum states, typically from
rn =0 to m = —4 for a representative magnetic length,
l& ——10 m. The spatial extent of a given wave function
is of order 2ls(1 —2m)' =10'——100 nm for these
states, taking —m =4. This is comparable with the im-

purity spacing in the samples with the highest concentra-
tion of acceptors. At low fields both M and ln will be
larger and an electron has a choice of going into the
bound states of several impurities. Thus the transition
rates are larger in the two samples with a greater number
of available ionized impurities, and the decay times are
therefore shorter as observed. Furthermore, ~,ff will in-
crease with magnetic field as the number of available im-

purity states reduces. However, for higher fields, the
electrons are likely only to return to the same impurity:
the situation then reverts to the effect discussed above for
which ~«begins to all with field. The characteristic max-
imum in the graph of v,s versus B (Fig. 4) for the samples
1 and 3 is therefore explained.

It is assumed in the above argument that the rate of en-
try of electrons into the N =0 LL from the 2p+ is fast in
comparison with the "electron removal processes" from
this level. These processes are again regarded as the
rate-determining steps in the value of ~«. Theoretical
justification for this assumption, which is completely con-
tradictory to the experimental inferences of Allan et al.
for saturation-absorption measurements, is given by the
calculations of the previous section. It is also consistent
with the interpretation of the data for the least compen-
sated sample discussed above.

As stated earlier, the difference between the measured
values of ~« for CR and 1s-2p+ cases is to be interpreted
as a difference in the 2p+ and N=1 LL lifetimes. For
sample 2 this difference cannot be resolved due to experi-
mental uncertainty. For samples 1 and 3 this difference
changes from approximately 10-20 ns at low fields to less
than 1 ns (i.e., the experimental accuracy in the deter-
mination of r,fr) at higher field. This is consistent with
the interpretation that the processes of Figs. 2(a) and 2(b)
following electron injection are the same, since the 2p+
state pins to the N =1 LL at high fields. Furthermore,
it is possible to use this difference to estimate the N =1
LL lifetime on the assumption that the 2p+ —N =0 tran-
sition is sufficiently fast that the 2p+ lifetime may be
neglected, as mentioned above (and discussed in the last
section). The N= 1 LL lifetime is estimated on this basis
to vary from 20 ns at low field to less than 1 ns at high
field. This trend is consistent with a deformation-
potential coupling mechanism for the N=1 —N=O LL
electronic transition, since the transition rate will then in-
crease as the magnetic field increases the separation of
the LL's.

Finally, we turn to the apparent independence of ~«on
N, for both CR and 1s-2p+ processes at high magnetic
fields. The heuristic interpretation given to this intrigu-
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ing result is that in suSciently high fields an electron,
photoionized by the FIR laser, is most likely to return to
the same impurity from which it was originally excited.
The electron will not sense the presence of other ionized
donors and hence the conduction band effective lifetime
is independent of N, as observed. The physical
justification for this "magnetic localization" mechanism
is that the center of the cyclotron orbit (radius = 10 nm)
will drift at a velocity E/B ( =5 ms ' under present cir-
cumstances). With an effective lifetime of approximately
20 ns at high fields, this gives a drift distance of 100 nm,
which is somewhat smaller than the average ionized
donor separation. The electron is therefore likely to
recombine with the donor impurity to which it was origi-
nally bound. This simple picture is also confirmed by the
observed drop in PC amplitude as the magnetic field is in-
creased, which is consistent with a drop in net charge
transport through the sample. It is noteworthy that at
zero magnetic field the drift velocity (pE=100 ms ')
combined with a lifetime of -50 ns, yields a drift length
of -5 pm. This length is larger than either the elastic
mean free path or the interirnpurity spacing and implies
recombination to one of a large number of possible ion-
ized donors.

VI. CONCLUSION

)(exp P
4a&

z2
+imP

462
(A2)

where n& is the normalization constant, a& and b& are the
variational parameters for each state and the polynomials
Li (p ) and P, (z) are chosen so that the wave functions
are orthogonal. A representative list of the bound states
has been given by Narita and Miyao.

For the continuum states, we use the eigenfunctions of
a free electron in a magnetic field. The magnetic poten-
tial

where C is the deformation potential coupling constant, r
is the position of an electron, M is the mass of an atom, N
is the number of atoms, co and e are, respectively, the
frequency and unit polarization vector of phonons of
wave vector q and we use a Debye model for the pho-
nons.

For the states of an electron bound to an impurity in a
magnetic field B along the z axis, we use variational wave
functions of the type proposed originally by Yafet et al.
and given in a more generalized form by Wallis and Bowl-
den. ' We write the wave function for the bound state
A, = ( I,m, s ) in cylindrical coordinates as

'
I
~

I

/'2

cap z 4)=nk, LI (p )~.(z)
2ag

We have shown that the recombination lifetime of pho-
toionized shallow donors in n-type InP depends on both
magnetic field and acceptor concentration. These depen-
dencies can be qualitatively understood on the basis of a
simple analytic calculation of the transition rates which
determine this lifetime. The calculations also show that
the differences in lifetime under resonant 1s-2p+ excita-
tion and cyclotron resonance can be ascribed to the N = 1

LL lifetime.
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APPENDIX

' 1/2

e q exp(iq r), (A 1)

As explained in Sec. IV, we require matrix elements of
the deformation potential A' coupling electrons to pho-
nons of wave vector q in order to calculate electronic
transition rates for a transition from a bound state to a
continuum state due to acoustic phonon emission or ab-
sorption. 8» is given by

%co fi kE„= (2i+
i

m i+m+1)+
2 2m

(A3)

and the eigenfunctions are (see, for example, Refs. 31 and
37)

'
I
~

I

/'2
2

i =n gImI P
iz t+

I ~! 2i2B B

Xexp — +ik,z+im P
p
412

(A4)

with

1

2n.l~L, [(1+ i
m

i )!]
where A, =(l,m, k, ), n& is the normalization constant of
the eigenstate, the cyclotron frequency co, =eB/m ', the
magnetic length /~ =(A'/eB )'i, m* is the effective mass
of an electron, and L" (x ) is an associated Laguerre poly-
nomial. It can be seen that all states with m = —

i
m

i

are degenerate and the electronic charge distribution is
limited to a cylindrical region about the origin whose
root-mean-square radius is 2'i le(1+21+

i
m

i

)'i . The
lowest-lying Landau level is the set of states
(0, —

i
m i, k, ) and it is referred to as the N =0 state.

The matrix element (A, i8» ~

A, ') between a bound
state and the N=O state will only be significant when
there is appreciable overlap between the two wave func-

A=( By /2, B„/—2, 0)

in the syrnrnetric gauge for a magnetic field of strength 8
along the z axis. The energy levels are
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tions. It is convenient to take the origin for the magnetic
vector potential at the impurity center so that only those
states with small

I

m
I

give significant matrix elements
for the range of magnetic fields of interest.

We illustrate the evaluation of the matrix elements

with those for the 2p+ states. The results are more trans-
parent than the general one and all the other matrix ele-
ments can be calculated in a similar fashion. Since 8
only depends on an electron position through the factor
exp( —iq. r), we consider

Mqz =&"
I
exp( —iq r}

I

~'&
' fmJ/2

p exp —
2

— +i exp —iq r
4a', 4b', 2l,' exp +ik, z i —

I
m

I P pdpdzdP,
41~

(A5)

Mzz ——2m'~ bzexp[ bz(q, ——k, )']

1 1

4 2 l2

Xexp[ i(
I

—m
I
kl)p

exp

'
hami/2

2 P
2i,'

where A, =2p+ and A, '=(0, —
I

m I,k, }. The z integration
is straightforward and gives

IMu. I
=f(~ ~'}

. Im 1+2
2 ~

m
) /2+q/4 ]/4 a&

2

a~2+1~

i b&n (i q )I~ I+&

X "L,'~' (Im I!}~~z

X exp[ b~~(q, ——k, )' —c~a zlzq2~ ], (A8)

—ip(q„cosP+ q~ sing ) ]dp d P .

(A6}

where cz —azlzl(az +1~ ) and L, is the length of the
sample in the z direction.

For A, =2p

The P integration gives rise to a Bessel function
J +,(pq~), where qj =(q„+q )'~, so that the p integra-
tion is a Hankel transform. The Hankel transforms can
be evaluated for any bound state by using the standard
integral

f bm b2
t +'exp( a t )J (b—t)dt= exp

0 (2az)m+~ 4a

(A7)

and a similar expression for different powers of t which
can be determined by using confluent hypergeometric
functions.

For X=2p+,

IMgg I
=f(A, , A, ') Im

I —1
cga~lqq j

(A9)

The matrix elements for all bound states involve the same
factor f(A, , A, ') and it largely determines the dependence
of the decay times on magnetic field.

We consider next the transitions from the N =0 state
into a lower bound state and from the 2p+ state into the
N =0 state. The former occurs only by phonon emission.
The latter, however, is by phonon absorption when the
N=O state is at higher energy at low B, and by both
emission and absorption at higher fields when the two
states switch over. We outline here the calculation of the
transition rates due to phonon emission. Those due to
phonon absorption are evaluated in a similar way.

We determine first the transition rate I & for transi-
tions from the A, =2p+ state into the N=O state due to
all possible emitted phonons. It is given by

C2L, S
3 2f f f q IMgg I

&(Eg —Eg —A69q)sinededq1k,
8+pvs m =o

' 3/2

2 cf f dk, f desine(l~q sine) q exp[2bz(q cose —k, )2 —2czazi~(q sine}z]
fipv,'

s
X g, (2'"c,a,q sine)'

0 mf (A10)

where
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Ace, hk,
q=q(k, )= Ei, — 2m*

Rk = [(2E& fico—, )m ']'

p and u, are, respectively, the density and velocity of sound in InP, 0 is the angle between q and the z axis, S is the num-
ber of (0, —

~

m ~, k, ) states which are confined within the sample, and, for simplicity, we have omitted the factor n for
stimulated emission. For all practical purposes, there are no size effects and S can be taken to be infinite. Therefore the
m summation produces an exponential factor. The terms of this sum also indicate the size of the transition rate for
each value of —

~

m
~

and this is used in Sec. IV. The remaining integrals can be inanipulated to give

c'
I c —— f dk, q (lttq) exp[ 2cil—ti(q k, bi—„/d~ )] (1—P l4a )Po(a+P/2a) — i Pz(a+P/2a)

n-d Apu' 2'
(Al 1)

where

d& b&———col&, a=2 ~diq, P=4b~&k q,
and

P„(u)= —f t"e ' dt .
&7r

We now consider the transition rate I z for transitions into a bound state due to all possible emitted phonons an
summed over all initial m and k, for the N=0 state in order to obtain an average rate as discussed in Sec. Ip. We
present the result for the A, =2p state which reveals the essential features of I z for any of ghe relevant bound states.
We find that

4 2

i f dk, q exp[ 2ciltt(q —k, bz/d—z)]
4b&c&C

2 2 2 2 2 2

'fTdxA pus

(q4e~)' 1 4b k,
1+ $0(cz+p/2a ) —pz(a+ p—/2a )+ z po(a+ p/2a )0 2 '

d 2dg

'2

where

4 —&~
2 2

'&= z zl~+a~
(A12)

In evaluating I"ti and I c, it is a good approximation to set go=pi=-1. As discussed in Sec. Ip, the 2s and low-lying
n =3 states are more likely to control the loss of electrons from the N=0 state. They have I z's which are formally
similar to the above. In particular, the 3p state differs from the 2p only by a factor of (1 Dz ) in the w—ave func-
tion. Therefore the results are very similar since the z interaction has a relatively minor part to play in the analysis.
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