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We have derived a nonlocal theory of thermal conductivity for the case in which the heat is car-
ried by phonons. There is a nonlocal relation between the heat current J () and the temperature
gradient VT'(r’). The nonlocal theory is needed whenever the phonon mean free path is long com-
pared to the distance scale of the variation in VT. The theory is used to explain some previous ex-

periments in silicon.

I. INTRODUCTION

Energy is transported by many different kinds of parti-
cles or excitations. The process in inherently nonlocal,
since the particles or excitations arrive at a point in space
having brought the energy from other points. Generally,
a nonlocal theory of transport is required whenever the
mean free path of the particles or excitations is long com-
pared to the distance scale of variations in the driving
force. A local theory is adequate when the mean free
paths are relatively short. Nonlocal theories are used
routinely for photon' and neutron? transport. In solids, a
nonlocal theory is used for electron transport in the
anomalous skin effect.’

Thermal conductivity has always been described using
a local theory. We have been unable to find a single
reference of a nonlocal theory. Undoubtedly the local
theory has worked well in many applications. However,
the local theory was unable to explain some recent exper-
iments in silicon and germanium.* We have derived a
nonlocal theory of heat flow by phonon transport. Our
calculations indicate that the experiments in silicon and
germanium can be explained by the nonlocal theory.

Laser-annealing experiments on surface layers of sil-
icon generate large thermal gradients and heat fluxes in
the underlying substrate.** Earlier modeling of these ex-
periments gave a poor fit when using the well-known
thermal conductivity of silicon.® It was suggested that
the coefficient of thermal conductivity «(7) needed to be
reduced by about one-third in order to fit the data at high
temperatures and at high-temperature gradients.* Here
we show that the data can be explained by a model which
utilizes the nonlocal nature of the heat transport. The
heat current is reduced in regions of high flux because the
nonlocality averages these regions with others of lower
thermal flux. Thus the heat flow is reduced, but not the
coefficient of thermal conductivity. These two quantities
are proportional for steady, constant, heat flow. We
show that transient heat flow requires a nonlocal analysis.

II. DIMENSIONAL ANALYSIS
OF NONLINEAR EFFECTS

Measurements in silicon and germanium show that the
heat flow is reduced 30% when the temperature and tem-
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perature gradient are quite large.* We do some elementa-
ry dimensional analysis in order to ascertain whether the
effect is due to changes in the electronic or phonon parts
of the thermal conductivity.

The purpose of dimensional analysis is to see whether
certain effects are large or small. All of the combinations
of parameters we investigate here have been derived in a
Green’s-function analysis of nonlinear and nonlocal heat
flow. However, each combination is rather obvious, and
stands alone. Numerical data are used from Ref. 4 in or-
der to provide concrete examples. They show a tempera-
ture profile T'(z,¢) at a time of ¢ =16 ns after the laser
pulse. From these data one can deduce the following pa-
rameters at the point where the temperature is T = 1000
K:

oT

— ~2.0x10" K/cm ,
dz

2
a_72“ ~0.8x 10" K /cm? ,
oz

£E~3.3x107 165

These typical values will be the basis of our analysis. The
quantity & is defined below.

A. Electronic thermal conductivity

In both silicon and germanium the thermal conductivi-
ty is entirely provided by phonons, except at tempera-
tures near melting. At these high temperatures one can
thermally excite electron-hole pairs, which contribute a
bipolar part to the thermal conductivity. This electronic
contribution is about 30% of the total at melting.® It has
been observed that the experiments can be explained by
the elimination of the electronic portion of the thermal
conductivity.* However, the following dimensional
analysis suggests that this does not happen.

We examine how quantities such as the particle life-
time depend on the temperature gradients. Parity argu-
ments prevent scalar quantities, such as the lifetime 7 or
mean free path I, from depending on the vector quantity
VT. Instead, the leading dependence must be on the sca-
lars (VT)? or V2T. Dimensionless quantities can be con:
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structed from these using the mean free path (MFP) [ and
a characteristic energy E.,

8,=kI*V’T/E, ,
8,=k**VT)?/E},

where k is Boltzmann’s constant. How does one choose
the characteristic energy E.? It is taken to be the small-
est of all of the energy variables associated with electrons
or holes. Among the energy gap E,, the thermal energy
kT, and the lifetime uncertainty I'=~h /277, one has the
clear progression in size of E, >>kT >T. Thus we take
E,=T. The MFP is evaluated using /=v7 and
vi~kT/m* to get

1?=3kT#/m*I?,

8, =3k**TV*T/m*T?,

8, =3k #T(VT?/m*T* .
The lifetime 7 is estimated from the electron mobility.
Sze’ lists this at 7 =1000 K as g =100 cm?/Vs=3x10*

esus/g. Setting this equal to er/m* and taking
m*=0.5m gives

r=2.8%x10""s,
r=3.8x10""ergs,
kT=1.4x10""1 ergs ,
8,=0.002,

8,=0.003 .

Both 8, and 6, are negligible. Neither provide the 30%
correction which is required to explain the reduction in
the thermal conductivity.

Whenever we use Green’s functions or similar theories
to calculate how the temperature gradients affect the par-
ticle lifetime or similar quantities, we always find that
87/7~8, or 8,. Our conclusion is that the thermal gra-
dients have little effect upon the electronic contribution
to the thermal conductivity in silicon or germanium.

B. Phonon heat conduction

The same type of analysis is much more promising
when applied to phonons. We take the same definitions
of 8, , as before. Now for the velocity v we use the aver-
age speed of sound v =6.5% 10° cm/s in silicon. For the
lifetime we use the formula of Ref. 6 for a phonon of fre-
quency o,

1/r=0’¢,
E=B,T+B,T?,
By=1.5x10""s/K,
By=1.6x10"22s/K?.

One can write, for §, and 6,,
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8,=v%k VT /0%E*h =(w,/0)°, (1)
8, =02k VT2 /0’ h*=(0,/0)®, )

where o, and o, are characteristic frequencies. We find
in silicon at 1000 K the values

fiw; =21 meV ,
fiw,=41 meV .

Both of these numbers are large. The &’s are large for all
phonon frequencies smaller than their characteristic en-
ergy. This seems to include a large fraction of the pho-
nons. We conclude that the temperature gradients have a
large effect on the thermal transport by the phonons.
Thus we tentatively propose that the reduction in
thermal transport comes from the phonon contribution
rather than the electronic contribution.

In our Green’s-function analysis, the quantity which
occurs most often is

8,=1*V’I' /T,
VI =#w*{By VT + 2B, [TV?T+(VT)?]} .

The frequency dependence of this quantity is
83=(a)3/co)4 ,
wy=v2V%E/E (3)
fiwy=35 meV ,

where o, is smaller than w, or ®,. Nevertheless, the pho-
non system appears to be the one influenced by thermal
gradients.

III. NONLOCAL HEAT FLOW

Dimensional analysis was used above to evaluate the
importance of various mechanisms contributing to the
thermal conductivity of silicon and germanium. It was
concluded that the phonon contribution to the thermal
conductivity was most affected. The main contribution
was from low-frequency phonons scattered by the anhar-
monic three- and four-phonon processes. There are two
kinds of terms. One is of the form V"T for n > 1. These
types of terms are included in a nonlocal analysis, as de-
scribed below. Other kinds of terms are nonlinear of the
form (VT)". Some of these terms are included in our non-
local solution, while others are not. In order to clarify
the last remark, consider the standard theory for temper-
ature diffusion,

d 1 9

3
al~cmoa [“TaT

3 , 4)

where C(T) is the specific heat. This equation is non-
linear since the right-hand side contains (37 /3z)’. Our
nonlocal equation reduces to (4) in the limit of short
mean free path. Thus our nonlocal solutions also contain
nonlinear terms. However, here the main emphasis is on
including the terms V"7, which requires a nonlocal
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theory. We solve the Boltzmann equation®~!! for low-
frequency phonons, and use the result to calculate the en-
ergy current.

Since the nonlinearity occurs at high temperature, all
phonon occupation factors ng(w) can be accurately ap-
proximated by K /w, where the symbol K =kyT; T is
temperature and kj is Boltzmann’s constant. We also as-
sume that the phonons are on the mass shell so their fre-
quency @®=w,. Then the evaluation of the heat current
involves finding the phonon energy distribution K (q,r)
and using it to evaluate the energy current J,

d3
J:f(—z;%qulg(q,r) , | (5)
w—;)— HV,0})V |K,(q)=T(K —K,) . ©)

The quantity I is @ divided by the phonon lifetime, and
at low frequency it has the dependence I'=w’§, where
E=ByT+ByT? is a function of temperature. The
Boltzmann equation has been written in the relaxation-
time approximation. The time dependence will be ig-
nored in this section, and will be included in a later sec-
tion.

Since we are primarily interested in long-wavelength
phonons, we can use the Debye approximation w=uvgq,
where v is the speed of sound. Let the temperature varia-
tion be in one direction, say z, and let v=cosf, where 0 is
the angle that the vector q makes with the direction z.
Then these expressions have the form

L 1

=7 fo q°dq f_ldvas(q,z,v) R 7
K

1+ 25 o |K(@zv)=K . 8)

Since £ depends on T'(z), it is useful to define the variable
x according to

x=v [ dz'€(z") . ©)

x has the dimensions of length squared. Using the vari-
able x allows us to include some nonlinear effects in a
simple fashion. The notation 3, =9/0x permits Eq. (8) to
be rewritten as

[1+(v/g?d, 1K, =K , (10)
which has the obvious solution

1
T 1+(v/g?)a,

K,=[1—(v/q®)3,+(v/q}*3?

b

—(v/g?*a+ - 1K .

After inserting the series solution into the integral (7) for
J, only the odd terms contribute because of the integral
over dv. The first term makes sense and is

g _ Yo iK—— 9p 9
- 6m¥ oz

6m* Ox
This is the usual term in the thermal current which is
proportional to the first derivative of the temperature.

an

The coefficient of thermal conductivity is k =g, /67°¢.
The next term in the series expansion contains second
derivatives. It vanishes due to the angular integrals. The
third term survives the angular integrals, but has an in-
frared divergence. Its wave-vector integral has the form

Jdasat

which diverges. Only the first term in the series makes
sense, while the subsequent terms all diverge. The series
method can not be used to evaluate higher-derivative
terms such as V'T for n > 1.

Another method has been found to evaluate Eq. (10).
Since it is a first-order linear-differential equation, the ex-
act solution is obtained easily. The geometry is to have
an interface at z =0 which has a fixed temperature K (0).
Heat flows away from this boundary to the right. The
general solution is

K (g,x,v)=K (x)+e~T*/"[K,(g,0,v)—K(0)]

f dx ,aK(x )exp[ —q¥x —x")/v].

The quantity K (q,0,v) is a boundary condition which
needs to be determined. It must be found for the two
cases of v<0 and v>0. The former is found easily, so it
is done first. For heat flow to the right, the answer
should converge to some asymptotic result which is finite.
The above solutions have a factor which grows exponen-
tially according to exp(—g2x /v) when v<0. The pa-
rameter K (q,0,v) is selected to make this term vanish at
infinity

K (q,0,v)=K +f dx 'aK( exp(qzx’/v) (v<0).

(12)

This boundary conditions provide the following result for
the distribution function when v <0:

f dx ,aK(x ) q3x'—x)/v

K. (g,x,v)= (v<0).

(13)

The boundary condition for v <0 is easy because we are
assuming a semi-infinite solid. The phonons going left
come from the right. We know their history since the
solid extends to infinity in this direction.

The phonons going to the right (v>0) at the surface
have a less obvious history. Some of them emanate from
the liquid on the left, while others come from the right
and are reflected at the surface. The interface can scatter
phonons specularly, diffusively, and perhaps nonlinearly.
A microscopic theory is complicated. Instead, we have
developed a phenomenological model which is quite sim-
ple and seems to contain the correct physics.

At this point we stop and evaluate the current (7) using
(13) for v <0 and leaving unspecified the boundary condi-
tion for v> 0. The g variable is changed to s =q /qp,
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U‘ID 4 aK (x ) , 2
J= x—x"|)+G(gpx)
~ 222 | o I(g5 | | 95
I(u)=6f szdsf vdvexp(——szu/v) , (14)
G(u)= —6f zdsf vdvexp(—s’u /v)

X[K,(gps,0,v)—K(0)] .

The first term contains I and is the volume contribution.
The surface term G comes from the boundary conditions
for v>0. This formula demonstrates the nonlocal nature
of the volume part of the heat current. The thermal
current at a point x depends upon the temperature gra-
dients at other points in the solid. This spatial averaging
is due to the finite MFP of the phonons.

Our theory includes terms such as (1) and (3) which de-
pend on higher derivatives of the temperature. The in-
tegrand in the volume term can be written as
K'(|x —x'|)I(x') and then K’ expanded in a Taylor
series. In that way one can express the answer as a power
series in higher derivatives of the temperature. However,
as noted above, this series does not converge.

The integral I is normalized so I(0)=1. It is most
easily evaluated by changing variables to ¢t =s2/v and in-
terchanging the order of integration,

6 1~ —u odt _,
Hw=—|[ Vidie™+ [ Tl (15)

A plot of I(u) is provided in Fig. 1. At large u it de-
2

creases as u —

IV. BOUNDARY CONDITIONS

This section is devoted to a discussion of the surface
term G in Eq. (14). This function depends on the bound-
ary condition at the surface z =0 for the phonons with
v>0. This information is contained in the function
K, (g,0,v).

As a preamble, we first discuss the solution for the case
of constant current flow. There the temperature profile

I(lul)

oLl | | | 1 | I |
-3 -2 -1 0 1 2 3 4
u
FIG. 1. Plot of the kernel I(u). It is defined in Eq. (15) and

used in (14) and (19) in expressions for the heat current. It has a
value of 1 at the origin, and a total area of 4. At large u it
behaves asymptotically according to u ~3/2.
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must be linear in x. For this case let K (x)=Ky+xK,,
where K, and K| are constants. Inserting this K (x) into
the solution (13) for v <0 gives

K, (g,x,v)=K(x)—(v/q"K, . (16)

This steady-state solution is assumed to be valid for all
values of v. Inserting it into (7) for the heat current gives

J== 61 o2 X1

which is the correct result (11) for the constant heat flow.
Constant heat flow requires a linear temperature varia-
tion in the x variable. In the laboratory variable z this
becomes the following profile for constant heat flow:

T(0)
[147T(0)]exp(az)—rT(0) ’

T(z)=

r=By, /By ,
a =67TzJBu/kBqD .

For small values of az this formula can be expanded to
obtain the usual linear relation between T and z. For
constant heat flow the boundary condition when v >0 is
the same as (16) when x =0. Presumably, the boundary
condition is different when the flow is transient.

We consider next a standard model in transient heat
flow. The solid is initially at a constant temperature,
which we take to be 292 K. At some initial time (¢t =0)
the surface temperature is raised to 7(0)=1680 K. This
temperature is fixed, so that the surface is a source of
heat, which flows into the solid (z >0) and gradually
raises its temperature. The transient problem is derived
from the equation for energy continuity

oT  odJ
- —_ 1
C8t+az_0’ a7

where C(T) is the specific heat. This equation is derived
from (6) by taking a moment. Local models of thermal
conduction have J=—k097/3dz, which produces a
diffusion equation for temperature

9 9’
2 =D T, (18)

where D =k /C. The above equation is valid when the
coefficient of thermal conductivity « is temperature in-
dependent. Our theory is more complicated since x de-
pends on temperature, and the current J is a nonlocal
function of the temperature gradient.

Equation (17) has a feature which is important for the
present problem. The quantity 8J/9z =0 at the inter-
face. This follows from the fact that 7(0) is a constant in
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time, so 87/t =0 at z=0. The requirement that
dJ/9z =0 at the surface imposes a constraint upon
G'(z=0). In the experiments of Ref. 4 the interface
moves with time, so there is a time dependence to the
boundary conditions. That feature we are not consider-
ing in the present analysis. So, in (14) we define

3
_ Vb | e ,3K(x')
Jx)=——"5 J =
3
Wx) _ Y |, ,3%K(x')
o = 2 o e

There is no particular reason to use this boundary condi-
tion, except that it is simple. Below we describe some
calculations using it. However, many other choices of
boundary condition are also valid. If f(x) is any func-
tion of x, then the boundary conditions are satisfied if
g3G'(x)=—f(x)H(0)/f(0). Generally, one wants to
choose a function f(x) which decays to zero away from
the surface.

V. NUMERICAL EXAMPLES

First, we present an example where the temperature
profile is assumed to be exponential, K (z)=[292
+ Texp(—az)]. This simple example is chosen because
the experimental profile from Ref. 4 at t =16 ns is very
close to an exponential with =2 um~!. We show that
the heat current close to the boundary is reduced because
of the nonlocal nature of the heat flow. For this example,
we employ the form of the boundary conditions of (19).

For this case we simplify the algebra by assuming that
£ is a constant independent of temperature. Then x =véz
is proportional to z and it is convenient to solve the prob-
lem using the z variable. Furthermore, it is useful to in-
troduce the dimensionless parameter B =£vgj /. By us-
ing the representation (15) for I, the z integral in (19) can
be done analytically. This brings us to the final expres-
sion for the heat current for an exponential temperature
profile,

_ ~9p 3K(z)
61r2§ 3 ——j(az,B),

where
. « D(t)dt
,B =l —_—
j(u,B) 7f0 21,8
\/7, t<l1
1/t3, t>1.

{t—exp[—u(tB—1)]/B},

D(t)=

This integral has several interesting limits. At B =,
then j(u, ©)=1. The parameter B controls the degree of
nonlocality. Another limit is at ¥ =0, where the integral
can be evaluated analytically,

[I(g3|x—x"])—I(gh(x +x"))] ] )

1967

,8 K(x') '
x)—f dx a7 —"I(g}|x—x"]).
Then the boundary condition from (16) is
g3G'(0)=—H (0)+0K /dx. One choice for the function

G (x) which satisfies the boundary condition is

I(g3 | x —x"|)+1I(gh(x +x'))] l ,

(19)

22— —+ arctan(1/V'B )

. 3
j(0,B)= 7 \/B

2
VB
+B[0.5—B +B%n(1+1/B)]

This example is plotted in Fig. 2, where we show
exp(—u) and also this quantity multiplied by j(u,B) for
several values of B. There is about a 30% reduction in
the heat flow at the interface when B =10. We estimate
B using qp,=m/a, where a =5.43 A for silicon. Then
with a=2 pm~! we find B =30. However, smaller
values of B are found if g, is taken as the wave vector
where the Debye model ceases to be valid, rather than as
the zone boundary. This example shows the reduction in
the heat current at one instant of time.

The second example is a calculation of the transient
heat flow. Again, we simplify the problem by taking
&=const, which makes k=const. Then it is convenient
to solve for the z variable. Equations (17) and (19) can be
combined into

o
i

e “j(u, B) (dimensionless)

FIG. 2. Plot of the dimensionless thermal current as a func-
tion of position for an exponential temperature profile. A local
theory would give exp(—u) shown as the solid line. The nonlo-
cal theory gives a smaller heat current according to the value of
the parameter B =g3£v/a.
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aT DQ ,PT(z")
fd dz 2
where Q=ql,v§=2><106 cm~!. The equation can be

cast into dimensionless form by defining y =Qz and
r=DtQ?,

——(Q|z-z'|)-1(Q(z+2"))],

aT © ’ a T( '
S "ay - ,yz |y —y'|)=Iy+y)]. (20
The local version of this equation from (18) is
2
or ay

These two equations were solved for the same problem.
A semi-infinite bar has the initial temperature of 292 K.
At 7=0 the end is placed in contact with a heat reservoir
of T(0)=1750 K. For 7>0 heat flows into the bar and
raises its temperature. Equation (21) is solved using an
error function. Equation (20) was solved digitally. The
solutions at 7=5 are shown in Fig. 3. The nonlocal
theory of Eq. (20) has a much lower temperature profile

|
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than the local theory of Eq. (21). This difference persists
to all values of 7. There is much less heat flow in the
nonlocal theory. This behavior of the nonlocal theory is
exactly what is needed to explain the transient experi-
ments of Ref. 4.

VI. RETARDATION

In solving (5) we have heretofore neglected the time
derivative. Now, Boltzmann’s equation is solved includ-
ing this term. It introduces the phenomena of retarda-
tion. The phonons take a finite time to travel, so that the
heat current at a point depends on 3K (x,?)/dx at a previ-
ous time. In order to treat this case, we simplify (6) to
the case where 7 is a constant,

1y d —K(z,1) . (22)

3t 5z [Ks(z0Y)

The time variable is solved by use of a Laplace transform
where ¢t becomes p. This equation is solved for v <0 fol-
lowing the steps of Sec. I1I,

KS(z,p,v)=U——V%_—fwdz'exp[(z’——z)(1+pr)/uv7][K(z',p)+‘rKs(z’,0,v)] .

Taking the inverse Laplace transform gives, for v <0,

Ks(z,t,v):—KS(z—tvv,O,v)e"/’——l—fwdz’exp[(z’—z)/vw]K(z',t+(z’—z)/vv) .
VTV Y2

The first term is a transient which dies away quickly.
The second term is similar to (13), after an integration by
parts. The time dependence in the integrand has been al-
tered by the retardation factor (z'—z)/vv, which is the
time required for the phonon to get from z’ to z. Thus
the major effect of the time dependence of K is in the re-
tardation of the phonons. This effect seems to be small
for silicon since v is large.

The above solution for K| is the inhomogeneous solu-
tion of (22), which depends on K(z,t). There are also
solutions of the homogeneous equation which are in-
dependent of K (z,¢). Such solutions have the form
K (z,t,v)=A(t —1z/a,v)e " +B(t —1z/a,v)e """,
where a =7w, and 4 and B are arbitrary functions.
These terms can also contribute to the boundary condi-
tions.

When retardation is small, its effects can be included
approximately by expanding the argument of the in-
tegrand in a Taylor series,

dK (z',1)

K(z',t +8)=K Y

(z',t)+8

One advantage of this approach is that it can be done in
the original Eq. (22),

-
d d
1+vrv— |K(z,t,v)=K(z,t)— 71— K (z,1,v)
oz ot
)
~ l—Tat K(z,t)

This approach works even when 7 depends on tempera-
ture and phonon frequency. It can be used for the origi-
nal Eq. (5), which has these additional complications. We
have not done any numerical examples using retardation.

VII. DISCUSSION

We have derived a nonlocal theory of thermal conduc-
tivity by phonons, and have applied it to interpret experi-
ments in silicon and germanium. As illustrated in Fig. 3,
the nonlocal theory predicts a much lower temperature
profile near the interface between the liquid and solid sil-
icon than does the local theory. Exactly this behavior is
required to explain the experiments in Ref. 4.

Note that in the present theory the coefficient of
thermal conductivity « is not reduced. Also notice that if
dT /dx is a constant, then our theory reduces exactly to
the local theory. The need for the nonlocal theory does
not depend on whether 7 /9x is large or small. Instead,
it depends on whether 3?T /3x? varies rapidly on the dis-
tance scale of a phonon mean free path. If it does, then
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2000 , : :

1500

T(K)

1000

500

o I I |
0 1.0 20 3.0

y (dimensionless)

FIG. 3. Comparison of the local and nonlocal theories for
transient heat flow. Shown here is the temperature profile after
a time of 7=5. The local theory is calculated using Eq. (21),
while the nonlocal theory uses (20). Both assume an initial con-
stant T =292 K at 7=0 with a boundary condition at the sur-
face of a fixed T(y =0)=1750 K.

1969

the nonlocal theory is required. However, the phonon
MPF [ ~»~%. No matter what distance scale one has for
3T /3z2, there are phonons of small » with a longer
MPF. Thus the nonlocal theory is needed for all tran-
sient calculations.

The present theory includes some contributions such as
(dT /3z)?* which arise from the temperature dependence
of the thermal conductivity. However, other terms of the
same form are ignored. They were omitted because the
starting Boltzmann equation (6) has linearized the depen-
dence on T, except in the dependence of the lifetime 7(T).
This approximation is being presently investigated, in or-
der to see if a solution can be obtained with a more accu-
rate version of (6) which permits terms with higher
powers of T.

The main result we report is a new theory of the
thermal conductivity which emphasizes its nonlocal na-
ture. Our nonlocal theory should be used whenever the
temperature is changing rapidly with distance. It is par-
ticularly important when T'(z) is not a linear function of
temperature.
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