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We present a systematic study of the cooling of hot carriers in undoped, n-type doped, and p-type
doped GaAs/A1„Ga& „As quantum wells of different well widths by time-resolved luminescence

spectroscopy. The energy loss of the carriers due to interaction with optical phonons is independent
of dimensionality and well width. The energy loss of electrons is highly reduced at all excitation
densities compared with a simple theory of the interactions; for holes, the energy loss comes close to
theory at low excitation density. The reduction of the energy-loss rate by optical-phonon scattering
cannot be explained by screening or degeneracy but rather is consistent with a hot-phonon effect.
The energy-loss rate due to deformation-potential scattering with acoustical phonons increases with

decreasing well width.

I. INTRODUCTION

The electronic transport properties of GaAs and
Al„Ga& „As/GaAs heterostructures are determined
over a wide range of carrier temperatures by scattering
with phonons. The electron-phonon interaction in polar
semiconductors was frequently studied by tracing the
cooling of a hot, laser-generated electron-hole plasma
with time-resolved luminescence. ' At temperatures & 45
K this cooling process is determined by the emission of
polar optical phonons due to the Frohlich interaction.
In bulk GaAs as well as in GaAs/Al„Ga& „As quantum
wells (QW's), the experiments generally yield a strongly
reduced cooling at higher excitation densities compared
to a simple theory of the Frohlich interaction, which as-
sumes no screening and a phonon population correspond-
ing to the lattice temperature.

This discrepancy between experiments and the simple
theory has been discussed intensely in the last years. '
Proposed explanations are (i) screening of the long-range
Frohlich interaction by the high carrier density, (ii) a
buildup of nonthermalized ("hot") LO phonons at the
wave vectors most strongly involved in the interaction
with the carriers, leading to reabsorption of phonons by
the electron-hole plasma (EHP), ' (iii) a reduction of the
scattering rate of the EHP with the optical phonons due
to the degeneracy of the carriers at high densities and low
tetnperatures, and (iv) the influence of plasmon-phonon
coupling on the energy-loss rate (ELR). It has been ar-
gued that a combination of two or more of these effects
must be taken into account to explain the experimental
observations. ' ' '

A topic of great current interest is the influence of the
reduced dimensionality of thin crystal layers on this
scattering rate. The situation in two-dimensional (2D)
systems is even more complicated than in three-
dimensional (3D) systems. Theoretical calculations pre-
dict only a minor influence of the reduced dimensionality
or the well width on the electron-phonon coupling. "

The existence of a hot-phonon effect similar to that ex-
pected for bulk GaAs has been proposed by several au-
hors

The ELR in 2D systems was studied experimentally by
several groups, ' and the results are very contradicto-
ry: For instance, an influence of dimensionality and QW
thickness was stated' ' ' ' ' or denied
or a time dependence or independence ' ' ' ' of the
ELR reduction was claimed.

In this paper, we present investigations of the cooling
of a hot EHP in undoped, n-type doped and p-type doped
QW. We discuss in detail the shape of the transient spec-
tra and how density and temperature are determined
from these spectra. The necessary improvements of the
theoretical fit procedure of cooling curves to the experi-
mental data are described. The essential experimental re-
sults are as follows. (i) The ELR by polar optical scatter-
ing (PO ELR) in bulk GaAs and in QW's of various well
widths is strongly dependent on excitation density. It is
independent of dimensionality and well width, if the sheet
carrier density is used as parameter. (ii) The cooling of
electrons and holes is different: In n-type doped QW's,
the PO ELR is reduced by more than an order of magni-
tude even under weak excitation. In p-type doped QW's,
however, the PO ELR reaches the prediction of the sim-
ple theory of the Frohlich interaction at low excitation
density. At high excitation density, both dopings have a
similar behavior. It thus turns out that screening and de-
generacy have no major influence of the PO ELR. (iii) A
simple model for a 2D hot-phonon effect is developed and
describes quite well the experimental observations. (iv)
The cooling by acoustical defortnation-potential (ADP)
scattering at low temperatures (&45 K) depends on the
well width: A wide QW (20-nm thick) shows about the
same ADP ELR as bulk GaAs; in narrow QW's, the
ADP ELR increases.

Finally, we compare our results with the literature and
show that most of the contradictory results can be
resolved by a thorough discussion of the experimental
findings using more sophisticated fitting procedures.
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II. EXPERIMENT

A. Samples and experimental setup

The undoped (residual carrier density below 10'5
cm ) multiple-quantum-well (MQW) structures consist
of 20 undoped GaAs layers of 3-, 9-, and 20-nm nominal
width, respectively, clad by 35-nm-thick A1034Gao«As
barrier layers grown by molecular-beam epitaxy on semi-
insulating (001)-oriented GaAs substrates. The
modulation-doped MQW's consist of ten GaAs layers,
clad by two undoped 13-nm-thick Ala 34Ga066As barrier
layers sandwiching a 9-nm-thick Si- (n-type) or Be- (p-
type) doped Ala 34Gao «As layer. The bulk GaAs sample
consists of a 0.2-pm undoped GaAs layer clad by thick
(d& 1 pm) A104Gao 6As layers grown by liquid-phase epi-
taxy on semi-insulating GaAs substrate. The sample data
are compiled in Table I.

The samples are mounted on the cold finger of a He
cryostat having a temperature lower than 10 K. The
plasma reaches after long delay time (&1 ns) tempera-
tures as low as about 20 K. Heating effects, which could
influence the results of this study, can therefore be ex-
cluded. The samples are excited by an argon-ion laser
pumped synchronously mode-locked dye laser with a re-
petition rate of 80 MHz and a pulse length [full width at
half maximum (FWHM)j of 4 ps. Styril-9, Pyridin-2, and
DCM are used as dyes, giving a tunability range between
840 and 620 nm with an average power in the range of
40-80 mW. The luminescence is focused on the vertical
entrance slit of a 0.32-m monochromator. The grating of
the monochromator is partly covered to reduce the tem-
poral dispersion of the system. The exit slit of the mono-
chromator is replaced by a Hamamatsu 2D streak cam-
era with a horizontal entrance slit. The luminescence in-
tensity as a function of time and photon energy is read
out simultaneously by a silicon-intensified-target (SIT)
camera and can be analyzed by a digital image processor.
The overall time resolution of the system including the
temporal dispersion of the monochromator is below 20
ps. The spectral resolution is about 1.5 meV.

The photon energy of the laser is tuned for all experi-
ments with the QW's to about 0.12 eV above the n=l
electron- to heavy-hole transition determined from the
photoluminescence excitation spectra of the undoped

samples. In case of the bulk sample, we use the same ex-
cess energy relative to the luminescence maximum in the
low-excitation limit. Measurements with excess energies
between 0.1 and 0.2 eV indicated only a weak dependence
of the cooling process on the excess energy. In all our
measurements the photons are absorbed in the GaAs lay-
ers only, thus avoiding heating effects due to the delayed
trapping of carriers created in the Al„Ga, „As barriers.
Such heating effects can significantly modify the experi-
mental findings in hot-carrier cooling experiments. The
total thickness of the GaAs layers used is small enough to
ensure a nearly homogeneous excitation in depth. The
density change with delay time due to lateral diffusion
can be neglected for our laser-focus diameters (~ 15 p,m);
however, the density is not constant, but varies across a
diameter with a Gaussian profile. The excitation density
is varied by choosing an appropriate focus diameter by
defocusing the laser. The focus diameter is measured
with a 5-(Mm pinhole. The carrier density can be calculat-
ed from the measured laser power and focus diameter
(FWHM), and the absorption coefficients given in the
literature for bulk GaAs (Ref. 35) and GaAs QW's. 3 A
comparison with densities determined by analysis of the
luminescence spectra is given in Sec. II C.

B. Sample characterization

The luminescence and absorption properties of the QW
samples are investigated by photoluminescence (PL) and
photoluminescence excitation spectroscopy (PLE). The
samples are excited with the pulsed laser at very low
carrier densities ( && 10' cm ); the time-integrated
luminescence is detected with a photon-counting system.
For the n type mo-dulation-doped MQW, the onset of the
PLE intensity allow us to determine the doping density.
The values obtained are, within error, in agreement with
the densities determined by Hall-effect measurements
which are given in Table I.

The PLE spectra reveal the energy of the subband
edges. This information allows us to discuss the possible
influence of transitions between higher subbands on our
time-resolved measurements. For the 3- and the 9-nm
QW's, we excite below the n=2 heavy-hole and light-
hole-to-electron transitions; the Fermi levels are far

TABLE I. Data of the ditferent QW samples. The densities and mobilities were obtained by Hall
measurements at 4 K with weak illumination. The QW widths are nominal values. (und. denotes un-
doped. )

Sample

8
C
D
E
F
6
H
I

L, (nm)

20
20
9
9
3
3

20
9
3

Type

Und.

Qnd.

UIld.

Density (cm )

8.0x 10"
6.0X 10"
1.2y 10"
4.5 y 10"
6.2g 10"
5.0x 10"

Mobility [cm (V s) ']

3.4x 104

2.2~104
7.0X 10
9.1X10'
5.3 X 10'
3.3 X10'
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below the n =2 subband edges at the excitation densities
used in this experiment. We therefore avoid the inAuence
of intersubband relaxation processes on the cooling of the
hot carriers. In case of the 20-nm QW, however, the
photons are absorbed in the n = 1 to n =3 subbands. The
Fermi level is for the highest excitation density in this
QW above the n=2 subband edge. The influence of the
higher subbands on the cooling of the hot carriers is dis-
cussed in Sec. IV A.

C. Determination of carrier temperatures and densities

The temperature Tc of the hot EHP can be deduced
from the slope of the high-energy tail of the luminescence
spectrum. The intensity I varies with the photon energy
hv as

X f,dEL(E, hv, E„„d),
E

(2)

where i and j are the subband indexes, f is the Fermi-
Dirac distribution, E, is the edge of the ith subband, m; .

are the effective masses of electrons and holes, g, I, are

I cc exp( hv/k —Tc ) .

The carrier temperature determines the slope of the
luminescence intensity plotted semilogarithmically as a
function of hv. Figure 1 shows some typical results for
different delay times. The carrier density can be obtained
by analyzing the luminescence spectra with a more so-
phisticated model. We use a model similar to that given
by Trankle et al. : The calculation assumes constant
matrix element and k conservation for the recombination
process; the carrier-carrier interaction is accounted for by
a Landsberg-type broadening of the electron states.
The intensity I (h v) is then given by

I(hv)= m;mjf,ri, fhv hv
1+m;/m ' ' I+milm;

the reduced Fermi energies for electrons and holes, re-
spectively, and L is a Landsberg broadening function
with E~,„„asbroadening parameter. The subband ener-
gies needed for the calculations are derived from the tran-
sition energies measured by PLE spectroscopy. The car-
rier temperature determines the high-energy slope and
the carrier density the width of the spectra. The dotted
line in Fig. 2 shows the result of a fit in comparison with
the transient spectrum of a 20-nm QW (solid line). The
fit describes the general features of the spectrum well, but
it does not cover the intensity decrease between the
luminescence maximum and the kink at the Fermi level
observed frequently in the spectra of QW's. ~~ 26 Possible
explanations are (i) that the matrix element of recombina-
tion is, in contrast to our assumption, not energy in-
dependent, and (ii) that the Gaussian intensity profile of
the laser beam (causing a laterally inhomogeneous densi-
ty) leads to an overlap of spectra of different excitation
density. A theoretical calculation for an 18-nm QW
gives in fact a reduction of the matrix element for in-
creasing energy relative to the subband edge. The inho-
mogeneity can be approximated by adding several spectra
calculated with different densities (in our calculation we
used two spectra, the second one with a density reduced
by 50%). If we include both effects into the calculation,
we get a good fit (dashed line in Fig. 2). The disagree-
ment at the low-energy shoulder is caused by substrate
luminescence. The effect of the inhomogeneous density
should be reduced if the doping density exceeds the exci-
tation density, leading to a homogeneous density of one
carrier type. By comparison of spectra with excitation
density higher or lower than the doping density, we can
investigate the infiuence of the inhomogeneous excitation.
Figure 3 shows spectra of the difFerent 9-nm QW's.
In the und oped and p-type doped cases, where
n,„,=p,„,&pe, the spectra are described well (dashed
lines), if an inhornogeneous density and the energy depen-
dence of the matrix element are included. For the n-type
doped sample, where n,„,& no, the calculation without
inhomogeneous density (dotted line) describes the experi-
mental result best. This demonstrates that the inhomo-
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FIG. 1. Transient high-energy luminescence tails for an un-
doped 9-nm-thick MQW at the highest excitation density of
9X10' cm at various delay times (t=0 is set to 20 ps after
the maximum of the laser pulse).

FIG. 2. Luminescence spectrum of an n-type doped 20-nm

QW (solid line) compared to theoretical fits using the model de-
scribed in the text. The best fit is obtained using energy-
dependent matrix elements and inhomogeneous plasma density.
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longer than the cooling times.
The excitation densities deduced by a fit of the spectra

are about a factor of 2 lower than the calculated densi-
ties. In this paper, we will use the density obtained by
the fit procedure. The conclusions of our earlier publica-
tions, p ' where we used the calculated densities, are un-
changed, since they rely on relative densities, and the rel-
ative density of different measurements or samples is
known very accurately. The use of the lower-density
values for analysis of the cooling curves leads to slight
changes at the highest excitation density, mainly due to
the density dependence of recombination heating.

III. ANALYSIS OF COOLING CURVES
FIG. 3. Luminescence spectra of n-type doped (top), p-type

doped (middle), and undoped (bottom) 9-nm MQW's in compar-
ison to theoretical fits. The spectra of the undoped and of the
p-type doped QW's, where the excitation density exceeds the
doping density, is best described assuming inhomogeneous exci-
tation density; the spectrum of the n-type doped QW, where the
(homogeneous) doping density exceeds the excitation density, is
better fitted assuming homogeneous density of the plasma. The
peaks at 1.52 eV are caused by the luminescence of the bulk
GaAs substrate.

geneous excitation profile of the laser actually influences
the shape of the luminescence spectra. These effects ex-
ert, however, only a minor inhuence on the accuracy of
the temperature determination. In particular, the matrix
element is independent of energy at higher photon ener-
gies, i.e., in those parts of the spectra from which we
determine the carrier temperature.

On the other hand, the energy dependence of the tran-
sition matrix element results in a heating effect, since car-
riers with lower energy recombine more rapidly than car-
riers with higher energy. We do not include this effect in
our analysis since nonradiative recombination might pre-
vail in our samples; in this case hot carriers recombine
faster than cold carriers due to their higher thermal ve-
locity. We are thus not able to quantify these heating
or cooling effects; however, we expect them to be negligi-
ble, since all carrier lifetimes involved are still reasonably

The carrier temperatures at difFerent delay times yield
the cooling curve of the plasma. The first experimental
points (delay time 0) are taken 20 ps after the laser pulse
where heating by the laser can be definitely excluded
despite the limited time resolution. Figure 4 depicts cool-
ing curves for different samples and excitation densities.
The cooling data are analyzed by comparison with curves
calculated with a computer (lines). The algorithm of this
program is explained below.

Figure 5 shows the ELR of the different scattering pro-
cesses as a function of the temperature of the carrier sys-
tem for low carrier density (calculated after Ref. 2). The
deformation potential of the holes is EA& ——5.5 eV, the
lowest value obtained by our fits. For temperatures
above about 45 K, the PO scattering with LO phonons
(Frohlich interaction) is dominant. The nonpolar optical
scattering with TO phonons is about 1 order of magni-
tude weaker in this temperature range. At low carrier
temperatures, the ADP scattering is most important.
Piezoelectric scattering with acoustic phonons is only im-
portant in the temperature range below 20 K, which is
not discussed in our case. In the computer program, only
the energy loss by PO scattering and ADP scattering is
taken into account.

The ELR for these two scattering processes is calculat-
ed using the formulas given in Ref. 2. The PO ELR is
given by

dE em kT
dh po

(~~LO) [NLo( Tc ) —NLo( TL )]
1 2

Ep

X I"dq, q, , ln
o (q +q~)

I+exP[( R lgmkTc )—(q 2m~Lolkq)'+r—l]

I+exP[( A l8mkTc )(q +—2mcoLo/A'q) +g]
(3)

where q is the phonon wave vector, m is the electron or hole effective mass, g is the electron or hole Fermi level, T& is
the carrier temperature, Tz is the lattice temperature, and X is the phonon occupation probability given by

Nq(T)=
1

exp(t)leo IkT} l—
The factor E accounts for the reduced overlap of the p-like wave functions of holes compared to the s-like wave func-
tions of electrons. E is set equal to one for electrons. For holes, we use a value of K =2. ' The Debye screening length

qD is given by

8e2 1
qD ——

kT
—g Cf (k, vl, ) —[f (k, vl;)] ),

EM v kA
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ctron hole) in the band A. with Fermif (k . ) is the Fermi-Dirac function of an electron
i al valuesfh h bol Ml h( ). The sum is over all electron (hole) states k. The meamngs o e

used for our calculations are given in Ta e
The ADP ELR is given by the relation

dE
dt ADP

m kTEAC )~d q [N (T ) N—(T )]1
q C q L

4n. h p 0 (q +qD)

1+exp[( fi —/8mkT&)(q —2mc/tt})2+rl]

1+exp[( fi /—gmkT&)(q +2m, /A') +rl]

E, z ,'kTF3n(——rl,—z)/Fl/2(rl, ~ )

for 3D systems and

(8)E~ p
= k TF) ( rl~ ~ ) /Fo( rl~ h )

. F () is t.he ith Fermi integral defined asfor 2D systems.
usual. Then the energy-loss by PO [Eq. (3)] an

ratel for electrons[Eq. (6)] scattering is calculated separate y

150
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o & w 0 0————-Q-

'4

d. ~ .a . .+
+ ~

'
1. Thewhere Ac sE '

th acoustic deformation potentia .
forf E' and E" for electrons and holes used orAC AC

the calculations are discussed in Sec. I . or u

explanation o sym1
' f symbols and numerical values of con-

stants, see Table II.
s follows: The al-The cooling curve is now calculated as fo ows: e a-

orithm starts with the (experimentally determined) ini-

tial carrier temperature Tc (20 ps after e mafter the maximum of
the laser pulse) and the Fermi leve g, an1 and describing
the electron and hole density, respective y.1 . The initial
mean energies, I, orE for electrons and holes, respectively,
are calculated using the expressions

and holes and subtracted from the mean energies. After
this step, the electron and hole systems have different
temperatures due to the differences in the ELR of the two
carrier types.

'
r t es. We assume instant thermalization to a

common temperature by exchange of an energy portion
hE. F' ll the carrier density is reduced according toina y,
an exponential carrier density decay with a carrier i c-
time v, The Fermi levels g, and gI, are recalculated us-
in the new density and temperature. Then the pro-ing e ne
cedure is repeated with the new Tc and g„gI, as initial
values. Using this procedure, we include recombination
h

' ' which significantly influences the coo ing
at hi hercurves of samples with short carrier lifetimes a ig

excitation density. The changes in scattering rate due to
degeneracy and the dependence of the specific heat on de-
generacycy are also included in the algorithm.

First theThe fit procedure is performed as follows. Firs,
deformation potential EAc entering into the ADP
scattering rate is determined by analyzing the low-
temperature range ( & 45 K) of the cooling curve, where
scattering with optical phonons is not important. Due to
the small effective mass of electrons, the ADP ELR is
mainly determined by the scattering of holes, even for the
n-t e doped samples. We therefore treat only the o e
deformation potential E„c as a free para
n-type ope

h arameter' for the
.0 eV. Afterelectron deformation potential EAc we use 7.0 eV.

the determination of the hole deformation potential, the
higher-temperature part of the curves is analyzed. As ob-
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TABLE II. Constants used for the calculations. All data are from Ref. 45, except the values marked
by a superscript.

Symbol

m,*

mi,
*

Fo

f1COLo

EAc
EAch

P
C

Meaning

electron effective mass
hole effective mass
static dielectric constant
optical dielectric constant
LO-phonon energy
electron deformation potential
hole deformation potential
density of GaAs
sound velocity

Numerical value

0.067m o

0.5mo
12.75
10.94
36.4 meV
7.0 eV'
55 8 eVb

5.32 g/cm'
3.57)& 10' cm/s'

'From D. L. Rode, Phys. Rev. B 2, 1012 (1970).
See discussion in Sec. IV D.

'From T. B.Bateman et al. , J. Appl. Phys. 30, 544 (1959).

served generally, the experimentally determined PO
ELR, (dE/dt), „~„ is, at least at high excitation density,
reduced independently of delay time compared to the
theoretically expected energy loss PO ELR, (dE/dt), &„„
calculated with the simple theory of the Frohlich interac-
tion (no hot phonons, no screening). We define a reduc-
tion parameter a, which describes the reduction of the
experimental energy loss compared to the theoretical en-
ergy loss:

dE
dt

expt

dE

theordt

IV. RESULTS AND DISCUSSION

A. Undoped quantum wells and bulk GaAs

The values for the PO ELR for bulk GaAs and the un-
doped QW's of different well width are given in Fig. 6(a)

We deliberately do not use a phenomenological scattering
time spo ol 'T to avoid confusion with the scattering rate
of a single carrier with a LO phonon. The cooling curve
is then fitted treating a as a free parameter. At low exci-
tation density, a describes the PO ELR due to the
Frohlich interaction as a function of doping, dimen-
sionality, and well width. It has been shown ' for bulk
GaAs that the PO ELR at high excitation density is
strongly influenced by the scattering with TO phonons
due to their lower sensitivity to hot-phonon effects. With
our experimental method it is not possible to separate the
contributions of polar optical and nonpolar optical
scattering due to their very similar temperature depen-
dence (see Fig. 5). In the high-density litnit, a therefore
includes both interactions. We use for the analysis of
bulk GaAs as well as for QW's the 3D PO ELR [Eq. (3)]
and ADP ELR [Eq. (6)]. Thereby, the reduction of the
PO ELR expressed by u uses the 3D case as a reference.
For the calculation of the PO ELR energy loss, we set
qD=0, i.e., we include the effect of screening in n. We
prefer this method over the use of any screening the-
ory for PO scattering, because different theoretical ap-
proaches to the effect of screening yielded results
differing by more than an order of magnitude. ' '

O
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1 p0

(a) undoped samples
& bulk GaAs

MQW Lz 20nm
& MQW Lz=9nm
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(b) undoped MQW

& Lz=20nm
& Lz=9nm
+ Lz=3nm

simple theory
I I I

]p10 ~ p11 ~ p12

sheet density n~ (cm 2&

FIG. 6. (a) The PO ELR reduction factor a for the undoped
MQW as a function of the Uolume excitation density n, „,. The
values for the undoped bulk sample are shown for comparison.
The dashed line is the result expected by the simple theory of
the Frohlich interaction (no screening, no hot phonons, 3D). (b)
The PO ELR reduction factor a for the undoped MQW as a
function of the sheet excitation density n,„,.

as a function of the Uolume excitation density n,„,. In the
limit of low excitation density, the PO ELR comes close
to the simple theory of the Frohlich interaction (no
screening, no hot phonons, 3D) independent of dimen
sionality and well width At .higher excitation density, the
PO ELR is reduced by up to more than 2 orders of mag-
nitude. For bulk GaAs and the 20-nm QW, the depen-
dence on excitation density is equal within error. The 9-
nm QW, however, and —much tnore pronounced —the
3-nm QW show a lower reduction of the PO ELR with
increasing n,„. At first sight, one could presume a
dependence of the PO ELR reduction on the quantum-
well width. However, for QW's the sheet density is the
appropriate parameter, since in QW's a two-dimensional
carrier system is interacting with a two-dimensional pho-
non system. No dependence of the PO ELR on the well
width is obtained if one plots the PO ELR as a function
of the sheet excitation density n,„, [Fig. 6(b)]. We thus
conclude (i) that the Frohlich interaction is independent,
within experimental error, of dimensionality and well
width, and (ii) that the reduction of the PO ELR at high
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excitation densities is independent of dimensionality and
well width and scales with the sheet excitation density.

We have already mentioned that in the 20-nm QW
higher subbands are involved in the cooling process. The
carriers are excited into the n = 1 to n =3 subbands dur-

ing the laser pulse. Within our time resolution, we ob-
serve no luminescence from the n=3 subband edge, indi-

cating a rapid relaxation of the carriers (or, at least, of
one type of carriers) into lower subbands. This is expect-
ed due to the short intersubband relaxation times for sub-
band edges more than a LO-phonon energy apart. The
luminescence spectra indicate that the n=2 subband is
(at the highest excitation density of our experiments) oc-
cupied by carriers thermalized with the n=1 subband.
At lower excitation densities, we always observe only
luminescence from thermalized carriers in the lowest sub-
bands. The electron relaxation time between the n=2
and n=1 subbands should be several hundred ps, since
the subband edges are separated by less than one LO-
phonon energy. This slow relaxation of carriers could act
as a persistent heating effect. However, it is obvious from
Fig. 6(b) that the cooling behavior of the 20-nm QW is
within error identical to that of the narrower QW, indi-
cating that the effect of higher subbands on the cooling is
rather small.

In undoped samples, we always observe the combined
effects of electron and hole relaxation. The investigation
of doped samples, which allows us to study the difference
in cooling behavior of electrons and holes, is discussed in
the next subsection.

B. Modulation-doped quantum wells

The doped MQW's used in these experiments have a
doping density in the range 6X10" cm to 1.2&(10'
cm for the n-type doped samples and 4.5)&10" cm
to 6&(10" cm for the p-type doped samples. At the
lowest excitation densities (n, D = 10' cm ) the plasma
consists mainly of one component, and the carrier-
phonon coupling can be studied separately for electrons
and holes. In the high-excitation limit, the excitation
density is higher than the doping density which should
lead to a similar PO ELR as in the undoped samples.

Figures 7 and 8 show the PO ELR as a function of the
sheet excitation density n,„, for the n- and p-type sam-

ples. Obviously, the cooling is strikingly different for
electrons and holes. Electrons show even at very low ex-
citation density a PO ELR rate which is reduced by more
than an order of magnitude. This reduction depends on
the doping density. The 9-nm QW with slightly higher
(1.2&10' cm ) doping than the 20- and 3-nm QW's (8
and 6.2X 10"cm, respectively) has a slightly lower PO
ELR at low excitation densities, where the plasma con-
sists mainly of electrons.

Holes show a similar behavior of the energy loss as a
function of the excitation density as the EHP in the un-

doped samples, indicating that the cooling of an EHP
with a similar concentration of electrons and holes is
dominated by the energy loss of the holes. At low excita-
tion density, holes cofne close to the theory of the
Frohlich interaction (a=1.5+0.5), although the doping
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sheet excitation density n,„,for the p-type doped QW's.

densities po are in the range of 5 &( 10" cm (or, ex-

pressed as volume density, up to 1.3 X 10's cm ). We
therefore conclude that the reduction of the PO ELR ob-
served is up to this density not caused by screening. Simi-
larly, degeneracy can be ruled out, because at the hole
densities in our samples the Fermi level is already above
the band edge.

Two of the possible reasons for the difference between
electrons and holes are as follows: (i) Electrons do not in-

teract with TO phonons by nonpolar optical scattering.
Calculations of Potz and Kocevar for bulk GaAs have
shown that the energy loss due to TO-phonon scattering
is much less influenced by hot phonons than the PO
ELR. However, in the low-density limit, holes come
close to the PO ELR predicted by the Frohlich interac-
tion without the effect of screening or hot phonons. This
PO ELR is about 1 order of magnitude greater than the
nonpolar optical scattering with TO phonons. This
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demonstrates that the different behavior of electrons and
holes is at least in the low-density limit not caused by
TO-phonon scattering. (ii) Due to their smaller effective
mass, the electrons interact with phonons having q vec-
tors which are about a factor of (mh*/I, ' }' =2.6 small-
er than for the holes. The 2D electron gas in a QW has
two degrees of freedom, i.e., the q-vector area influenced
by the interaction with the electrons is =7 times smaller
than for holes. A reduction of the PO ELR due to hot
phonons should therefore be equivalent for (two
dimensional) electrons and holes, if the carrier density of
the electrons is about a factor of 7 smaller.

+po
[exp( 8—/Tc ) —exp( —8/Tp )]

rel
nLo

+LO
exp( 8—/Tp ), (14)

where the right-hand side describes the anharmonic de-
cay of n "L'oexp( 8/—Tp) (Tp &8) phonons with lifetime
7 LQ into acoustical phonons. We neglect the temperature
and energy dependencies of ~Lo and rpo, which are small
in the range considered here. After some algebra we ob-
tain from Eqs. (13) and (14)

C. Comparison with a hot-phonon model
n ~Loa=1+

nL'0 ~po
(15)

We now estimate the critical density n„;, at which the
PO ELR of an electron gas starts to be reduced by an
optical-phonon overpopulation. For simplicity, we
neglect screening and degeneracy. Their influence on the
reduction of the PO ELR is small, as discussed in the
preceding subsection. The electrons emit (in the temper-
ature range of our experiment} LO phonons with wave
vectors in the range between about 1&(10 cm ' and
4X10 cm ' (Ref. 18). These are only about 1.2X10
of the LO-phonon modes in a 2D Brillouin zone, i.e., the
relevant phonon states have a sheet density of about
nL'o ——2.0X10' cm . We describe the (over-) popula-
tion of this phonon-vector range by a phonon tempera-
ture Tp which is higher than the lattice temperature TL
and lower than the carrier temperature Tc. In the limit
of Maxwell-Boltzmann statistics and for TI, T&, and
Tp & O=Aco$ o/k the reduced PO ELR is given by

dE
dt

d

RcoLQ
[exp( 8 /Tc ) —ex—p( 8 /Tp )], —(10)

7 po

which relates to the undisturbed PO ELR

dE
~p « ~c

by the equation

%coLo
exp( 8/Tc)—

+PO

dEa
dt

dE
+p « ~g

(12)

Tc
1 —( Tc/8)ln(1 —1/a) (13)

We now first consider a steady-state equilibrium, where
the excitation and annihilation of LO phonons are equal.
In this case, n electrons have a net emission of

where

happ

is the scattering time with a LO phonon aver-
aged over a Maxwell-Boltzmann distribution. In some
experimental work, this time was treated as a free param-
eter and used to express the PO ELR reduction. Here,
we use the theoretical value, which is in the order of 0.1

ps for both electrons and holes. The reduction of the PO
ELR expressed by a included only the effect of hot pho-
nons in this context.

We obtain from Eqs. (10)—(12)

This equation gives valuable information. (i) The reduc-
tion of a is only a function of density and not of Tc or
T~. This explains why in our non-steady-state but time-
resolved experiment we are able to fit our experimental
curves (after an initial distortion which we have to omit
due to the limited time resolution) with a constant a for
each density, which is independent of Tz and the phonon
overpopulation (i.e., Tp ). The situation resembles a
quasi-steady-state case. (ii) At a critical density
n„;,=n Lorpo/rLo, the PO ELR is reduced to half of the
low-density limit (i.e., a=2). For n «n, „„the PO ELR
is undisturbed by hot phonons (a = I), for n » n,„„ain-
creases linearly with the carrier density. Using typical
values [vapo

——0.1 ps, rLo 10 ps (Re——f. 48)], we obtain for
electrons n„;,=2&10' cm

The n-type samples of our experimental have a doping
density much greater than that. It is therefore not
surprising that we do not reach the bare Frohlich interac-
tion (i.e., a= 1) even for the lowest excitation density. If
we calculate the lower bound for a caused by the doping
densities in our n-type doped samples, we obtain a =50
for the 9-nm QW, a=40 for the 20-nm QW, and a=20
for the 3-nm QW, in rather good agreement with our ex-
perimental findings.

The critical density for holes is about a factor of 7
higher (n«, , ——1.4X 10" cm ) owing to their much
larger mass. We would expect a=3 as a lower bound for
the given doping densities. Experimentally, we observe
lower values a = 1.5+0.5. The high-density limit follows
the linear behavior predicted by the model. A detailed
quantitative comparison between experiment and this
model is not possible, since some rather crude approxi-
mations are made: The interaction with phonons de-
pends on the q vector, which leads to a dependence of T~
on q neglected in our model. Furthermore, we have used
Maxwell-Boltzmann statistics, which is especially ques-
tionable for electrons at higher densities, and we have
neglected nonpolar optical scattering.

D. Deformation-potential scattering

In the low-temperature regime ( Tc & 40 K), the ELR is
determined by acoustic deformation-potential scattering.
Two parameters enter critically into the ADP ELR—the
effective mass m * and the deformation-potential constant
EAc-
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dE
(

~ )snE~
dt A»

(16)

V. COMPARISON WITH EARLIER RESULTS
AND THEORY

The results of Shah et al. ' obtained with cw lumines-
cence and electrical heating are in good agreement with
our results obtained in the low-excitation-density region.
A calculation of the PO ELR in Ref. 18 using a 3D mod-
el supports the explanation of the reduced PO ELR by a
hot-phonon effect. The samples used by Yang et al. '

had a doping density more than a factor of 2 lower than
ours, but still much higher than the critical density es-
timated in Sec. IV C. Therefore, their result seems to be
incompatible with ours. However, a comparison with a
sample with the same doping density would help to clari-
fy this controversy.

The determination of PO ELR rates in undoped GaAs
QW by time-resolved luminescence experiments have
shown rather contradictory results up to now. Shank
et al. ' obtained the same PO ELR for bulk GaAs and

3

l

2

AOP scattering
cl this work
& Da Costa et al.

N

U
E
0
C I I I

bulk 2O $ O

well width Lz (nm)

FIG. 9. The ADP ELR as a function of the QW width L„
normalized to the bulk ADP ELR (E&c——5.5 eU, mq ——0.5mo).
The triangle shows the value given by Da Costa et al. (Ref. 24).

Since E«=EAC, the ADP ELR of holes dominates by
far over the ADP ELR of electrons due to the much
smaller effective mass of electrons. The ADP ELR is
determined by fitting the low-density cooling curves in

the low-temperature range. The values obtained are used
for all curves of higher density. We observe no difference
between doped and undoped QW's. For an easier com-
parison with literature, we have assumed a constant hole
mass (m&' ——0.5mo) and varied the deformation potential

EAc in our analysis. In bulk GaAs and in the 20-nm

QW, EAc ——5.5 eV is obtained. This value of E„"c is in

reasonable agreement with the values of 4.8 eV obtained
without screening of the ADP scattering. ' ' For the
narrower QW, however, we observe an increase in ADP
scattering. For the 9- and 3-nm QW's, the ADP ELR in-

creases by a factor of about 1.6 and 2.1, respectively (Fig.
9). We cannot decide whether the differences in the ADP
ELR are caused by an increase in the deformation-
potential constant or by a change in the effective mass
due to the complicated dependence of the valence-band
structure on the QW width.

GaAs QW's at the same volume density .Uchiki et al. '

observed at one excitation density a strong reduction of
the PO ELR, which they mainly ascribed to the different
properties of a 2D system. Recently, they have studied
QW's of different well widths. However, they give no ex-
perimental results concerning the PO ELR for different
well widths. We obtain at a given volume density a lower
reduction of the PO ELR in a 3-nm QW, which, howev-
er, disappears if we use the sheet density as the appropri-
ate parameter for 2D systems. Recently, Tatham et al.
have obtained similarly an increased PO ELR for a nar-
row (2.5 nm) GaAs QW compared to a 6-nm QW at a
given volume density. They explained this result by a re-
duced influence of hot phonons, because the relaxation of
momentum conservation perpendicular to the GaAs lay-
er allows the carriers to couple with a larger number of
phonon modes. However, the increased PO ELR could
be probably explained similarly to our work, if the sheet
density is used instead of the volume density. Obviously,
the description by the volume density is inappropriate for
narrow QW.

For a comparison with theory, one has to consider the
low- and the high-density regimes.

(i) The influence of dimensionality and well width on
the Frohlich interaction in the!otv densit-y limit (no hot
phonons, no screening) has been addressed by several au-
thors. Generally, only a weak dependence of the scatter-
ing rate on the reduced dimensionality has been expected.
Riddoch and Ridley" have predicted that the scattering
rate is only slightly changed in QW's compared to the
bulk. However, these calculations are done for electrons.
We reach the low-density PO ELR only for the p-type
samples; for n-type samples the PO ELR is strongly re-
duced even at our lowest excitation density. Theoretical
calculations for holes are, to our knowledge, not avail-
able. They are rather difficult due to the complicated
valence-band structure in 2D systems.

(ii) A calculation by Cai et a/. ' indicates that the
reduction of the PO ELR at high densities by hot pho-
nons is rather insensitive to the dimensionality in agree-
ment with our results. A recent Monte Carlo calculation
by Lugli and Goodnick' came to the conclusion that the
PO ELR reduction for a given sheet density is indepen-
dent of well width, consistent with our results. Earlier
experimental data given in Ref. 23 are in contrast to this
prediction.

The first experimental results for n-type doped GaAs
QW's were given by Ryan et al. ' They observed a
reduction of the PO ELR by a factor of 60 (compared to
the simple theory) independent of excitation density, in
contrast to the excitation density dependence observed in
undoped bulk GaAs. This was explained by the different
properties of the electron-phonon interaction in 2D sys-
tems. However, a comparison of the results for n-type
doped and p-type doped QW's (see Figs. 7 and 8) shows
that the effect observed in Ref. 17 was most probably
caused by the n-type doping, as recently observed in In-
GaAs. The results might have been further distorted
by the excitation of the barriers. Later measurements
with excitation only into the wells yielded a different re-
sult.
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The cooling in p-type GaAs QW's has been investigat-
ed by Kash et al. The PO ELR decreased with increas-
ing excitation density, but was independent of doping
density. We cannot confirm this result with our data,
since the doping densities of our p-type samples are near-

ly identical. Our measurements with n-type samples,
however, are dependent on doping density.

By comparison with the simple theory of the Frohlich
interaction, Kash et al. concluded that the reduction of
the PO ELR is dependent on the delay time, i.e., a
description by a time-independent scattering time 'Tpo or
reduction factor o. is not justified. However, they neglect-
ed several important effects in their analysis, e.g. , acous-
tic deformation-potential scattering, degeneracy, and
recombination heating. An analysis of their cooling
curves for the highly doped sample (po =4X 10' cm )

performed with our algorithm shows a good agreement
with a time-independent reduction of the PO ELR, as we
expect according to our model in Sec. IVC. The main
reason for the different results is the neglect of ADP
scattering, which leads to an overestimation of optical-
phonon scattering in the low-temperature range. We
have additionally fitted the luminescence spectra in Ref.
22 and obtained excitation densities a factor of 2 higher
than stated in Ref. 22. Figure 10 shows the values of a
obtained by an analysis of the cooling curves of Ref. 22 in
comparison to our results for a 9-nm QW with similar
doping density.

The dependence of the acoustic deformation-potential
scattering on the QW width was reported first by us. ' In
the literature, the only determination of the hole defor-
mation potential E&c in a GaAs QW is reported in Ref.
24. A value of EAc ——3.5 eV was obtained, marked by a
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FIG. 10. The PO ELR reduction factor a as a function of the
sheet excitation density n,'„, for 9-nm p-type doped QW's. The
squares are results of this work. The triangles are obtained by
analysis of the cooling curves given by K. Kash et al. (Ref. 22)
with the theoretical model described in this paper. The excita-
tion densities obtained by a fit of the luminescence spectra of
Ref. 22 are a factor of 2 greater than stated there. For this plot,
we have used the densities obtained by the fit. The dashed line
gives the PO ELR due to the bare 3D Frohlich interaction.

triangle in Fig. 9 (assuming a hole mass mt,
——0.5mo).

This EAC is significantly less than the value we have ob-
tained in bulk GaAs using an analysis with unscreened
ADP scattering ' or in the present measurement

(EAc ——5.5 eV). The difference compared to our result for
a 9-nm QW (E~c——7.0 eV) is even greater. The origin of
this discrepancy is not clear.

The PO ELR at low electron densities and tempera-
tures might be influenced by plasmon scattering as dis-
cussed by Das Sarma and co-workers. ' In our case,
however, ADP scattering is important only in the pres-
ence of holes, and inter-valence-band absorption of holes
is a strong damping process for plasmons. We therefore
expect that the energy is actually not dissipated into the
plasmon system, but remains in the carrier system.

Recently, Hirakawa and Sakaki ' have studied the
scattering of electrons in a GaAs/AI„Gat „As hetero-
junction in the low-temperature regime. The energy loss
was determined by acoustic deformation-potential
scattering. The deformation-potential constant obtained
was 11 eV, significantly higher than the commonly ac-
cepted value for bulk GaAs of 7 eV. It is possible that
the increase in the ADP ELR observed by us is also
caused by an increase in E„"c,' however, it might also re-
sult from a change of the in-plane mass due to the
confinement.

VI. CONCLUSION

We have systematically studied the cooling of hot car-
riers in undoped, n-type doped, and p-type doped GaAs
QW's and bulk GaAs by time-resolved luminescence. We
obtain a detailed picture of the dependence of the
energy-loss rate by LO phonons, PO ELR, on the various
parameters. The main results are the following: At high
excitation density, the energy-loss rates of electrons and
holes are reduced independently of the delay time This.
reduction of the PO ELR is independent of dimensionali-
ty and well width if the sheet density is used as the ap-
propriate parameter. At low excitation density, holes
come close to the simple theory of the Frohlich interac-
tion. Electrons, however, have still a reduced PO ELR.
Above a critical density, the PO ELR decreases linearly
with the density. We give a simple model of the cooling
including the hot-phonon effect, which qualitatively ex-
plains these findings. Screening or degeneracy, however,
can be ruled out as reasons for the reduction of the PO
ELR. The energy loss due to deformation-potential
scattering with acoustical phonons, ADP ELR, which is
most important in the low-temperature regime, increases
with decreasing well width.
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