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Noise spectroscopy is a sensitive and versatile tool for the investigation of interface states at semi-

conductor grain boundaries. We apply a transistorlike model to quantitatively explain observed

1/f noise by trapping of majority carriers in grain boundary states. Our model accounts explicitly
for spatial electrostatic potential fluctuations within the interface plane due to the random spatial

distribution of grain boundary defects. Such spatial inhomogeneities generally cause deviations

from Lorentzian noise spectra towards 1/f behavior; grain boundaries represent a model system for
the study of such a transition. We obtain from our quantitative analysis the density of interface

states, their capture cross section, and the standard deviation of the spatial potential fluctuations.

Our analysis enables us to derive these three characteristic grain boundary parameters for bicrystals

as well as for multicrystalline samples.

I. INTRODUCTION

Electrical fluctuations in physical systems often display
a 1/f behavior in the dependence of their noise spectra
on frequency f. ' Despite much effort there is still no
commonly accepted model for this so-called 1/f noise.
In the controversy about the physical mechanisms under-
lying 1/f noise, two main approaches can be discerned:
One recent approach involves the emission "infraquanta"
in the scattering of charged current carriers. This so-
called quantum 1/f model explains Hooge's empirical a-
noise model, ' which assumes mobility fluctuations as the
origin for the observed fluctuation phenomena. The
physical relevance of Handel's theory and even its
derivation are, however, a matter of controversial discus-
sions. Without an underlying microscopic basis,
Hooge's model' remains, still empirical; no physical pa-
rameters can be extracted from measurements with the
help of Hooge's model.

Another approach was first discussed by McWhorter
for the description of fluctuation phenomena at metal-
oxide-semiconductor (MOS) interfaces. McWhorter ex-
plained (1/f)-like noise by a distribution of time con-
stants ~ for capture and emission processes of free-charge
carriers. Even though McWhorter's model takes into
account the basic physical mechanism underlying the
fluctuation processes at MOS interfaces, there remains
an arbitrariness in the choice of the proper distribution of
time constants. This arbitrariness so far precluded noise
measurements from being used as a spectroscopic tool for
the quantitative investigation of electronic properties of
semiconductor interfaces.

So far, nearly all papers on 1/f noise restricted their
discussion on spatially homogeneous crystals or, in the
case of interfaces, to a perfect order within the boundary
plane. For real physical systems, however, this (often
even tacitly) assumed homogeneity turns out to be an
inadmissible simplification. Spatial inhomogenei ties at
semiconductor interfaces necessarily affect their electrical
properties and appear to be of paramount importance.

Such inhomogeneities were first discussed by Nicollian
and Goetzberger; their classic paper about the ac prop-
erties of MOS interfaces demonstrated that the random
spatial distribution of fixed charges within the oxide re-
sults in potential fluctuations within the interface plane.
These electrostatic fluctuations at the MOS interface en-
tail a distribution of time constants for the capture and
emission of free carriers in interface states. The model of
Nicollian and Goetzberger explained ac admittances of
MOS interfaces; a first attempt to explain also noise with
this model was to the best of our knowledge not sys-
tematically extended because of a lack of sufficient experi-
mental data as a basis for a quantitative analysis.

The idea of potential fluctuations was recently extend-
ed by us to model the ac admittances of current-carrying
silicon grain boundaries. Such a potential fluctuations
model for grain boundaries is based on the fundamental
insight that already the localization of carriers in inter-
face states per se (without any fixed charges) leads to a
distribution of time constants: The random spatial distri-
bution of charged interface states alone must already re-
sult in a spatial modulation of the band edges by electro-
static forces. The resulting spatial distribution of time
constants explained the frequency dependence of ac ad-
mittances of bicrystal grain boundaries. In addition to
these results for ac admittances we were indeed also able
to interpret (1/f)-like noise in the spirit of the earlier
model of potential fluctuations. The success of our ap-
proach was possible because we accomplished a quantita-
tive noise-specific formulation of this model for current-
carrying interfaces. The cornerstone of our quantitative
analysis was laid with the development of our so-called
trap-transistor model for interface states at grain boun-
daries. '

Semiconductor grain boundaries are a model system
for the investigation of interface states at semiconductor
junctions. The electronic properties of the particular
"junction" grain boundary are exclusively determined by
interface traps and their energetic and spatial distribu-
tion. These states control the electronic transport prop-
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erties of polycrystalline semiconductors. ' Silicon grain
boundaries are especially important in semiconductor
technology; Fine-grained polycrystalline films" in mi-
croelectronic circuits as well as coarse-grained solar
cells' from cast silicon, all suffer from the electronic de-
fects at the junction grain boundary.

The present paper reports in detail how measurements
of electrical noise are analyzed to characterize interface
states and potential Auctuations at silicon grain boun-
daries and yield thus essential information about the
technologically important polycrystalline silicon. We
demonstrate here that the spatial distribution of electron-
ic states within the boundary plane results in particular in
a transition from Lorentzian to (1/f)-like noise. This
noise is experimentally easily accessible due to an in-
herent amplification mechanism which we term trap-
transistor action. With the mathematical formulation of
our transistorlike model, noise is analyzeable to yield
quantitative information about the energetic and spatial
distribution of grain boundary defects.

Section II of the present paper describes the sample
preparation, and Sec. III portrays our experimental set-
up. Our trap-transistor model for time-dependent
current transport across grain boundaries is sketched in
Sec. IV. Section V introduces concepts which are ap-
propriate to account for noise by monoenergetic and con-
tinuous energy distributions of interface states. Section
VI discusses inhomogeneous charge distribution and de-
scribes the evaluation scheme of noise spectroscopy at
grain boundaries. Finally, in Secs. VII and VIII we
present results for the energy distribution of interface
states that were gained by the analysis of noise measure-
ments at artificially grown silicon bicrystals and mul-

ticrystals for solar cells.

II. SAMPLE PREPARATION

The systematic investigation of the electric properties
of semiconductor grain boundaries requires the examina-
tion of boundaries in intentionally grown bicrystals as
well as in technologically important multicrystals. Our
silicon bicrystals are Czochralski grown by a double seed
technique. ' The geometrical orientation of the two seeds
can be deliberately varied. Bicrystal samples discussed in
the present paper contain so-called tilt boundaries which
grow when two grains are tilted around a common crys-
tallographic axis. All our bicrystals are boron doped
with a concentration ranging from 1X10' to 1X10'
cm . Dopants other than boron are known' to segre-
gate at grain boundaries and are thus avoided in the
present investigation. The temperature-dependent bulk
carrier concentration is determined by Hall measure-
ments within the single crystalline grains. Our samples
for the noise measurements are cut perpendicular to the
grain boundary. Ohmic contacts are configured as
schematically shown in Fig. 1; they are prepared by eva-
porating aluminum and a subsequent annealing at 500 C.

Our multicrystals are prepared from commercially
available cast polysilicon (Silso by Wacker-Heliotronic)
that is also boron doped with a concentration of 3 X 10'
cm . The mean diameter of the grains in the investigat-
ed multicrystals is about 0.5 mm.
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FIG. 1. Experimental setup and contact configuration for
measurements at a bicrystal sample. Dashed line indicates how
noise voltage 5U(t j is amplified, filtered, digitized, and
transmitted via optical fiber links to the array processor. Signal
is split into two branches to enable separate fast Fourier trans-
formation (FFT) and cross correlation which averages out in-

terfering amplifier noise. All devices in the shielded cabin are
battery operated.

III. EXPERIMENTAL SETUP

Figure 1 shows a schematic drawing of our setup. We
perform our noise measurements by forcing a constant
current Io across the grain boundary. This constant
current can be adjusted between 1 nA and 10 mA and is
supplied by a bank of batteries in series with a switchable
array of metal film resistors. The current Io across the
grain boundary leads to a voltage drop Uo+5U(t) where

Uo denotes the mean value and 5U(t) the fluctuating
noise voltage. The samples are mounted in a cryostat
which enables measurements at temperatures between 4
and 500 K.

The noise voltage 5U(t) is first split into two indepen-
dent parallel branches of the circuit. Then we amplify
(Brookdeal 5004 preamplifiers, Kemo 976 main
amplifiers) and filter (Kemo VBF123 antialiasing filters)
the signal. Subsequently, we perform a digitization of the
signal by homemade analog-to-digital converters (ADC)
(maximum clock rate 350 kHz, 12-bit resolution). The
cutoff frequency f,„ofthe antialiasing filters is smaller
than half the sampling rate of the ADC. The digitized
signal is transmitted via optical fiber links to an array
processor (floating point systems, AP 120B) where a fast
Fourier transform (FFT) is performed. The cross correla-
tion of the two independent branches averages out in-
terfering amplifier noise. Shielding of the whole setup
within a Faraday cabin and battery powering of all in-
struments within the cabin effectively avoids external dis-
turbances.

Very accurate noise spectra which result from many
averaging procedures over individual spectra and which
have a high resolution on the frequency axis are obtained
by us with the help of the considerable computing speed
of 12 MFLOPS (million Aoating-point operations per
second) of the array processor. This computing speed en-
ables us to obtain individual noise spectra with 1024
points on the frequency axis in real time up to 30 kHz.
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FIG. 2. Noise spectra of a silicon bicrystal for three different
voltage drops; shot noise is subtracted. Solid line indicates
Lorentzian noise according to Eq. (21) for monoenergetic inter-
face states. Dash-dotted line is for an interface-state continuum
after Eq. (22). The dashed lines originate from the potential
fluctuations model, Eq. (23), under the consideration of the spa-
tial distribution of interface defects.

FIG. 3. One-dimensional band diagram at the grain bound-
ary. Only donorlike interface states are drawn for simplicity.
The positive interface charge is compensated by negative accep-
tor ions within the space-charge region. The application of a
voltage U results in a thermally emitted current j,h over the bar-
rier e4. The current jT represents the capture and emission of
holes by the interface states.

Thus, all noise spectra with the exception of the high-
frequency spectra above 30 kHz are gained in the same
time that is required to sample the signal in the time
domain. The required averaging procedure over indivi-
dual noise spectra is therefore achieved in a reasonable
time, thus yielding a small scatter of data points while
still maintaining a high resolution on the frequency axis.
Our standard measuring routine covers the frequency
range from 1 to 100 kHz with 2048 points on the frequen-
cy axis. Figure 2 shows typical noise spectra obtained
with our setup from a single bicrystal grain boundary
with an. area of 10 cm . These spectra are in the fol-
lowing analyzed with the combined model of the trap-
transistor action and the potential fluctuations.

IV. TRAP-TRANSISTOR MODEL

The crystallographic misfit at the interface plane be-
tween two misoriented semiconducting crystallites leads
in many cases to electrically charged defect states at the
boundary between the grains. This interface charge of
areal density Q has in silicon the same polarity as the ma-
jority carriers, i.e., a positive interface charge prevails in
our p-type samples. The charge Q leads therefore to a po-
tential barrier of height P for the holes, as shown in Fig. 3
in a one-dimensional band diagram.

Free carriers are removed from the depletion regions
around the interface. Overall charge neutrality requires
the positive interface charge Q to be compensated by the
total areal charge Q„+QL of the negative acceptor ions
within the depletion regions at the right- and at the left-
hand side of the boundary

The barrier height 4 can be calculated from the interface
charge Q and the depletion charges QL, Qa.

e' QL'e4=
2eep N

e QR
U (2)

Q =2(C @+C„Up). (la)

Equation (la) introduces the areal geometrical capaci-
tances of the depletion regions, Cz being the capacitance
of the right-hand side depletion region

CR [eN /2eep(4+ Up ) ]——' (3)

and C being the sum of the capacitances of the left-

hand side and right-hand side depletion regions

C+ ——CI +C„=(eN/266pC ) +Cg (4)

The presence of a potential barrier of height 4 leads to
a decrease of the conductivity of the polycrystal for the
current across the grain boundary. The density j,h of this
current is usually described by the model of thermionic
emission

j,z = 3 *T exp[ —e (g+@)/kT][1 exp( eU—plkT)], —

(5)

Here, N is the doping density, E'E'p the permitivity of sil-
icon, e the elementary charge, and Up the voltage drop
across the barrier.

The charge neutrality condition Eq. (1) can be reformu-
lated in terms of the barrier height 4, which we obtain
from the solution of the Poisson equation, Eq. (2):
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where A * is the eff'ective Richardson constant, kT/e the
thermal voltage, and eg the Fermi level within the single
crystalline grains. Equation (5) gives the density of the
current Io =j,h A across the boundary with the area A.
This current Io is kept constant during the experiment.
The noise signal which is analyzed consists of the voltage
fluctuations 5U around the mean voltage drop Uo which
is necessary to maintain Io.

The measured voltage fluctuations 6U are the result of
random capture and emission processes of holes at grain
boundary interface states. This stochastic trapping of
free carriers results in fluctuations 5Q of the instantane-
ous interface charge Q. The interface charge Q deter-
mines, however, the barrier height 4. The charge fluc-
tuations 5Q thus lead to fluctuations 54 in the barrier
height 4 which controls the current j,h across the bound-

ary as described by the Richardson-Dushman equation
for thermionic emission, Eq. (5). In an experiment with a
constant voltage the barrier fluctuations 54 could be ob-
served as fluctuations 5j,h in the over-the-barrier current

j,h. In our case with a constant current source we ob-
serve the stochastic fluctuations 5U of the corresponding
voltage drop Uo.

The stochastic capture and emission of holes at the in-

terface can be described by a fluctuating trapping current

jz, which accounts for the exchange of holes between the
valence band and the interface states. In this sense, the
current jr changes the trapped charge Q and thus the
band bending 4 and the thermionic hole current j,h. The
trapping current j~ influences therefore the thermionic
current j,h via the control of interface charge Q and band
bending 4. This mechanism resembles the current
amplification in a bipolar transistor and led us to the
name "trap transistor model. " ' Similar to bipolar
transistor action, very small fluctuations in the modulat-
ing trapping current jr ("base current") are amplified to
considerable fluctuations in the emitted current j,h

("emitter current") or the corresponding voltage drop
Uo.

V. INTERFACE STATE NOISE

A. Noise of monoenergetic centers

The noise power density of the voltage fluctuations 5U
can be analyzed by considering the fluctuations of the
current jr which changes the interface charge Q. The
trapping current j~ is just the time derivation of the
charge Q. The time derivation of the interface charge Q
is given on the average by the difference of the mean cap-
ture and emission rates, R and 6, which stand for the
areal density of holes being captured and emitted by in-
terface states

djr—:e =e(R —G) .
dt

A phenomenological expression for the mean capture and
emission rates, R and G, can be obtained with the help of
the Shockley-Read-Hall statistics. ' If we first consider
the particular case of monoenergetic interface states with
density N~ located at energy F~ within the forbidden

band gap, the two rates are given by '
G=g X~F,
R =S u, „Xr(1 F—)p, .

(7a)

(7b)

Under steady-state conditions the mean value of the trap-
ping current j& would be zero, i.e., the capture rate
would equal the emission rate when we neglect the
recombination of electrons and holes at the trapping
center. One obtains then from Eqs. (6) and (7) for R =G

1 —Fo
gp =U,hSp p;,

L p

(9)

where the subscript zero denotes steady-state values.
So far we considered in Eq. (6) only the dynamics of

the mean value of the trapping current jr. Equation (6)
does not describe the instantaneous value jz- of the trap-
ping current jz and the corresponding charge fluctua-
tions that lead to the observed noise. A natural way of
generalizing a dynamical equation like Eq. (6) to a proba-
bilistic equation for instantaneous quantities as observed
in noise experiments is given by the Langevin method
A rapidly fluctuating stochastic force g(t) is added to the
mean value jr in Eq. (6) to obtain the instantaneous jr.
The force g(t) describes the random action of excitations
(phonons, photons, etc. ) which influence the trapping
current jz at finite temperatures:

jr=jr+((t)=e(R —G)+((t) . (10)

The time average of g(t) vanishes; the stochastic Eq. (10)
complies therefore with Eq. (6) for the mean values. We
assume further that the force g(t) is uncorrelated on the
time scale of our measurements. This assumption means
that it is supposed that the value g(t) at time t does not
dependent on the value g(0) at time t =0. This require-
ment should always be fulfilled for our experiments with
a maximum frequency of 100 kHz when one imagines
that the force g(t) represents, for example, phonon pro-
cesses on a typical time scale of picoseconds. Our as-
sumption is mathematically expressed by requiring that
the correlation function C&(p):=(g(0)g(p)) of the sto-
chastic force g(t) is proportional to a 5 function
C&(p) =c5(p), where c denotes a constant. ' Equivalent-
ly, the frequency-dependent power spectrum S&(f) of the
stochastic force g(t), which is defined by the Fourier
transform of the correlation function C&(p), i.e., '

S&(f):=2J exp( 2irifp)C&(p) pd= —(2~ g(f)
~

) =c
0

becomes independent of frequency f and equal to the
constant c. The factor c is discussed below.

Here, S denotes the capture cross section of interface
states for holes, u, h

——(3kT/m*)' the thermal velocity
of the holes with the effective hole mass m *, F the occu-
pation of interface states by holes, g the emission factor,
and p, is the density of free holes at the interface that is
related to the bulk hole density p by

p, =p exp( e@/—kT) .
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We may now calculate the power spectrum Sg(f) of
the interface charge fluctuations 5Q. In a first step, we
linearize the instantaneous trapping current jT(t}, Eq.
(10), around its mean value jTO(t) and obtain for the fluc-
tuations 5jT(t}around the mean values

5j T(t) =—5Q(t) =S U,„NT(1—Fo }5p,(t)
d

p ~h

5Q(t) +g(t) . (12)F
We next perform a Fourier transform of Eq. (12) into the
frequency domain and eliminate the Fourier coefficients
5p;(f) with the help of Eqs. (la) and (5). Thus, we are
able to determine the Fourier coefficients 5Q(f) of the
charge fluctuations 5Q(t):

relation between the charge fluctuations 5Q and the cor-
responding voltage fluctuations 5U can be determined
quantitatively with the help of the charge neutrality con-
dition Eq. (1) and the transport current j,h from Eq. (5):

e [exp(eU&/k T) —1]
5U/5Q =

C +CR [exp(eUO/kT) —1]
(19)

We obtain then for the spectrum SU(f) of voltage fluc-

tuations of grain boundaries containing monoenergetic
traps:

SU(f) =(5U/5Q)'Sg(f) (20)

Since our experiments are carried out under the condi-
tion eUo ))kT, relations (14) and (19) can be simplified as
follows:

5Q(f)= (13)

with the time constant ~ defined by

UthSpJ io

Fo

e NTFO( 1 Fo )
X +1 . (14)

kT I C + Ct, [exp(eUO/kT) —1])

+mono

4e p;OU, hSp
2

AC
—1

mono 0( th ppiO)

7
SU'"'(f) =a,„,NT(1 —Fo) 1+(2'f~,„,)'

(21a)

(21b)

(21c)

In Eqs. (13) and (14) we take explicitly into account the
experimental condition of a constant over the barrier
current j,h. The noise spectrum Sg(f ) of the charge flue
tuations 5Q(t) is obtained from the square ( ~5Q(f)~ )
according to the definition of the spectrum in Eq. (11) but
now applied to the charge fluctuations 5Q (f):

~S(
Sg(f)=

1+(2vrf r)
(15)

S&:4S& Uihp&ONT( 1 Fp ) / A (17)

Combining Eqs. (15) and (17), we derive the final result
for the spectrum of the charge fluctuations

4dvihS p ONT(1 Fo)—
Sg(f)=

A [1+(27tfr) ]
(18)

The spectrum SU(f ) of the corresponding Uoltage fluctua
tions 5U(t) results from our trap-transistor action. The

The spectrum S& of the stochastic force g is independent
of frequency f and equal to the constant c; the frequency
dependence of the spectrum Sg(f) of charge fluctuations
is therefore given by the frequency dependence of the
denominator in Eq. (15). Therefore, we can easily deter-
mine the standard deviation (5Q (t =0) ) by integrating
the noise spectrum Sg(f ) over all frequencies, as follows
immediately from the inverse Fourier transform, Eq. (11),
which relates the correlation function with its spectral
density:

(5Q (t =0)) =
—,
' J Sg(f)df =S(r/4=cd/4 . (16)

The standard deviation, was calculated by van Vliet and
Fassett. ' Using their Eq. (57), we obtain

Equation (21a) predicts a Lorentzian curve for the fre-
quency dependent noise of monoenergetic interface
states: The noise displays a low-frequency saturation
value SU'"'(f ~0)=a,„,NT(1 Fo)r,„,—and a decay
with 1/f at high frequencies. A comparison of mea-
sured noise SU(f) with Eq. (21a) is most conveniently
achieved in a plot of 2irfSU( f) versus frequency f.
Equation (21a) predicts for such a Lorentz curve a max-
irnum of height a,„,NT(1 Fo) ~,„,/—2 at a frequency

f =f,„where 2' fr,„,= 1 holds. The frequency and
the height of the maximum yield therefore the time con-
stant r,„,as well as the prefactor of Eq. (21a).

Figure 2 shows a comparison of measured bicrystal
noise with Eq. (2la). The calculated solid line in Fig. 2
deviates considerably from the measured data. The ex-
perimental results are therefore not satisfactorily explain-
able with a noise model of monoenergetic interface states.

B. Noise of energy continua

Grain boundaries are the location of distorted and bro-
ken bonds, impurities, and primary and secondary dislo-
cations which originate from the accommodation of the
crystallographic misfit between the two grains. ' It
seems unlikely that these potential charge sites are equal-
ly and so regularly configured in the lattice that just
monoenergetic centers arise within the forbidden gap.
Instead, it seems more probable that such levels are con-
tinuously distributed over energy. A more realistic mod-
el of noise due to capture and/or emission of free carriers
in interface states considers therefore a continuous densi-
ty of states Nss(E).

Noise due to capture processes into continuously dis-
tributed states can generally not be exactly calculated.
Lee et aI. demonstrated, however, that such noise spec-
tra can be approximated by an integration of Lorentz
spectra over energy E if the number of charged trap
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NssSU'"'(f)=a„„,
z in[1+(2mfr ) ],

(2+f) r
(22a)

states is much smaller than the number of free carriers
which are available for capture. We use this approxima-
tion and integrate Eq. (21) over energy. This integration
is conveniently achieved by transforming the integration
over energy in an integration over occupation Fo which
yields finally

Ec

0+

0+ 0+

0+

0+

0 0 0

0+
0+

C

2kTe
CXcont

R

r~ =(v,hS~S'io)

(22b)

(22c)

o+ 0
Jl

O+

Comparison of measured noise SU(f) with the model for
continua, Eq. (22a), is also obtainable from a plot of
2nfSU(f) versus frequency f. A maximum of height
0.4a„„,Nssr~ at frequency f =f,„occurs, where

2nf, „r~=1.98 holds. Height and frequency of the
maximum yield therefore density of states Nzz and time
constant ~ .

The spectral density SU'""(f) of Eq. (22a) is represent-
ed by the dash-dotted line in Fig. 2. Evidently, a continu-
ous energy distribution of interface states alone is also
insuScient to explain the measured data. In fact, the fre-
quency dependent SU'"'(f) differs only slightly from the
Lorentzian behavior SU'"'(f) after Eq. (21a) since only
states around the steady-state Fermi level contribute to
the noise.

VI. POTENTIAL FLUCTUATIONS

The discrepancy between the Lorentzian form of Eq.
(21) or its modification, Eq. (22), and the measured spec-
tra is a result of an inadmissible simplification which is
inherent to the one-dimensionality of the model discussed
in Sec. V: Our discussion assumed tacitly thus far that
the grain boundary is electrically homogeneous. The
boundary is, however, not homogeneously charged like a
metallic disk. Instead, the charges in the trap states stem
from localized carriers with typical interdistances of
10—100 nm. The spatial distribution of the charge sites
within the grain boundary must therefore necessarily re-
sult in a spatial modulation of the band bending at the in-

terface. In an earlier publication ' we were, for example,
able to correlate such electrical inhomogeneities with the
spatial distribution of secondary dislocations which were
analyzed by structural analysis and admittance spectros-
copy.

Consideration of the interfacial potential fluctuations
leads also to a modification of our one-dimensional noise
model of Sec. V. Figure 4 shows the spatial distribution
of positive interface charges with the resultant modula-
tion of the band edges in a band diagram which is pro-
jected onto the interface plane. Such fluctuations have a
drastic impact on the noise properties of the grain bound-
ary because they dramatically influence the capture time
constant: Equation (22c) reveals that the time constant

depends linearly on the steady-state hole concentration

p;o at the grain boundary which, according to Eq. (8), de-

Ev.l

FIG. 4. Band diagram as projected onto the interface plane.
The random spatial distribution of trapped positive interface
charges leads to an electrostatic modulation of the band edges
along the interface. These potential fluctuations are modeled by
a Gaussian distribution P(4) around a mean barrier height 4
with standard deviation cr.

pends exponentially on barrier 4. The modulations of
the barrier 4 yield thus drastic spatial fluctuations of the
time constants ~ and a considerably different noise be-
havior. The consideration of the inhomogeneous poten-
tials allows us to explain the measured noise quantitative-
ly.

The distribution P(4) of barrier heights 4 is in a first
approximation a Gaussian distribution with mean barrier
height 4 and standard deviation o. :

1 (4 —4)P(4)=, exp
(2iro )' 2' (23a)

We consider the contribution to the noise spectrum due
to capture and emission of charge carriers which traverse
the boundary at different barrier heights 4 as indepen-
dent. The total noise spectrum is then obtained by in-
tegrating over a11 noise contributions. Each contribution
has to be weighted by probability P (4&), and we integrate
over deviations 4 —4:

S:= P 4S"'"' d 4—4 (23b)

The resulting spectral density, SU, is now in excellent
agreement with the measurements as also demonstrated
in Fig. 2.

The evaluation of the measured spectra on the basis of
this potential fluctuations model cannot be performed
analytically. We are thus forced to make use of a numeri-
cal evaluation procedure that is similar to one which was
first proposed by Sirnonne and then extended by
Werner for the evaluation of admittance spectra: We
multiply the measured noise SU(f) with the angular fre-
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FIG. 5. The product of measured noise SU(f} and frequency
2rrf for the 100-mV spectrum of Fig. 2. Solid line is obtained
from the potential fluctuation model Eq. (23) with the shown
values for density of states N», capture cross section S~, and
standard deviation o of the spatial potential fluctuations.

VII. RESULTS FOR BICRYSTALS

A. Density of states N»

In a detailed study we analyze the energy dependence
of Nzz at two different bicrystals. Both bicrystals with
the specimen numbers 1 and 2 are boron doped with a
concentration of 9 X 10' and 3 X 10' cm, respectively.
Both samples contain a (110)-tilt boundary; the tilt an-

quency 2mf. This product, 2mfSU(f), shows a broad
maximum as demonstrated in Fig. 5 for the 100-mV data
of Fig. 2. From the height of this maximum we obtain
the density of interface states Nzz, the position of the
maximum yields the mean constant ~ and the hole cap-
ture cross section S; the width of the curve is a measure
for the standard deviation o. of the spatial potential Auc-
tuations.

We use only the data point at the maximum of curves
like the one in Fig. 5 and one additional point of the
curve to determine the three parameters Nzz, S, and o.
Then we integrate Eq. (23) and compare with the com-
plete set of the frequency-dependent data as shown in
Fig. 2 where the integrated data are represented by the
dashed line. The agreement over a frequency range of
five decades supports the validity of our model. More-
over, we already demonstrated earlier that the results
from our noise spectroscopy agree well with those from
admittance spectroscopy.

Our model as here discussed enables us to quantitative-
ly evaluate noise spectra of silicon grain boundaries. By
variation of temperature T and/or of the voltage drop Uo
we sweep the stationary Fermi level E„=e g e4-
through the forbidden gap. We are thus able to investi-
gate the energy dependence of the density of states N&&
and the capture cross section S . We further obtain the
standard deviation o., thus quantitative information,
about interfacial inhomogeneities.

Nss(E) =No exp( b,E/Ec—) (24)

with No =9X10'~ eV 'cm and Eo =11 meV. Here
b E denotes the energy distance measured from the
conduction-band edge.

Band tails at the grain boundary are expected as a
consequence of the spatial disorder on a length scale of a
few lattice constants. The finding of band tails in the
density of states corroborates therefore our model of spa-
tial inhomogeneities. Band tailing states result from car-
rier localization in local potential maxima and minima of
the valence- and conductance-band edges. Tail states in
spatially disordered systems and their connection with
the spatial distribution of localized charges are well
known in amorphous semiconductors and were discussed
by Cohen, Fritsche, and Ovshinsky. The relevance of
band tails and a model for their occurrence in polycrys-
talline semiconductors was recently pointed out by
Werner and Pejsl.

Another example for band tails at silicon grain boun-
daries is shown in Fig. 6(c) which presents results from
noise measurements and I-V curves at a sample from bi-
crystal 2. In this sample we are able to investigate a wide
energy range by variation of temperature and bias be-
cause no additional midgap states pin the Fermi level.
We find an exponential tail with a drop of almost four de-
cades within 0.3 eV. The tail can be fitted by

Nss(E) =No exp( hE/Eo )— (25)

with No =6X10' eV 'cm and Eo =30 meV where
AE denotes the energy distance to the valence-band edge.

The values No and No are obtained from two different
samples and stand for the density of states when one ex-
trapolates the measured data towards the band edges. It
is therefore interesting to note that the experimental
NO, NO values are close to the theoretical values which
one expects for two-dimensional gases of free electrons
and holes in the conduction band and valence band, re-
spectively. These theoretical data are calculated similar
to the values of Werner and Peisl and are indicated by
the arrows at the band edges in Figs. 6(b} and 6(c). Here
we fallow an universal model of Soukoulis, Cohen, and
Economou who discussed the general relationship be-
tween the slopes and band-edge values of exponential

gles being 8 and 10', respectively. The density of states
Nzz is analyzed by several independent methods; the
comparison allows us to check the correctness of results
obtained by noise spectroscopy.

Figure 6(a} compares results for the density of states at
the grain boundary of sample A cut from bicrystal no. 1.
The data stem from three different methods: Noise spec-
troscopy, admittance spectroscopy, and from current
voltage curves. ' Good agreement between the results
of these three methods is observed. The high value for
the density of states at midgap pins the dark Fermi level
within this energy range. Our earlier measurements of
photocapacitance of a different sample 8 from the same
bicrystal reveal the density of states over a wider energy
range, as shown in Fig. 6(b). In particular, we find at the
conduction-band edge a band tail which can be fitted by
an exponential decay:
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tails in disordered systems.
Figure 6(b) presents a compilation of results for sample

8 from bicrystal no. 1 which were obtained by different
techniques: The equilibrium Fermi level is located at
E=0.5 eV and the data at energies E (0.5 eV stem from
the evaluation of temperature-dependent noise spectros-
copy, admittance spectroscopy, and current-voltage
curves. The results for E )0.5 eV were earlier measured
by us by photoconductance and photocapacitance. ' It
is interesting to note that the density of states at this
grain boundary drops indeed sharply around 0.5 eV as al-

ready earlier concluded on basis of the results from pho-
tocapacitance. ' The results of noise, admittance spec-
troscopy, and I-V curves confirm this finding and reveal a
value of up to N&& ——4)(10' cm eV ' around 0.3 eV.
The high Nzz value in this energy range prevents the Fer-
mi level from moving closer to the valence-band edge. It
is therefore impossible to analyze the valence-band tail in
bicrystal no. 1. The dashed line at the valence-band edge
depicts the tail that —according to Fig. 6(c)—we expect
to measure if we were able to shift the Fermi level up to
this energy.

C4

E
I0
4)

rA
U)

I

NOISE

V T=240K
~ T=258K
4 T=270K

—~ T= 295K
~ T=326K

I
I

ADMITTANCE

& T=256K
& T=266K

No. I, 4

0~
go

0
I I o ~

500
ENERGY E (meV)

I-
Vlz
UJ
O (a)

)pll
400

V)
UJ

j+ 1o'~ — '; -q .&. & g r
U
O

Ncss=Nexp( h, E/ E

Nc = 9&&10'4 eV 'crn

Eo = 11rneV

10 Ec08

N, lg
E 10&
O

No. I, B
O
(J)

Z 1013
M
UJ —+

1012

loll h~ EXPECTED
&\

VALENCE
EIAND TAIL—10'O-

V)
Z

(b)~ 1O9-
I I ( I I

Ey 02 04 06
FNERGY E (eV)

N
'E lo'4-

u) 1013-z'
V)
UJ
I~~ 10'2-
V)
LL
O

1011

CA

UJ
Cl

1010

No. 2

Nsv; —Na exp (-6E / Ea )

~0' ey-'c~0

Ep —30 mey

~ T= 293 K

v T= 268K
~ T= 238K
0 T= 202K
+ T=168K

(1) T=100K
(2j T= 168K
(3) T= 202K

~Vv

Ey

(c)

01
I )

02 03
ENERGY E (eyj

~~li
04 05

FIG 6 (a) Density of interface states Nss of sample A from blcrystal no. 1 as determined by noise spectroscopy (solid symbols),
admittance spectroscopy (open symbols), and I-V measurements (dash-dotted line). The zero point of the energy axis lies at the
valence-gang edge. (b) Density of states of sample B from bicrystal no. 1 as determined by noise spectroscopy (triangles), I-V mea-

surements (dash dotted line), and photocapacltances (solid lines). At the conduction-band edge, an exponential band tall ls found
e expected valence-band tail is covered by a high density of midgap states. (c) Density of interface states of a sample from bicrystal

no. 2 as determined by noise spectroscopy (symbols) and I- V measurements (solid lines).



13 158 ARMIN J. MADENACH AND JURGEN H. WERNER 38

B. Capture cross section
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FIG. 7. The capture cross section S~ depends on voltage
drop Uo. This finding is explained by a dependence of S~ on the
velocity of the carriers which cross the interface (dashed line).

The evaluation of the noise at the maxima in curves
such as Fig. 5 yields the time constant ~ and then from
Eq. (22c) the capture cross section S of the interface
states. From the analysis of experiments at bicrystal no.
1, we find capture cross sections S around 10 ' cm .
There are again two possibilities to examine the energy
dependence of S: Variation of bias voltage and variation
of temperature. In both cases the stationary Fermi level
is shifted through the forbidden gap. When we analyze
the energy dependence of S by varying the bias voltage
at a fixed temperature we obtain an apparent strong
dependence of S on energy. However, when we scan the
same energy regime by varying the temperature at a fixed
bias voltage this seemingly energy dependence of S can-
not be confirmed. In fact, we learn that the apparent en-

ergy dependence of S is induced by the applied voltage.
Figure 7 demonstrates the dramatic dependence of the

capture cross section S on the applied bias Uo which is
normalized to the thermal voltage kT. A decrease of S
by almost 2 orders of magnitude is observable. Such
surprising dependences are unknown from traps in the
bulk of homogeneous semiconductors as well as from
traps in MOS transistors. The observed voltage depen-
dence seems therefore to be related to a fundamental
difference between traps at MOS interfaces or in bulk
semiconductors and our current carrying grain boun-
daries.

We do not offer perfect quantitative explanation for the
observed behavior but we propose that the observed volt-
age dependence is caused by the high electric fields at the
grain boundary which results in unidirectional net
current flow which is accompanied by high carrier veloci-
ties: The high speed of the free holes which cross the in-
terface decreases the capture probability and lowers thus
the observed capture cross section S .

Quantitatively we model the voltage dependence of S
by analyzing the cross section's dependence on the mean
carrier transport velocity U,- of holes across the interface.
Spatial constancy of the current at any point x in a one-
dimensional model

j=ep (x}u (x) (26)

and, according to Eq. (8), the low hole concentration p; at
the grain boundary requires that the velocity v, at the in-
terface is orders-of-magnitude higher than in the bulk. A
quantitative expression for U, is obtained by rewriting the
current j,h in Eq. (5) with the equality

A*T =eN, V/4, (27)

where v=u, h[8/(3n)]' holds. From a comparison of
Eqs. (26) and (27) we thus obtain

v; = ( u, h /4 )[ 1 —exp( eUO /k—T) ] . (28)

C. Standard deviation cr

The third physical quantity obtained by noise spectros-
copy at grain boundaries is the standard deviation cr of
spatial potential fluctuations. Our experiments yield typ-
ical values of o. =(2—3)kT for the width of the Gaussian
potential distribution with a typical mean barrier 4
around 300 meV. The potential fluctuations are the re-
sult of the spatial charge distribution and o. can therefore
also be used to gain information on the charge distribu-
tion itself.

For the analysis of o. we use a model of Brews ' that
was originally developed for MOS interfaces. Within this
model the measured standard deviation o is related to the
correlation length A, of the spatial charge distribution ac-
cording to ' '

Equation (28} shows that the hole velocity u, at the inter-
face increases with increasing bias voltage and saturates
at U, h/4 for eUO»kT.

For Coulombic trapping centers, the capture cross sec-
tion S depends on velocity v according to a power law
S -u . We expect therefore a voltage dependence of
S according to

S =S (T)[1—exp( eUO/vkT—)] (29)

Here, S ( T) is a voltage-independent factor that may still
depend on temperature.

The dashed lines in Fig. 7 are calculated with Eq. (29)
and demonstrate a reasonable agreement with the mea-
sured voltage dependence at various temperatures. How-
ever, we have to introduce an "ideality" factor v) 1 in
order to fit Eq. (29) to our experimental results. The
physical significance of this v with a value of v=4 is not
yet understood. This factor may, for example, be a hint
to an increased carrier temperature at the interface or,
the factor, might indicate a voltage-induced change of the
trap occupation by minority carrier injection. The good
agreement between measured capture cross sections and
the predictions of Eq. (29) gives, however, strong support
for our underlying physical idea of a velocity-dependent
capture cross section.
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crystal no. 2 as determined by noise spectroscopy. For both
samples, the energy zero point lies at the valence-band edge.

Figures 8(a) and 8(b) depict the resulting correlation
length A, as a function of band-gap energy E. Here the
energy values represent the position of the stationary Fer-
mi level which is varied by voltage and temperature. The
scatter of the A, values is a result of the sensitive exponen-
tial dependence on the experimentally determined stan-
dard deviation o and interface charge Q. In spite of the
scatter of the data points, we observe a good agreement
between the results from noise and admittance spectros-
copy. There is also no significant energy dependence ob-
servable. This finding indicates that the change of charge
by the application of a bias does not induce a significant
change of the spatial distribution of potentials.

In a previous work, Werner and Strunk ' were able to
relate the correlation length A, of our sample no. 1 to
secondary dislocations along the boundary. The lines of
these secondary dislocations were randomly distributed
within an array of regularly spaced primary dislocations.
Such secondary dislocations are therefore probable candi-

dates for the location of the randomly spaced interface
charges which cause the measured potential fluctuation.
The minimum distance of 7 nm between the dislocation
lines ' ' appears to correlate well with the measured
correlation length A, as shown in Fig. 8(a).

VIII. MULTICRYSTALLINE SAMPLES

Grain boundaries in polycrystalline silicon dominate
the electronic properties of devices in semiconductor
technology as, for example, solar cells' or integrated cir-
cuits. " Characterization methods for polycrystalline sil-
icon should therefore be applicable not only to bicrystals
but also to polycrystals containing a multitude of grain
boundaries. In the previous sections we demonstrated
that noise spectroscopy is a sensitive tool for the analysis
of single boundaries in bicrystals. In this section, we
show now that the same techniques are also applicable to
multicrystals. Here we apply noise spectroscopy to a
sample which is cut from a cast p-type multicrystal (Silso)
grown by Wacker-Heliotronic for solar cells. The 400
pm thick sample is boron doped with a concentration of
N„=3 X 10' cm and has a mean grain size around 500
pm. Most grains are therefore large enough to be extend-
ed through the whole thickness of the wafer. The noise
spectrum of the sampje is shown in Fig. 9.

The theory of the previous paragraphs can be applied
to such a multicrystal when we ascribe the noise from the
many grain boundaries within the sample to a hypotheti-
cal single, mean boundary which represents then the
average properties of all grain boundaries within the
polycrystal. The noise of such a hypothetical mean
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variations of the mean barrier height from boundary to bound-
ary.
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SU(f)= SG(f) . —I
(31)

The noise power density generated on the average by a
single grain boundary, SG(f), can be analyzed with the
help of the model developed in Secs. V and VI. Our po-
tential fluctuations model takes implicitly into account
the wide range of barrier heights which differ for the vari-
ous grain boundaries. The extracted standard deviation
cr of the potential fluctuations is therefore no longer a
measure for spatial potential fluctuations within a single
grain boundary alone. Instead, 0. measures also the vari-
ation of the mean barrier heights from boundary to
boundary. Thus, we expect 0. to have larger values for
multicrystalline samples than for single boundaries in bi-
crystals.

boundary can then be analyzed with the theory developed
in the previous sections.

The noise of such a mean boundary is determined with
the help of the following consideration: In a good ap-
proxirnation we may consider a network of grain boun-
daries to act as an array of independent noise sources.
This assumption holds as long as there is no interaction
of grain boundaries, for example, by an overlap of the
space-charge regions. This situation is always encoun-
tered for our coarse-grained polycrystals. The typical
width of 1 pm for the space-charge regions is always
small compared to the grain size. The polycrystal may
then be schematized as shown in Fig. 10.

The multicrystal is represented by an array of cubic,
identical grains. The grain boundaries between the grains
are assumed to be equal and they have the properties of
an averaged, mean boundary of the real, irregular sample.
There are I grain boundaries with their area perpendicu-
lar to the current flow and we count q boundary areas
parallel to the main direction of the current. The I grain
boundaries in series increase the noise SG of a single
mean boundary by a factor l. Equations (21} and (22)
demonstrate that the noise of a single boundary is pro-
portional to the inverse grain boundary area A. The con-
nection of q boundary areas parallel to the current flow
leads to an increase in the sample cross section by a fac-
tor q and accordingly to a decrease by a factor 1/q in the
total noise SU with respect to the noise originating from a
mean boundary. We can thus relate the total measured
noise SU of the polycrystal to the noise SG of a hypotheti-
cal mean grain boundary:

The polycrystal's noise in Fig. 9 resembles indeed the
noise of a single boundary in Fig. 2. The noise in Fig. 9
indicates, however, a (1/f)-like behavior over a wide fre-
quency range, which is a consequence of a larger o. value.
We count in the Silso sample l =13 grain boundaries per-
pendicular to the current along a distance of 5.2 mm.
The analysis with the help of an optical microscope yields

q =15 boundary areas on a width of 6 mm between the
voltage contacts.

The evaluation of the maximum in Fig. 9 yields a den-
sity of states N&&=8. 5X10' eV 'cm at an energy
E =370 rneV above the valence-band edge. This Nzz
value exceeds those observed at our artificially grown bi-
crystal boundaries. The standard deviation 0.=70 rneV is
also larger than the data from bicrystals where we found
always o. values below 55 meV. The large value of 0. for
the hypothetical mean grain boundary barrier of the mul-

ticrystalline sample is easy to understand: Our hypothet-
ical, averaged, mean grain boundary must represent the
spatial modulations within single boundaries as well as
the fluctuations from boundary to boundary.

0 T .=eo. /kT (32)

we observe a continuous broadening of noise spectra.
Large values for o.T yield finally a 1/f dependence over a
considerable frequency range as shown in Fig. 9 for the
multicrystal.

Such a transition from Lorentzian noise towards 1/f
noise is exemplified in Fig. 11 which compares data from
the samples discussed in the present paper. In the vari-
ous spectra displayed in Fig. 11, the frequency span in
which the spectra approach a I/f behavior extends over
more than one, two, and about three decades depending
on the value of cr T =1.5, 2.12, and 2.85, respectively.

The transition from Lorentzian noise to 1/f noise can
be understood in terms of a distribution function g (r) of
time constants for capture and emission processes. This
distribution function can be calculated if we change the
integration variable in Eq. (23) from 4—4 to r:

IX. FROM LORENTZIAN TO 1/I NOISE

We now reconsider the general problem of I/f noise in
the light of the potential fluctuations model proposed in
this work. Figure 2 shows that the presence of an irregu-
lar spatial distribution of interface charges leads to a con-
siderable broadening of traditional Lorentzian noise spec-
tra. Depending on the degree of the spatial disorder,
which is quantitatively expressed by the standard devia-
tion 0. of the spatial potential fluctuations, or its dimen-
sionless equivalent

I }

I I
SU (f}= f P (4 }SU'"'(f}1(@—4 )

= f SU'"'( f)g(r)dr . (33)

FIG. 10. Simplified model for a polycrystal. The different
crystals and their interfaces are replaced by identical, mean
grains and grain boundaries. Their number perpendicular to
current j is I =6 and within one row there are q =6 boundary
areas parallel to j.

Equation (33) yields then together with Eq. (23a):

1 w/v.
g(r)= exp —ln

r(2n.aT)' 2cr r
(34)

Figure 12 shows the distribution function g (r) for typical
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values of the parameter o T. With increasing spatial dis-
order, i.e., increasing 0.&, an increasing range of time
constants r contributes to the noise spectrum SU (f).
Equation (34) gives us thus an explicit relation between
the degree of spatial disorder at the grain boundary and
the range of time constants which are relevant for the
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fluctuation phenomena in such a disordered system.
The particular junction grain boundary is a model sys-

tem to investigate quantitatively the various stages of the
transition from Lorentzian to 1/f noise which is caused
by the increasing disorder at the interface. An explicit
expression —as given in Eq. (34)—exists for the distribu-
tion of time constants that describes this transition. We
consider therefore spatial disorder as a possible mecha-
nism for the general occurence of (1/f)-like noise in
physical systems.

X. CONCLUSIONS

We propose a new model for the explanation of electri-
cal fluctuation phenomena in the current flow across
semiconductor grain boundaries. On the one hand, this
model takes properly into account the trapping processes
at the interface which modulate the thermionic current
via the control of interface charge and band bending.
The resultant amplification —described in our trap-
transistor model —leads to considerable noise in the mea-
sured voltage drop across the barrier. Hence, interface
properties are easily accessible to noise experiments. On
the other hand, our model explicitly accounts for spatial
inhomogeneities within the boundary plane. The locali-
zation of carriers results in considerable spatial potential
fluctuations. The potential fluctuations yield a distribu-
tion of time constants with the consequence of a transi-
tion from Lorentzian to (1/f )-like noise.

Our combined model of trap-transistor action and po-
tential fluctuations allows us to use noise measurements
as a spectroscopic tool of grain boundary interface states.
As a result we obtain the density of interface states Nzz,
the capture cross section S, and the standard deviation
o of spatial potential fluctuations. The density of states
Nzz reveals a continuous energy distribution and tail
states near the band edges. The experimental finding of
band tailing which is a consequence of disordered bonds
corroborates our model that is based on the assumption
of spatial inhomogeneities. The voltage dependence of
the capture cross section S can be interpreted in terms
of a dependence of the capture probability on the velocity
of carriers which cross the interface. The standard devia-
tion cr of the spatial potential fluctuations can be related
to the correlation length A. of the spatial charge distribu-
tion.

By extending our analysis to coarse-grained multicrys-
talline samples, we are able to give a quantitative ex-
planation for the noise of this material. The potential
fluctuations model naturally accounts for the diff'erent

heights of the potential barriers in the polycrystal.
Hence, noise measurements yield useful information on
the electronic properties of bicrystal boundaries as well as
on boundaries in coarse-grained multicrystals; results of
noise from fine-grained films for very-large-scale integra-
tion technology applications were previously reported.

The present paper has shown that a common prejudice
against noise measurements can be overcome: The seem-
ingly lack of structure in the frequency dependence of
noise which often approaches 1/f behavior prevented
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often thus far the use of noise experiments as a quantita-
tive analysis tool. We have here demonstrated that a
high experimental resolution of the noise data reveals de-
viations from pure 1/f noise. A precise analysis of the
overall frequency dependence yields important informa-
tion about physical parameters of the system under inves-
tigation. Our quantitative model furnishes the founda-
tion for the use of noise measurements as a spectroscopic
tool for electronic defects at semiconductor grain boun-
daries.
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