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Magnetic phase diagram, static properties, and relaxation
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The magnetic behavior of Co& „Mn„C12 2H20 has been studied by dc magnetization and suscep-

tibility measurements on a wide range of compositions. This system is a mixture of two isomor-

phous three-dimensional antiferromagnets of different magnetic periodicity, in which random com-

peting short-range antiferromagnetic and ferromagnetic exchange interactions occur. Spin-glass be-

havior is observed and examined in several ways. In general, a particular composition exhibits a
higher temperature transition to an essentially antiferromagnetic state and a second lower tempera-
ture transition to a spin-glass state, or perhaps a mixed spin-glass-antiferromagnetic state. The
upper transition temperature is strongly composition dependent, while the lower, at 2.50+0. 10 K, is
virtually independent of composition. An x =0.452 mixture, in which hysteretic and time-

dependent effects are especially strong, is studied in detail. Substantial nonlinearity in its magneti-
zation is observed, and the derived nonlinear susceptibility suggests that a phase transition occurs
near 2.45 K. The thermoremanent magnetization (TRM) and isothermal remanent magnetization
are also studied and exhibit features characteristic of spin glasses. The temperature dependence of
the TRM is reminiscent of that in certain other insulating spin glasses, but does not seem to follow

any simple functional form. The time dependence of the TRM is also studied in some detail. Of
several theoretical decay expressions tested, the most satisfactory appears to be a stretched exponen-
tial with a power-law prefactor. The T-vs-x magnetic phase diagram appears to be of a qualitatively
new type, though comparison with other systems can also be made.

I. INTRODUCTION

Quite a number of examples have been studied in
which the competing orthogonal spin anisotropies of two
isomorphous insulating magnetic systems containing
different metal ions leads to multicritical point structure
in the magnetic phase diagram of the mixed system. A
particularly well-studied case is Fe&,Co„Clz. ' Also of
great interest are mixed systems in which, though the
spin anisotropies may not be orthogonal, various other
types of competing interactions are present. In such
cases spin-glass phases can occur. It is convenient to
distinguish between two classes of such systems: (l) those
in which strongly competing ferromagnetic and antiferro-
magnetic interactions occur, with consequent frustration,
and (2) those in which predominantly antiferromagnetic
interactions occur, but with a balance such that
significant frustration again arises. In the first class, di-
lute ferromagnets like Eu Sr, „S are the systems in
which spin-glass behavior is most frequently observed.
Here the effects of a weaker antiferromagnetic next-
nearest-neighbor interaction, already present in the pure
system, are enhanced by the randomness associated with
dilution. A mixture of a ferromagnet and an antifer-
romagnet exhibiting spin-glass behavior has been much
less frequently realized. The best example is probably
RbzMn& Cr C14. In the second class of systems,
more readily prepared since isomorphous series of transi-
tion metal compounds tend to contain mostly antiferro-
magnets, spin-glass behavior has again much more fre-

quently been observed in dilute systems, such as
ZnCrz„Gaz z„04. The mixing of two isomorphous anti-

ferromagnets generally has not led to the formation of a
spin glass, presumably because in most cases the degree
of frustration (which can already be present in either or
both pure systems) has not been sufficiently enhanced by
the mixing. However, Fe„Mn, ,Ti03 is one recently
discovered example of this type.

We recently studied the mixed magnetic insulator
Fe, „Mn„Clz 2HzO. Each of the pure components or-
ders antiferromagnetically, but while MnClz. 2HzO has
only antiferromagnetic interactions (J, /k = —0.45 K
along MClzMClzM chemical chains, and
Jz/k = —0.48 K between the chains), pure FeC12 2HzO
has both ferromagnetic and antiferromagnetic interac-
tions (J, /k=0. 84 K along chains and J2/k = —0.40 K
between chains). ' The T-x magnetic phase diagram con-
tained both an apparent tetracritical point (the spin an-
isotropies of the Fe and Mn ions are orthogonal) and
spin-glass regions. The latter were attributed to the pres-
ence of competing ferromagnetic and antiferromagnetic
interactions of comparable strength in the mixture.
Spin-glass behavior was generally more pronounced on
the Mn-rich side of the phase diagram, due presumably
to the rather stronger intr achain exchange in
FeClz. 2HzO than in MnClz. 2HzO. That is, relatively less
iron is favorable with respect to obtaining an appropriate
balance (high frustration) of net ferromagnetic and anti-
ferromagnetic interaction strengths; above about 55%
iron the stronger ferromagnetic interaction of this corn-
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FIG. 1. Upper part: common crystal structure of
CoC1, .2H&O and MnC1& 2H&O. Lower left: ordered spin ar-
rangement in CoC1&.2H&O. Lower right: ordered spin arrange-
ment in MnClz 2H&O.

ponent appears to dominate suSciently to make spin-
glass behavior unobservable.

In this paper we examine a closely related mixed mag-
netic system, Co, „Mn Clz 2HzO. As in the case of
Fe& „Mn Clz 2HzO, the pure components are isomor-
phous monoclinic three-dimensional antiferromagnets,
with lattice constants differing by only a few percent.
The Co system is much more anisotropic"' and can be
described as Ising-like, while the Mn system is nearly iso-
tropic and Heisenberg-like. However, the ordered spin
arrangements are colinear (along the twofold b axis), so
that in contrast to the Fe-Mn mixture, competing orthog-
onal spin anisotropies are absent; see Fig. 1. As with
Fe& „Mn„Clz 2HzO however, the components of
Co, ,Mn„Clz 2HzO differ in two ways: (1) while the Mn
system contains only antiferromagnetic interactions, the
Co system contains both ferromagnetic and antiferro-
magnetic interactions (J, /k = 1.1 K along

MClzMClzM chains and Jz/k = —0.52 K be-
tween chains), ' ' and (2) the ordered spin arrangements
are such that the two components differ in magnetic
periodicity, the magnetic unit cell being the same size as
the chemical unit cell in CoClz 2HzO, but twice as large
in MnClz. 2HzO. Substantial frustration should be
present in the mixed system therefore, and spin-glass be-
havior can be anticipated. This is indeed observed, and
the structure of the T-x magnetic phase diagram appears
to be of a new type.

II. EXPERIMENTAL

Aqueous solutions of CoClz-6HzO and MnClz 4HzO in
desired proportions were prepared and evaporated to
dryness at 80 C, thus ensuring formation of the dihy-
drate. The material collected was violet and polycrystal-
line. Commercial chemical analysis confirmed the hydra-
tion state and general composition of the materials. Co

and Mn concentrations were determined by atomic ab-
sorption spectrometry and were generally within 0.01
mole fraction unit of the nominal composition. Analysis
of different portions of material from one particular
batch gave compositions agreeing to within 0.005 mole
fraction unit, about the experimental uncertainty. X-ray
diffraction patterns indicated that samples were micro-
scopically homogeneous at the level probed by this tech-
nique, and showed that any uptake of water on short ex-
posure to air prior to measurement did not lead to
significant formation of higher hydrates. Diffraction
peak positions suggested that lattice spacings in several
mixtures were intermediate between those of the pure
constituents.

Magnetization and susceptibility measurements were
made using a variable temperature vibrating sample mag-
netometer system described previously. ' Except where
otherwise indicated, susceptibility data presented here are
field-cooled measurements, with a (rather small) demag-
netization correction applied. Such data are believed to
be accurate to +2—3%, with a precision much better
than this. Temperatures, measured with a carbon-glass
resistance thermometer located in immediate proximity
to the samples, are estimated to be accurate to
+0.005—0.02 K, depending on the range. Magnetic field
values are accurate to +max(2 G, O. l%%uo). For zero-field
cooling experiments, an external power supply was used
to cancel the residual field of the electromagnet; the ap-
plied field in this case is believed to be 0+0.5 6.

III. RESULTS AND ANALYSIS

A. Susceptibility and magnetization

Inverse molar susceptibilities as a function of tempera-
ture for a series of polycrystalline samples of
Co, ,Mn„Clz 2HzO are shown in Fig. 2. Above about
20 K all data are linear, with antiferromagnetic devia-
tions appearing at lower temperatures. gM =C/( T —O)
fits to the data in the linear regime reveal a fairly regular
variation in the effective Curie constant with composi-
tion, between the values for CoClz. 2HzO and
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MnC12. 2H20 at the extremes of the diagram, Fig. 3. The
variation of 8 with composition in Fig. 3 is also fairly
regular, and rather small. From the Mn side (x= l), 8
gradually increases with decreasing x until about x=0.5,
where 8 becomes almost independent of x. For two mix-
tures, x =0.452 and x =0.545, Curie constants were
4—6% larger than expected based on results for the other
mixtures; the associated 8 values were also unusually
large.

The susceptibilities are shown in more detail for tem-
peratures below 20 K in Figs. 4 and 5. Close examination
of the original plots, on which additional data points ap-
pear, leads to the assignment of transition temperatures
indicated by the arrows. Two arrows are shown for each
mixture, one at higher and one at lower temperature. Re-
garding the former, it is assumed that at a temperature
slightly below the maximum which occurs in several rnix-
tures, or in the region of the evident plateau in several
others, a transition to an essentially antiferromagnetic
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FIG. 5. Susceptibility vs temperature for five manganese-rich
polycrystalline samples of Co& „Mn„C12 2H~O. For clarity the
susceptibilities of x=0.502, 0.700, 0.815, and 0.898 have been
shifted +0.04, —0.04, —0.08, and —0.12 emu/mole, respective-
ly. Arrows indicate estimated transition temperatures as de-
scribed in text.
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state occurs. Where possible, the criterion is applied that
this upper transition occurs at a temperature where
By/BT is a maximum. ' This T„ is strongly dependent
on composition. In contrast, the position of the lower
temperature transition apparent in y( T) for each mixture
is virtually independent of composition, TI=2.50+0.10
K. The anomaly in the susceptibility is often more subtle
in this case than for T„, but appears very clearly on ex-
panded scale plots of the below 4 K region for each mix-
ture (Figs. 6 and 7). Its form is not identical in different
mixtures, arguing against the possibilities of either irn-

~ I
I

I
I

'
I

'
I

0.20

o.l5—

0.05—

o ooo op
oo ppppp~o pop pp

opggjg 0
~i po4 0

0
~gk 00 000 4

LkkLU$ l L 0 00 00
00

00

00
00'~o&p300'oocoo &noaGo 0

o X =0404
l2%
X=O

0 CE
pop o

GD
p 0
GDO

2%
x=o 404

2%
X=O 248

2 0/

x=o 097
Co „Mn„CI, 2H, O X=O 248

0 X=O097 15 25 35 I 5 2 5 35

OQQ I I

0 2 4
I I I I

6 8 I 0 l2 I4 l6 l8 20
T (K}

FIG. 4. Susceptibility vs temperature for three cobalt-rich
polycrystalline samples of Col „Mn„C1,-2H20. Arrows indi-
cate estimated transition temperatures as described in the text.
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FIG. 6. Expanded scale susceptibility vs temperature plots in
the region of the lower transition for several polycrystalline
samples of Co& „Mn C12 2H&O. The total fractional variation
(%) over the susceptibility data shown for each composition is
also indicated.
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FIG. 8. Field-cooled (FC) and zero-field-cooled (ZFC) or
field-warmed (FW) susceptibilities for an x=0.452 polycrystal-

line sample of Co, „Mn„C12 2H20. Inset shows detail of
higher temperature transition near 6 K. Lower temperature ar-

row indicates maximum in ZFC susceptibility and correspond-

ing lower temperature anomaly in FC susceptibility.

purities or instrumental effects. Moreover, among poten-
tial impurities, such as different hydrates of either start-
ing material, only CoC12 6820 has a transition tempera-
ture at all similar to TI, at 2.29 K and significantly
lower. ' Nor is the lower transition less pronounced in
Mn-rich mixtures as might be expected if this explanation
were correct. A purely instrumental anomaly near TI
was checked for and not found.

Strong evidence in favor of the intrinsic nature of the
lower transition is provided by a comparison of field-
cooled and zero-field-cooled susceptibilities for an
x=0.452 sample, in which hysteresis and time-dependent
eFects (to be discussed) were particularly inarked. The
data appear in Fig. 8. The higher temperature transition,
at T„=5.95 K, was not as obvious as in several other
samples, but still observable (inset of Fig. 8). The suscep-
tibility of this sample is unusually large, possibly
refiecting an especially high concentration of small
paramagnetic clusters or even free spins. Most striking
in the data is the pronounced diff'erence between field-
cooled and zero-field-cooled susceptibilities, with a rather
sharp maximum in the latter at about 2.4O K. An anom-
aly in the field-cooled susceptibility is also discernible at
this temperature. A substantial separation between the
two susceptibilities is especially evident at all tempera-
tures below about 2. 5o K. Such behavior is a well-
established indication of the existence of a spin-glass
phase, here occurring below about 2.5 K.

The magnetization as a function of field for the
x=0.452 sample at 1.84 K appears in Fig. 9. Rather pro-
nounced curvature is evident above 5 kG, and curvature
is also apparent at much lower fields when the field scale
is expanded. This behavior will be taken up again in the
next paragraph. Also evident in Fig. 9 is significant hys-
teresis in the magnetization on decreasing the applied
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FIG. 9. Magnetization vs field for an x=0.452 polycrystal-
line sample of Col Mn„C12 2H20 at 1.84 K, with hysteresis
evident.

field from the 14-kG peak value. The hysteresis is ob-
served to decrease dramatically as the temperature is in-
creased; this is shown in Fig. 10. At or above 2.89 K the
fractional hysteresis is 1% or less, but is more than 5% at
2.40 K and more than 70%%uo at 1.84 K. Although the
amount of hysteresis is substantially less in other samples,
its dependence on temperature is quite similar to that for
x=0.452 shown in Fig. 10. In general, slight hysteresis is
present even above T„,but is distinctly larger between T„
and TI, and quite large below TI. In Fig. 11 the concen-
tration dependence of the hysteresis is displayed. It is
much stronger in the region between x=0.45 and x=0.60
than elsewhere.

Rather similar curvature in M(H), shown for 1.84 K
in Fig. 9, was apparent in each of a series of higher tem-
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perature isotherms. Each isotherm was analyzed to ex-
tract the nonlinear susceptibility, defined as

yNL(H, T) =go( T) M(H, T) /—H,
where yo=limH o(M/H) is deduced from the low field
portion of each magnetization curve. That is, the magne-
tization is taken to be expressible as a power series in H,
sometimes written in the form' '

M =NOH —b3(T)(yaH)'+b~(T)(NOH)'

=(&o—xNL)H

Figure 12 shows yNL(H, T) determined for the x=0.452

FIG. 12. Nonlinear susceptibility as a function of tempera-
ture and field for an x =0.452 polycrystalline sample of
Co ) „Mn, Cl~.2H~O.

sample. It appears that gNL peaks at a temperature quite
similar to the preceding estimates for the spin-glass tran-
sition temperature Tg. Its temperature dependence can
be further analyzed by examining the behavior of the
coefficients b3 and b5 in Eq. (2), which can be rearranged
to read

1 M /NOH =—b3 ( T)(NOH) —b5 ( T)(NOH)4+

Thus a plot of (1—M y/OH)/(y OH) versus (NOH) will

display a zero-field intercept equal to b3( T) and an initial
slope equal to b5( T). ' Figure 13 contains such a plot for
several temperatures up to about 2Tg. The derived
values of b3, b5 are as follows: 0.0242, 0.00501; 0.0324,
0.00923; 0.0770, 0.0413; 0.100, 0.0674; 0.245, 0.312 at
4.997, 4.215, 3.199, 2.894, 2.398 K, respectively, in emu
molar dimensions, with b3 and b, estimated to be uncer-
tain by 10% and 20%, respectively, at each temperature.
The parameter b3 increases by one order of magnitude,
and b5 by nearly two orders of magnitude, in this ternper-
ature range. Such quasi-divergences in the coefticients
are less marked than those observed in the prototypical
Ruderman-Kittel-Kasuya- Yosida (RKKY) spin glass
Cu-Mn, ' but are quite similar to recent findings for the
insulating spin glass Feo 3MgQ7Clz. ' From the inset of
Fig. 13, constructed for T =2.45 K, the temperature
dependences of b3 and b~ appear to be consistent with
power laws of the form

b, , ~ [T/(T —Tg)] ",
with @3=1.22+0.06 and y'5=2. 20+0.12. The inset also
shows good linearity between log&ob5 and log, ob3, with a
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slope of 1.80 agreeing with y~/y3=1. 80. Analogous be-
havior has been reported for Cu-Mn. ' As in Ref. 17, we
have employed the nonlinear variable (T —Tg)/T in
place of the usual (T —Ts)/Ts in order to extend the
range of validity of the simple power-law expression, to
temperatures around 2Tg.

8. TRM and IRM

FIG. 13. Analysis of the nonlinear magnetization in an
x=0.452 polycrystalline sample of Co& „Mn„C1& 2H&O, ac-
cording to Eq. (2) as explained in the text. The inset shows the
apparent reduced temperature power-law dependences of b3 (~ )
and b5 (O), assuming Tg=2.45 K; and also the linearity of
loglob5 in loglob3 (C3).

maximum, also a typical result, and less than the field re-
quired to saturate the (normal) magnetization. Also,
though the e8'ect is not large because the times in Fig. 14
span only one decade, the maximum in TRM becomes
more pronounced [larger MTaM(max)/MTaM(14 kG)] for
longer measuring times. This has also been observed in
the most thoroughly studied insulating spin glass,
Eu„Sr& „. ' Theoretical work has accounted for many
of these typical features of the TRM. ' Somewhat less
typical is the presence of a weak maximum in M,„M(H)
in Fig. 15, occurring at a somewhat higher field than the
maximum in TRM. Such a feature has, however, ap-
peared in two theoretical simulations, ' " also in mea-
surements on the insulating spin glass ZnCr, 6Gap 404,
and most recently in very detailed studies of field depen-
dences in a Cu-Mn spin glass. As expected, the IRM
we observe is somewhat less than the TRM for a given

Two frequently measured properties of spin glasses are
the thermoremanent magnetization (TRM) and the iso-
thermal remanent magnetization (IRM). ' The former is
obtained by applying a field above any spin-glass transi-
tion, at Tg, cooling the sample to a temperature below

Tg, then turning the field to zero and observing the
remanent magnetization, generally a decaying quantity.
The latter is obtained by cooling the sample in zero field
to a temperature below Tg, increasing the field to a
desired value, holding it there for a certain period of time
(sometimes called the "acquisition time"), then turning
the field to zero and observing the remanent magnetiza-
tion, which will generally decay. Results of TRM and
IRM measurements for the x=0.452 sample, using vari-
ous applied fields, appear in Figs. 14 and 15. The max-
imum in Mr„M(H) in Fig. 14 is a typical feature of spin
glasses. The position of the maximum in Fig. 14 is seen
to shift to slightly lower fields as the measurement time
increases, as seen in Cu-Mn, and in Eup 4Srp 6S. ' Satu-
ration is approached at a field a few times that of the
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time (after turning off field) for an x=0.452 polycrystalline sam-
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field and measuring time, and this is so even at 14 kG.
At sufficiently high field the saturation values of the two
remanences are typically very similar. While not very
pronounced, the characteristic S shape of M,„M(H)
curves at low field is also evident in the data of Fig. 15.
The low field form of the MTRM(H) curve is nonlinear, in
agreement with recent findings in the case of Cu-Mn.

The results for some other samples appear in Fig. 16.
The TRM is much smaller for x=0.248 and x=0.815
than for x=0.502, which is, however, also smaller than
for x=0.452. Thus, the concentration dependence of the
TRM is somewhat similar to that of the hysteresis dis-
cussed earlier, i.e., much smaller when either species is a
distinctly minor component. Interestingly, in each of
these samples a maximum in MTRM(H) is absent below
14 kG, unlike the case of x=0.452. Either only a rather
weak maximum occurs at yet higher fields or a gradual
approach to saturation occurs. The latter type of behav-
ior seems to have been observed previously in Ni-Mn.

1. Temperature dependence

The temperature dependence of the TRM in the
x=0.452 sample is shown in Fig. 17. When displayed as
simply TRM versus T it is evident that a dramatic in-
crease sets in around 2.7 K, near the temperature TI
identified earlier in susceptibility data. A less marked but
still significant enhancement in the TRM occurs below
about 6 K, which is approximately T„ in this sample.
There is also a small TRM apparent even in the
"paramagnetic" region above the upper transition tem-
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perature. As a check on the possibility of an activation
process for the growth of the TRM, a plot of ln&lfTRM
versus 1/T was made. As is apparent from this represen-
tation of the data in Fig. 17, MT„M ~exp(T'/T), with
T' some characteristic temperature, is an inadequate
description of the temperature dependence. In some in-
sulating spin glasses an exponential dependence of the
TRM on temperature has been observed,
MT„M ~ exp( pT), though t—ypically over a limited tem-
perature range. ' In Fig. 17 the plot of lnMTRM versus
T exhibits a dramatic increase in the TRM below about
2.7 K. The plot is nearly linear in the region 1.65—2.70
K, with some curvature evident at the lowest tempera-
tures which is similar to that observed in Eu04Sr06S.
The existence of two temperature regimes can almost be
inferred, somewhat as occurred in the insulating spin
glass ZnCr, 6Ga0 404. However, our data above 2.70 K
do not conform nearly so well to a linear relationship as
do those of ZnCr, 6Ga0404 above its freezing tempera-
ture of 2.40 K. For a cooling field similar (2.0 kCx) to that
used here, the slope of the T (Tf data for
ZnCr& 6Gao 404 was p=1.64 K '. For our data below
2.7 K the slope is 5.1 K

2. Time dependence

The time dependence of the TRM in the x=0.452 sam-
ple is shown in Fig. 18. The rather slow ("viscous") de-
cay extending over a large time interval is a common

FIG. 17. Temperature dependence of the thermoremanent
magnetization (TRM) for an x=0.452 polycrystalline sample of
Co& „Mn„C12 2H20, after cooling in a 1500-G field and
measuring 600 s after turning oft'field. TRM vs T (~); ln TRM
vs T ( ~ ); ln TRM vs 1/T (6 ) are shown.
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FIG. 18. Time dependence of the thermoremanent magneti-
zation (TRM) for an x=0.452 polycrystalline sample of
Co& „Mn„C12.2HzO at 1.84 K, after field cooling in 750 G.
TRM vs T (0); TRM vs log»t (0); log«TRM vs log&ot (6).
Curve through data is a fit described in text.

feature of spin glasses. The exact form of the time depen-
dence has been a matter of controversy for some time,
different behavior having been reported for different spin
glasses. Thus, both an algebraic time dependence, ' '

M(t)=Mot, and a logarithmic time dependenc,
M(t)=Mo —S log, o(t), have been reported. The former
has also emerged from Monte Carlo simulations as well
as from the Sherrington-Kirkpatrick mean-field model of
the infinite range Ising spin glass. The logarithmic
form can be obtained on the basis of a Neel cluster model
taking into account the existence of a wide distribution of
blocking temperatures (or relaxation times). The alter-
native representations of the decay appearing in Fig. 18,
ogloMTRM versus log1o(t) and MTRM versus log1o( ) are

each quite nonlinear, demonstrating that neither of these
forms is an adequate description of the time dependence
in the present system, at any rate not over an extended
time interval.

In some recent work on examples of both metallic and
insulating spin glasses the time dependence of the TRM
has been satisfactorily fit using a "stretched" exponential
form

Some recent numerical calculations of random-walk
diffusion also support a stretched exponential decay, with
72

3
the stretched exponential form has also been ob-

tained in other theories.
We have applied the stretched exponential form to the

decay of the TRM in the x=0.452 sample, at 1.84 K
(about the lowest temperature which can be held constant
for long periods of time in our apparatus) and for a range
of cooling fields from 100 G to 14 kG. For each cooling
field the decay can be reasonably well accounted for by
the stretched exponential, and certainly much better than
by algebraic or logarithmic decay laws. The fit represent-
ed by the curve through the data, TRM versus t, in Fig.
18 is typical, with an rms deviation of 0.75% over the
fitted range 30—3300 s. The constant C in Eq. (3) has
been fixed at 0.562. The relaxation frequency is found to
be co=1.95X10 s ', for which the equivalent relaxa-
tion time in Eq. (4) is ~=2190 s. The fitted value
n =0.747 is similar to values observed in such spin-glass
systems as Cu-Mn and Ag-Mn (metallic) and
Eu„Sr1 „Sand Eu„Sr1 „Te (insulating).

The best value of n can be estimated independently,
however, from a Plot of log1o[ d(log, oM)/dt] versus

log, o(t), for which the slope is n if Eq.—(3) or (4) is val-
id. Figure 19 is such a plot for the data in Fig. 18. The
observations M(t) were first fitted with a cubic spline be-
fore taking derivatives. It is evident that the resulting
plot is not satisfactorily linear, though the slope of a best
though poorly fitting line through the data is
—0.719+0.016, so that n is near the result obtained pre-
viously. Figure 19 suggests, therefore, that the functional
form, Eq. (3) or (4), is not quite adequate to describe the
decay. There was some indication of this in Fig. 18 as
well. Although the rms deviation of the fit is good, care-
ful inspection of the plot reveals that the fitted curve
crosses the data in several places (with calculated TRM
less than observed between 100 and 400 s, greater than
observed between 700 and 1800 s, and less then observed
for times above 2400 s), suggesting that the stretched ex-
ponential form is only approximate. Such a conclusion
has been reiterated in several recent publications of
Lundgren and co-workers; important insights and

M(t) =Moexp[ C(tot)' "l(1——n)], (3)

where C and n are constants and where co is a relaxation
frequency. This form has been derived by Ngai on the
basis of a cooperative relaxation model applicable to a
variety of disordered systems, including spin glasses. The
constant C is predicted theoretically to equal 0.5616. . . .
An essentially equivalent and simpler looking stretched
exponential decay can also be written,

M(t)=Moexp[ (tie)' "], — (4)

where ~ is a characteristic relaxation time. The connect-
ing relation is

—
1[CD( 1 ) ]1/(n —11
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FIG. 19. Log, o-log, o plot of —d log10M/dt as a function of
time for the data of Fig. 18.
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distinctions have also been emphasized by Orbach and
colleagues.

Plots of the type of Fig. 18 were constructed for each
cooling field, and indicated in each case that the decay of
the TRM is neither algebraic nor logarithmic over any
extended time interval. Plots of log, &&[

—d(log, oM)/dt]
versus logio(t) were similar in appearance to Fig. 19 for
each field. The slopes ( —n) of best, though poorly fitting,
lines through the data display only a rather unsystematic
dependence on field, with only a slight tendency toward
larger n values at the highest fields. Except for 14 kG,
for which n=0.90, all n values were between 0.71 and
0.85. From the log, o(r)=0 intercepts the values of ~
were also obtained (with C=0.562 fixed as previously de-
scribed). Values ranged from 6.4X10 s ' to 7.3 X 10s, and displayed a somewhat irregular increase with
cooling field up to about 3000 G, beyond which a some-
what irregular decrease in co with increasing field was ap-
parent. Fits to the same data sets employing Eq. (3), with
C=0.562 fixed and n fixed at values determined from
plots of the type of Fig. 19 for each field, yielded co values
similar to those obtained from plot intercepts. Mp values
exhibited a somewhat irregular increase with field.

Since the variation in n with field is not systematic, and
the uncertainty in each slope is substantial, the prospect
that a more regular trend in co might emerge if n were
held fixed at an approximate mean value among those ob-
tained from plots of the type of Fig. 19 was explored. An
n that is essentially independent of field, for
0 2 Tg & T & 0 9Tg and for low fields, has also been re-
ported for some dilute metallic spin glasses. Fits based
on Eq. (3) with C=0.562 and n=0.76 held fixed yielded
values of Mo and co shown in Fig. 20. The variation of
Mp with H is less strong than linear in the region below 1

kG; the overall shape of the curve is similar to that of
MrRM(H) in Fig. 14. A general increase of co with field is
also apparent, though for fields larger than 2 kG the
dependence is much less strong and more irregular. In
some recent work on dilute metallic spin glasses a strong
field dependence of the apparent relaxation rate ( ~co)
was observed, though it was one which became much
weaker as T decreased from 0.98Tg to 0.91Tg. The
variation we observe is clear but far weaker; this is prob-
ably attributable to our much lower reduced temperature
(0.72). However, the fact that the data of Ref. 32 span
only the low field range between 5 and 30 G makes de-
tailed comparison with our results difficult.

It is remarkable that despite the very large range of
cooling fields employed in this work (100 G to 14 kG),
the use of Eq. (3) to fit the TRM decay is nearly equally
successful in each case. rms deviations are in the
0.4—1.2% range when n is allowed to vary in the fit, and
exhibit a somewhat irregular tendency to increase with
cooling field; rrns deviations are typically about twice as
large when n=0.76 is held fixed. The deviations of the
fitted curve from the data are also consistently the same
for each cooling field, i.e., as remarked earlier in connec-
tion with Fig. 18. This is perhaps slightly surprising in
light of the frequently stressed view ' ' ' that the
form of the time dependence should depend strongly on
the magnitude of the cooling field, because (it has been
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argued) for low fields the effects of aging, which are held
to be responsible for the stretched exponential form of re-
laxation by Lundgren et al. , ' are dominating. How-
ever, it is likely, based on experience with other materials
(e.g., Ref. 33), that for the fields employed here aging
effects are strongly suppressed. For the data discussed in
the foregoing, the waiting time at the measurement tem-
perature of 1.84 K (before the field was turned off) was
well under a minute. No waiting time dependence (for
t„„,from 1 to 15 min) of the TRM decay was apparent
for a 1500-G cooling field.

Other functional forms for the time dependence have
also been proposed. Ogielski ' has performed very large
lattice simulations for a short-range Ising spin-glass mod-
el in zero external magnetic field and obtained a form

q(t)= At 'exp[ (t/r') j— (5)

for the dynamic correlation function, and which should
also apply for the thermoremanent magnetization. Equa-
tion (5) applies both below and somewhat above the spin-
glass transition (short-range correlations grow as T is
approached from above). Below Tg only the power-law
behavior, At, could be observed in the simulations. As
already noted, from Fig. 18, our data do not conform to a
simple power law (algebraic decay). This was confirmed
by plotting log, o( dM/dt) versus log, o(t), w—hich should
be linear with slope —(a+1) if the decay is algebraic;
this procedure eliminates the effect of potential uncer-
tainties in the zero level remanence. The resulting plot
was clearly nonlinear. Therefore Eq. (5), the product of a
power law and a stretched exponential, was tried.

I I t 1

0 2 4 6 8 10 12 14 16

H (kG)

FIG. 20. Mo and co vs cooling field for an x=0.452 polycrys-
talline sample of Co& „Mn„C12 2H&O at 1.84 K, from fits to
TRM decay data according to Eq. (3) with C=0.562 and
n =0.76 held fixed.
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Ogielski's results suggest that at Tg b has decreased (from
1 at high temperatures, for normal exponential decay) to
a value around 0.35 and a to about 0.06. Both exponents
probably decrease further with decreasing temperature.
On the other hand, Lundgren et al. have argued that a
ratio b/a greater than 4 is inconsistent with all of their
data, and may be unphysical. We have tried fitting data
with a and b fixed at 0.06 and 0.35, respectively; alterna-
tively, with a=0.06 and b=0.24 fixed, so that b/a is not
greater than 4; also with a=0.025 and b=0.31 fixed,
values extrapolated from a ( T) and b ( T) presented in
Ref. 41; and finally with a and b allowed to vary in the
fitting procedure.

Taking the last case first, the results did not appear
promising. Although very good fits were obtained with
two additional parameters varying, with rms deviations
of 1.1% or less, the values of a and b did not vary sys-
tematically with field. a tended toward values between
0.032 and 0.058 and b toward values between 0.109 and
0.198, so that b especially is smaller than predicted
theoretically. Also, the values of ~' displayed no regular
dependence on field, but rather varied unsystematically
within a range 370—4820 s.

Fits with a=0.06 and b=0.24 fixed were good, with
rms deviations of 1.2% or less. The dependence of r' on
H was a regular decrease up to 1750 6, above which field
r' fiuctuated by 10-20% about its 1750-6 value of 2033
s. A increased regularly with field up to 1750 G, above
which it decreased slightly and then remained approxi-
mately constant. Neither log &p'T versus H nor
log, p~' ' versus H appeared linear when plotted. The
latter relationship was observed recently in the insulating
spin glass CdInp 3Cr, 7S4, for fields up to 50 G.

Fits with a=0.025 and b=0.31 fixed were fair, with
rms deviations of 1.8% or less. A somewhat more sys-
tematic deviation of calculated from observed values was
apparent for intermediate times than in the a=0.06,
b=0.24 fits. The variation of A and v' with field was
similar, however, with log, p~ not linear in either H or
H.

Fits obtained with a=0.06 and b=0.35 fixed were
comparable in quality with those for a=0.06, b=0.24,
and trends in A and ~' with H were roughly similar. But
the linearity of log&p'T

' with H was much better than
for any of the other sets of a and b, though extending
only up to H= 1000 G. The results are shown in Fig. 21.
Although it is not possible to distinguish among the alter-
natives conclusively, it appears that the form, Eq. (5), is
slightly better in accounting for the data than the
stretched exponential, Eq. (3), and that the values of the
exponents a and b are close to those found in Ref. 41 for
temperatures near T . However, both the quality of the
fit and the pattern of crossings of the data points by the
fitted curve, Eq. (5), is very similar to that obtained with
the stretched exponential, the example in Fig. 18 being
typical.

Most recently Fisher and Huse have predicted, based
on a droplet excitation model for the ordered phase of
short-range Ising spin glasses, a new form for the decay
of the thermoremanent magnetization, which at fixed
temperature is
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FIG. 21. A (0) vs cooling field H, and log&pl
' (0 ) vs H',

for an x=0.452 polycrystalline sample of Co& „Mn, C1& 2H&O

at 1.84 K, from fits to TRM decay data according to Eq. (5)
with a =0.06 and b=0.35 held fixed.

M (t)=B [ln(t /t, ) ] ", (6)

where tp is a microscopic time, R is the ratio of two scal-
ing exponents in the theory, and 8 is a complicated com-
bination of temperature and other parameters. This ex-
pression is thought to apply to both the equilibrium re-
gime, usually taken to be that for which the measuring
time is much shorter than the wait time, and to the none-
quilibriurn regime, where the measuring time is much
longer than the wait time. Different values of R are ex-
pected in the two cases, with a substantially larger value,
greater than 1 and perhaps even as large as 10, in the
nonequilibriurn situation. In the present experiments
rather large applied fields have also been employed, and
this may also suggest that on field quenching the decay
observed is nonequilibrium, at any rate for sufficiently
long times.

Attempts to fit our decay data for the TRM with this
form met with little success when the entire observational
range 30—3300 s was employed. Since Eq. (6) in our ap-
plication probably holds only for long times, this result
seems reasonable. The fitting was then limited to times of
600 s and above. Because of the very strong correlation
among the three parameters under these conditions, it
was possible to obtain excellent fits, with rms deviations
of a few tenths of a percent, using a substantial range of
parameter values. The data could be fit very well with R
values between 0 and 1. But then, depending on the field
and the assumed R, tp was found to range from a few
seconds to a few hundred seconds. Such would not ap-
pear to be consistent with the definition of t p as a micro-
scopic time characterizing the lifetime of a droplet excita-
tion. It was found that by assuming R values larger
than one, even better fits could be obtained together with
a reduction in tp. As an example, for the 750-G field-
cooled data fitted between 600 and 3300 s, the following
fits were obtained (R, to, rms deviation): (1.00, 14.22 s,
0.54%), (2.75, 4.99X10 s, 0.34%), (3.5, 1.67X10 s,
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0.32%), (4.25, 5.37X10 s, 0.30%}, (5.0, 1.45X10 s,
0.29%). The use of yet larger R values produced very
slightly better fits. For a given R the value of to was two
to three orders of magnitude smaller at 100 G, and one to
two orders of magnitude larger at 7000 G, than at 750 G;
to increased uniformly with field up to 7000 G, but de-
creased slightly at 10 and 14 kG. The fact that only R
values substantially larger than one are consistent with a
to that is physically plausible (in the ns to ps range) sug-
gests that all the data are taken at sufficiently high cool-
ing field to be in the nonequilibrium regime.

However, it can be shown that the decay form Eq. (6)
is inherently less satisfactory as a model for the TRM de-
cay we observe than the stretched exponential form Eq.
(3) or (4). Using Eq. (4) one evaluates

—d lnM/d 1nt =(1 n)r" —'t '

which increases as t increases. Using Eq. (6) one evalu-
ates

—d lnM/d lnt =R (lnt —into )
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which decreases as t increases. (For a power-law decay,
M =Mot ~, —d lnM/d lnt is simply a, a constant. ) Nu-
merical differentiation of our decay data reveals, for each
cooling field, an increasing value of —d lnM/d lnt as t in-
creases. Of course, the power law times stretched ex-
ponential form Eq. (5) is also consistent with this finding.

3. Temperature variation of decay parameters

The temperature dependence of the TRM decay pa-
rameters was also examined. Using a cooling field of
1500 6, MTRM(t) was followed for 2700 s at 1.836, 2.000,
2.250, and 2.398 K. The data were analyzed according to
Eq. (3) with C=0.562 fixed as before. The linearity of
log, o[

—d(log, oM)/dt] versus log, o(t)-type plots was, as
previously, not really satisfactory' , nevertheless, an
effective n value that increased systematically with tem-
perature was evident. Attempts to fit the data to Eq. (3)
with these effective n values (0.813, 0.848, 0.911, and
0.950 at 1.836, 2.000, 2.250, and 2.398 K, respectively}
were unsatisfactory in that the variation of the resulting
Mp was unphysical, an increasing Mo with increasing T.
However, the uncertainties in the effective n values are
substantial. By adopting a set of smaller n values, each
within one or two standard deviations of the above
values, and the set as a whole exhibiting a temperature
dependence similar to the above, acceptable fits (with rms
deviations between 1% and 3%) were obtained with the
parameters shown in Fig. 22. Thus, by assuming plausi-
ble though not optimal effective n values one obtains
physically reasonable values of the other two parameters:
Mo versus T extrapolates to a value Mo =0 at a tempera-
ture of 2.64 K, not much above the value T =2.50 K es-
timated from y(T) plots; a dependence of log&pr on
T /T which is similar to results in some metallic spin
glasses. We note that even for fits obtained with other
sets of n values, which did not lead to a physically accept-
able Mo(T), the dependence of log, or ' on T /T was
qualitatively similar to that shown in Fig. 22. That is, a
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FIG. 22. Mp (~ ) and log&p7
' (o ) as a function of tempera-

ture for an x =0.452 polycrystalline sample of
Co& „Mn„C1„2H20, from fits to TRM decay data for a 1500-G
cooling field according to Eq. (4) with C=0.562 fixed and with
n ( T) values (0) shown in the inset.

tendency for 7 ' to increase more rapidly than exponen-
tially as T is approached from below is evident. Such
was also observed in Ref. 32 for T /T values between
1.15 and 1.45, the particular range depending on the spin
glass. It would appear from Fig. 22 that each of our four
temperatures is probably within this faster than exponen-
tial regime for the present system.

The decay data at the four temperatures were also ana-
lyzed according to Eqs. (5) and (6). a and b in Eq. (5)
were fixed at the values 0.06 and 0.35, respectively, which
appeared best in earlier fits to 1.836-K data for a range of
cooling fields. The results are shown in Fig. 23. A de-
creases uniformly, but not quite linearly, with increasing
temperature, and extrapolates to a zero value at about 2.5
K. Apart from the surprising rise at 2.398 K, ~' de-
creases with increasing temperature. The variation of

' with T /T appears to be slower than exponential,
however, in contrast to the behavior found for fits based
on Eq. (3). Fits were also performed in which a tempera-
ture dependence, suggested by the results in Ref. 41, was
imposed on a and b (a varying from 0.025 to 0.06, and b
from 0.31 to 0.35, between 1.836 and 2.398 K). rms devi-
ations were slightly larger than before, however, though
the variation of A and 7' with temperature was qualita-
tively very similar.

Fits based on Eq. (6) followed the pattern seen previ-
ously for the 1.836-K, variable cooling field decay data;
that is, MTRM(t } for t ~ 600 could be reproduced to excel-
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FIG. 24. Magnetic phase diagram of Co& „Mn„C1, 2H&O.

The region below T& =2.5 K may be a mixed phase with coex-
istent spin glass and antiferromagnetic order.
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FIG. 23. A (~ ) and log&p7
' (o) as a function of tempera-

ture for an x =0.452 polycrystalline sample of
Co& „Mn, Clz 2H&O, from fits to TRM decay data for a 1500-G
cooling field according to Eq. (5) with a=0.06 and b=0.35 held

fixed.

lent precision with a wide range of R values, with te (and

B) varying accordingly. As for fits based on Eq. (5) dis-

cussed in the preceding paragraph, the 2.398-K result ap-
peared anomalous (too small a to), but otherwise a
strongly increasing to with increasing temperature was

observed: for R=5.00, to=5. 13X10 s, 1.97X10 s,
3.28 X 10 s at 1.836, 2.000, 2.250 K, respectively. This
is as expected. However, for each temperature
—d lnM/d lnt is found to increase with increasing t, sug-
gesting that Eq. (6} is inherently less satisfactory than the
alternative forms of decay.

IV. DISCUSSION

The magnetic phase diagram constructed from the ob-
served T„(x}and Ti(x) is shown in Fig. 24. The behavior
of the upper phase boundaries is somewhat similar to that
observed previously in Fe, Mn Clz. 2HzO, in that
T„(x) decreases from either extreme of the phase dia-

gram. This can be understood as resulting from the in-

creased frustration caused by dissolving either com-
ponent in the other. Competing orthogonal spin aniso-
tropies as well as competing ferromagnetic and antiferro-
magnetic exchange interactions occurred in the iron-
manganese system, and the phase diagram exhibited
a tetracritical point, a second rnulticritical point, and
spin-glass regions. The phase diagram of
Co, Mn„Clz-2HzO is somewhat simpler, but also rath-

er unusual.
The essential constancy of the lower temperature tran-

sition, which we identify with the formation of a spin-
glass phase, is reminiscent of that found in the mixed
ferromagnet-antiferromagnetic RbzMn, ,Cr, C14. '

Indeed, the Cr-rich side of the phase diagram of this sys-
tem is similar to the Co-rich side of Fig. 24, as regards
the appearance of T„(x) and T,(x). A rather diFerent
structure has been reported for the Mn-rich side of
RbzMn, Cr„C14, however, and there seems to be

disagreement as to the form of the overall phase diagram
as well between Refs. 45 and 46. We note that this mixed
system exhibits competing orthogonal anisotropies as
well as competing ferromagnetic and antiferrornagnetic
exchange interactions, and that it is moreover (unlike our
system) quasi-two-dimensional. The spin anisotropies are
X1'-like (Cr) and Heisenberg-like with a small Ising com-
ponent (Mn), whereas in our system the Co spin is
predominantly Ising-like. Another recently examined in-
sulating spin glass is KzCu„Mn, ,F4, which is also a
mixture of quasi-two-dimensional ferromagnetic and anti-
ferromagnetic ismorphous components with orthogonal
spin anisotropies. The phase diagram has ferromagnetic
and antiferromagnetic regions at its extremes and an in-
termediate region (0.5 ~ x ~ 0.8) with a line of
paramagnetic —spin-glass transitions, the transition tem-
perature being virtually independent of composition.
Such a diagram had been previously conjectured theoreti-
cally. Indeed, a number of theoretical treatments have
led to the prediction of spin-glass transition temperatures
which are virtually independent of composition over a
substantial range, e.g., the Sherrington-Kirkpatrick
infinite-range Ising model, a Monte Carlo study of
two-dimensional XY spin glasses, a Monte Carlo study
of a three-dimensional short-range disorder-frustration
model, and a study of an Ising spin glass on a Bethe lat-
tice. Most of these models involve short-range interac-
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tions. What seems especially interesting about

Co, Mn C12 2HzO is that the spin-glass behavior ex-

tends over an unusually broad composition range and
that it is generally reentrant, except in the near vicinity of
x =0.55.

However, the possibility that the region below TI (x ) is
a mixed state, in which spin glass and antiferromagnetic
order coexist, cannot be excluded. Such a state has ap-
peared in the theoretical phase diagram for a three-
dimensional frustrated and disordered Ising model.
Coexistence of antiferromagnetic and spin-glass states in

Feo 55Mgo 45Clz has also been demonstrated and discussed
in some detail by Wong et al. ' Since our mixture is
three-dimensional and one of its components strongly
Ising-like, some of the arguments advanced in Ref. 51
should apply to it as well. Neutron-scattering experi-
ments on Co, Mn, C12 2H20 are needed to address this
question.

Consideration of the nonlinear susceptibility in Sec.
III A supports the idea that a genuine phase transition to
a spin-glass state occurs around 2.5 K. The exponents
determined in the analysis of Fig. 13, y&=1.22+0.06 and
y5=2. 20+0.12, are each somewhat smaller than expect-
ed. Although y~ (sotnetimes called y„or simply y, as-
sociation with the nonlinear susceptibility being under-
stood) is equal to one in mean-field theory, experimental
determinations on a variety of spin glasses, both RKKY
and insulating, have generally yielded values between 2
and 4. ' ' It is also expected that y5=2y&+p. In
mean-field theory p=l, but is typically found to be
slightly less than 1 in real spin glasses. ' ' Thus, one
expects y~ to be from 2 to 3 times larger than y&, while
we find a value not quite twice as large. Apart from the
extended temperature range (to 2Tg ) of the analysis, and
the limited data, discrepancies in exponent values may
originate from the fact that the extrapolation used (Fig.
13) to determine b~ and bs had to be based on somewhat
higher field data ( ~600 G) than are strictly appropriate
in connection with asymptotic critical behavior. A scal-
ing analysis of yNL(H, T) which provides more informa-
tion on these and related questions will be published sepa-
rately.

In Sec. III B 2 Eq. (5) appeared to be the most satisfac-
tory form of those used to model the TRM decay, though
only a small improvement over fits using a pure stretched
exponential, Eq. (3) or (4), was detectable. In certain oth-
er attempts ' to use such an expression the field, tem-
prature, or wait time regimes were different, so that com-
parisons are difficult to make. The true significance of
the stretched exponential decay form remains a matter of
controversy. Our relatively large fields suppress waiting
time effects [so that t' is presumably long in an expression
of the type ' r ' =co'exp( —t„„,/t') for the wait time
dependence of the response time], and yet a stretched ex-
ponential consistently emerges from our data analysis.
We may be in the short to moderate this regime, as dis-
cussed by Hoogerbeets et al. , where a pure stretched
exponential decay can be anticipated. If the fact that

t &&t„„, for our measurements is relevant even though
no waiting time dependence was apparent, the presence
of a power-law prefactor can perhaps also be rationalized.
One interesting aspect of our results, not observed previ-
ously so far as we know, is the success in fitting the decay
data with the same general forms even for very large
cooling fields.

As discussed in Secs. III A and B many samples besides
x=0.452 exhibited significant hysteretic effects and ther-
moremanent magnetizations, and all samples exhibited at
least small effects of this kind. The TRM in other sam-
ples were also time dependent, but because of their small-
er size were more difficult to measure precisely and to an-
alyze. Nonlinearities in M versus H were also present,
but were usually much smaller than in x=0.452, and so
we have not attempted to extract the nonlinear suscepti-
bility for these samples. A scaling analysis of the non-
linear susceptibility in the x=0.545 mixture will be pub-
lished separately.

It is presumably not irrelevant that the x=0.452 mix-
ture (along with x=0.545) exhibited an enhanced Curie
constant and Weiss 8 (Fig. 3) relative to the other mix-
tures. Frustration can be expected to be greater near the
center of the diagram, and it is possible that the degree of
short-range antiferromagnefic clustering is greater in
these two samples than in the others. Cluster formation
has been found in theoretical studies and has been
inferred in some experimental work, especially on insulat-
ing spin glasses. ' ' ' It has also been suggested that
frustration in systems with predominantly antiferromag-
netic interactions can lead to frequent local cancellation
of internal fields and to enhanced paramagnetic behavior,
as Fig. 3 may be suggesting. It is difficult to be precise
about the nature of the clustering in our system, but from
work on other materials one can speculate that the gra-
dual freezing of c1usters as T is approached from above
may lead to a more random distribution of internal fields
than would otherwise be the case, and thus to enhanced
spin-glass behavior. A small amount of chemical cluster-
ing might also be a contributing factor, and cannot be
ruled out because the sample analysis and characteriza-
tion techniques employed do not probe at the necessary
microscopic level. Still, we tend to favor the preceding
explanation in terms of antiferromagnetic clusters. It
should be emphasized again that while the spin-glass be-
havior in x=0.452 and x=0.545 is particularly strong,
the other mixtures also exhibited weaker effects of this
kind. The T& transition is present in each mixture.
Therefore we believe that our picture of the overall prop-
erties of this interesting new insulating spin glass is
correct.
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