
PHYSICAL REVIEW B VOLUME 38, NUMBER 2 15 JULY 1988-I
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The electronic contribution to the driving force for thermomigration in metals is considered
within the linear-response formalism. Kubo response functions are evaluated for impurities in an
electron gas subjected to a thermal gradient. A jellium model is assumed, and the electron-impurity
coupling is allowed to be arbitrarily strong. In analogy to our earlier electromigration work, we
find that driving-force contributions arise from on-shell and off-shell integrals over the T matrix.
The on-shell integrals yield the force expression previously obtained by Fiks and Huntington from
ballistic momentum-transfer considerations. The off-shell integrals yield a new contribution to the
force which does not appear in calculations based upon the weak-scattering limit or upon the ballis-
tic model. This contribution can be significant when the electromigration direct-force valence, Zd,
is appreciably different from the bare valence Z. The resulting contribution to the heat of transport
is temperature independent and is roughly on the order of —,(Zd —Z)cF, where cF is the Fermi ener-

gy. Numerical values on the order of an electron volt are possible for strong electron-impurity
scattering.

I. INTRODUCTION

Electromigration and thermomigration continue to oc-
cupy central points of interest in transport theory. '

This is due, in part, to the complicated many-body in-
teractions that must be incorporated in order to describe
adequately the driving forces for these processes. The
earliest theoretical expositions concerning the driving
forces exerted upon ions within a metal that is subjected
to a thermal gradient were those of Fiks, ' Huntington,
and Gerl. ' These workers relied upon a Boltzmann
equation for electrons in calculating the electronic contri-
bution to the driving force for thermomigration. Anoth-
er approach based upon kinetic equations has been
developed by Allnatt;" this treatment, however, is re-
stricted to insulators since it ignores the conduction-
electron contributions. Recently, Jones' has used gen-
eral linear response theory to provide a set of correlation
functions for determining the electronic contribution to
the driving force on an ion in a thermal gradient. Corre-
lation function approaches by Cicotti et al. and by Gil-
lan' ' have brought additional insight into methods of
calculating the transport coefficients and the heat of
transport. Indeed, in a series of papers, ' Gillan has used

molecular dynamics simulation to evaluate Green-
Kubo relations for the thermomigration of hydrogen in
palladium, obtaining qualitative agreement with experi-
ment.

The object of this paper is to provide a strong-coupling
formalism for the electronic contribution to the driving
force in thermomigration, following the Green function
techniques previously utilized to describe the driving
force and effective charge in electromigration. This for-
malism has the advantage of incorporating the electron-

ion potential to all orders in perturbation theory, and also
provides a useful framework for both analytical and nu-
merical computation. Since reference will be made to
our previous paper on electromigration, considerable du-
plication will be avoided by referring to that work as RS.
Several important conclusions particularly relevant to
this work include the notion that when the electron-ion
interaction is taken to all orders in perturbation, the driv-
ing force can be written as an expansion in (reF)
where r is the relaxation time for electrons and c,F is the
Fermi energy. That is,

F=a(ray)'+b(reF) +c(reF) '+

Similar expansions are endemic to other transport
coefficients' and the problems associated with a pre-
cise evaluation of the coefficients a and b in the high-
density —strong-scattering regime (reF -1) are well docu-
mented. ' Nonetheless, in RS it was possible to identify
and segregate important contributions to the factors a
and b that heretofore had not been evaluated in the elec-
tromigration problem. It was determined that the
coefficient a was essentially the electron wind term previ-
ously found by Sham in his strong-coupling calculation.
The important new result was that the coefficient b was a
consequence of the so-called direct force. An explicit
evaluation of this term gave the effects of bound states,
and virtual bound states arising from the polarization of
the electron gas by the screened impurity on which the
driving force is acting. In addition, the two important
contributions, wind and direct forces, were the results of
on-the-mass-shell and off-the-mass-shell integrations over
the energy-dependent T matrix, respectively. As with the
aforementioned thermotransport response functions, e.g.,
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Dc;J F, (1.2)

where D is the diffusion constant and c; the ionic concen-
tration. F is the driving force on the impurity ion and is
given by

thermopower, however, there were identified additional
on-shell terms that contributed to b, so that a precise sep-
aration was found to be rigorous only in the regime of
low-scattering-center density (though strong coupling).

Two quantities of interest in the thermomig ration
problem are related to the mass How in a thermal gra-
dient. The ionic current in a Soret experiment is given
by J,=L„[pV—(@+ed}]+Ll2V(I3),

F=F» [ PV—(p+ eP)]+F,2V(13),

(2.1a)

(2.1b)

with p=l/k ilT. Here tu is the chemical potential for
electrons, P is the macroscopic electrostatic potential,
and e= —

~

e
~

is the electron charge. The Onsager
coeScients are defined in terms of retarded cprrent-
current, and force-current correlation functions by

sion in terms of the exact quantum-mechanical correla-
tion functions. As has been emphasized by Luttinger
and Jones, ' such a procedure requires some care. The
electron particle current, J„andthe electronic contribu-
tion to the driving force, F, due to a thermal gradient and
macroscopic electric field are given by

VT
T

(1.3) (2.2a)

(2.2b)
with Q the heat of transport. In this paper we are con-
cerned with those components of the force F that arise
from the electron-ion interaction, and the corresponding
heat of transport Q. The electron-phonon interaction can
also be incorporated to all orders in the adiabatic approx-
imation, as suggested by Sham in his T-matrix formula-
tion. However, the ion-phonon interaction will be
neglected so as to isolate the purely electronic effects on
thermomigration. In this paper a similar expansion to
Eq. (1.1) will be found for the driving force in thermomi-
gration. As with the electromigration problem, the for-
malism will provide a formally exact expression for the
driving force for arbitrary electron-ion coupling, and im-

purity concentration. Again, important terms not previ-
ously obtained in perturbation theory will be obtained
from on-and-off-shell integrations in the strong-coupling
regime. However, there is one significant difference. It
will be found that at low temperatures an off-shell term of
order (rE~), including bound states and polarization of
the electron gas by the impurity may be dominant.

The paper is outlined as follows. Section II will pro-
vide the strong-coupling formalism for the thermomigra-
tion driving force on a single atomic species in a jellium-
model electron gas. Both the force and the heat of trans-
port will be expressed in terms of ensemble-averaged
Matsubara-Green functions. Section III will provide
the Boltzmann equation solution to the formulation of
Sec. II, but in a strong-coupling form. In addition, it will
be seen that the Boltzmann equation result is purely a
consequence of the on-shell integrations over the T ma-
trix. In Sec. IV the contributions of the off-shell terms
will be formally evaluated and shown to be related to the
direct force in electromigration. Section V closes the pa-
per with a discussion of our main results.

II. STRONG-COUPLING FORMALISM

Following Fiks, ' Huntington, Gerl, ' and others we
express the driving force on the impurity in terms of the
phenomenological Onsager transport coefficients. " How-
ever, whereas these authors (with the exception of Jones'
and Gillan' ) have used the Boltzmann equation to deter-
mine these coefficients, we formally extend their expres-

V

Fi2= R'jg

(2.2c)

(2.2d)

L,2
Q l2 Q l l

VT
T

(2.3)

where Q;, =PF; . The ratio L,2/L» can be identified
with the thermopower S by the relation S=Li2/L»eT.
Qll is the electronic contribution to the effective valence
Z* in electromigration. These coefficients have been
studied extensively ' 25 however, for our purposes
the formulation of Jonson and Mahan is particularly
useful. They have explicitly evaluated the L;. coeScients
taking into account the interaction between electrons and
the static impurity and the electron-phonon interaction
in the adiabatic approximation to all orders, thereby ex-
tending the Mott, and Wiedemann and Franz formulas to
the strong-coupling domain.

The Hamiltonian for the electron-ion system is taken
to be of the form

Xekekck+ X (q)ck+qck
k k, q

(2.4)

~here we formally retain the electron-phonon interaction
in the effective electron-ion potential as follows:

j, and j& represent the electron particle-current and
heat-current operators, respectively, and —BV/BR is the
electron-ion force operator. The angular brackets denot-
ing averages for L» and L&2 designate thermal averages
and configurational averages over a random distribution
of impurities, whereas in Eqs. (2.2c) and (2.2d} the double
brackets indicate that the configurational average for F»
and F,z is taken over all impurities except the one on
which the force is being calculated.

In a Soret experiment, the electronic current is zero so
that the driving force on the atom can be written as

Ll2 VTF=P F» —Fz
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U(q) = V(q)p™(q)+gW~(q)Q' (q) . (2.5) j,=—gkc„c„1

k

(2.6)

Here V(q) is the electron interaction potential with a
static impurity, p™(q)is the impurity density (Fourier
transformed), Wz is the electron-phonon interaction, and

Qz is the phonon displacement operator in the adiabatic
approximation. As shown by Sham, the electron-
phonon interaction can be formally included in the T ma-
trix, and its presence mill be implicit. Similarly, the
electron-electron interaction can be included by inserting
bubble diagrams (random-phase approximation) in the
electron-ion interaction lines appearing in the Feynman
diagrams for the correlation functions. ' The net result
is a screened potential for the electron-impurity interac-
tion, so that following Sham and RS one can effectively
evaluate the response functions by taking V to be the
screened self-consistent electron-impurity potential in
Eqs. (2.2) and (2.5).

Given this Hamiltonian, the electron particle-current
and heat-current operators are given, respectively, by

and

j&=—g kgkckck+ —g ck+,ck(k+ —,'q) U(q),
1 t 1

m m „+q (2.7)

OO

L
—oo

—BnF(e)
u(e)de, (2.8a)

7 oo

—oo

—BnF(e)
eo(e)de, (2.8b)

where nF(e) is the Fermi-Dirac distribution function,
with energy origin a=0 chosen to be at the Fermi level,
and

with gk ——ek —cF and Ek
——k /2m. We have chosen our

system to be of unit volume, and have set %= 1.
Jonson and Mahan evaluated L» and L,z obtaining

the expressions

2

o(e)= gk. ' I'(k e, e+) —Re(Q(ke ) [k+mVkX(k. e )])2nm k 2b k'e

The vertex function is given to all orders in the interaction and impurity concentration by

I'(k'iso„,ico„+I)=kA(k, ice„,iso„+~)

=k+g W„„.(ice„,ice„,)S (k, ice„)Q(k', ice„,)I'(k', iso„,iso„,),
k'

(2.9)

(2.10)

with 9 (k, iso„}the configurational-averaged Matsubara-Green function [see Eq. (2.20}] and Wkk the generalized
scattering function. The spectral density and impurity scattering lifetime are defined by

A(k, e)= —2ImQ (k, e+),
h(k, e) = —ImX(k, e+) .

The driving-force coefficients F» and F,z are given by the correlation functions

X (co+i5)F» ——lim
co~0 l CO

X (co+i5)F„=lcm
co~0 l CO

with

(2.11)

(2.12)

(2.13a)

(2.13b)

(2.14)

in which j, and j are associated with P and P, respectively. 5 is a positive infinitesimal and T is the Wick
time-ordering operator.

Recalling that

av =g iq V(q)e ck+„c„—iq-R

k, q

and inserting Eq. (2.15) into Eq. (2.14) we obtain723

(2.15)

X (idol) = — g g V(q)e 'q "q.kG(k, k'+q, iso„)G(k',k, ice„+,),
n k, k', q

(2.16)

where 6 is the unaveraged Green s function. Upon averaging over all impurities except the one on which the force is
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acting, we have

V q e ' kG k, k'+q, ice„Gk', k, ice I
= V q k k ice +I k k +q iso„ I k, ice„,ice„+I~ ~

k k

where Q(k', k, i co„)is the off-diagonal, averaged Green function. Setting q=k" —k' yields

(2.17)

X (ice )= — g g V(k" —k')(k" —k'}.I (k, ice„,ice„)Q(k,k",ice„)Q(k',k,ice„).
3mP'

(2.18)

We note in passing that in a previous calculation on averaging we retained nonlinear scattering in an effective potential
[see RS Eq. (2.11)] V,cc(k',k",ice„,ice„+,) and set V,s to V(k" —k') in order to evaluate the wave-vector summations.
While this formal generalization can be made here, we ignore these higher-order scattering effects at the outset. Utiliz-
ing the Dyson equations

9'(k, k', ico„}=9(k,ice„)5„„+9(k,ico„}g V(q)Q(k —q, k', iso„),
q

Q(k'k, ico„}=9(k,ico„)5„„+Q(k, ice„)g V(q)Q(k', k+q, ico„),

(2.19a)

(2.19b)

with

9 (k,ice„)=.
i co„g&+X—(k, i cu„)

the averaged single-particle interacting Green function, g can be written

(2.20)

X (i co„)= — g g I (k, ice„,ice„,) k'(Q(k, k', ice„)Q(k',k, ice„,) [ice, —[X(k',ice„,) —X(k', ice„)]]
3mP

+5qq [Q(k, k, ice„+()—Q(k, k,ice„)]) (2.21)

or

X (i co()= — —y P (i co„pico„+( ) .E . 2 I

3m (2.22)

Defining

l
nr(i c0I ) =—g P(i co„,i co„+I ), (2.23)

n(co+i5) ~ de
lim
co~0 1 CO —oo 27Tl

BnF(e) + + P(s+ e++N)[P(e, s+ ) —ReP(e+, e+ )]—2inF(s)Im
BE CO

(2.24)

It is easily shown that the term ReP(e+, e+ ) vanishes identically for both P and X so that we need

m(co+i5) ~ de
lim
co~a leo —~ 2K

BnF(e) p(e e+) P(e+, E++co)—
2nF (e )Im

Bc l CO
(2.25)

Q» is found to be

2 ~ dE,
Qii = — f(E)=—AZ*,3' —oo

where

Bn~(e)
f(e) = — g I (k,e, e+ ) k'[b(k', )e~ Q(k', k, e)+~ +5&& 1m'(k, k, e+ )]

k, k'

(2.26)

—nF(e) g Im [k+m V&X(k, e+)].k' Q(k, k', e+ Q}(k', ,ke)+Z '(k', e)+5&&.
k, k'

kk (2.27)

or
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c}nF(e)
f(s)= — g(e) —nF(s)h(E) .

BK
(2.28)

To obtain this form we have used the Ward identity, I (k,s+,e+ )=k+m Vk X(k, s+ ) and the renormalization factor
Z '(k, E)=[1—ciX(k, e+)/Be] in the off'-shell term. Our bZ' is the electronic contribution to the eff'ective valence
coefficient, Z', in electromigration previously found in RS; that is Z =hZ*+Z, where Z is the bare valence. Our re-
sult is somewhat more general than in RS in that additional terms in the ~e,z expansion have been identi6ed. As before,
however, the force naturally separates into on-and-off-shell factors.

The calculation of Q, 2 is slightly more intricate in that additional terms from the heat-current operator appear that
must be dealt with. From Eq. (2.14}we have

X (icol)= —
2 g g V(q)e 'q'"q kg„G(k',k, i co„+)G(k,k'+q, ico„)

3mP p Qq

In the last term write

+g U(q') k+ G(k', k+q', i co„+i)G(k, k'+q, i co„)
q'

(2.29)

S=g U(q') —,'(k+k+q')G(k', k+q', ico„+I)G(k, k'+q, ico„)
k, q'

(2.30)

and replace k by k —q'. Now substitute the analogous equations to Eqs. (2.19a) and (2.19b}but with unaveraged Green
functions, i.e.,

G(k, k', ico„)=GO(k,ico„)5„„+Go(k,ico„)g U(q)G(k —q, k', ico„),

G(k', k, ico„)=GO(k,ico„)51,&+G (k, ico„)g U(q)G(k', k+q, ico„),

(2.3 la)

(2.31b)

with

G (k,ico„)=.
1

i&& —
k

(2.32}

Then S can be written

S=—,
' g kI 6(k, k'+q, ico„)G (k, ico„)[G(k',k, ico„+i) G(k,—ico„+1)5„&]

k

+G(k', k, ico„+i)G (k, i co„}[G(k,k'+q, ico„} G(k, ic—o„}5gg+q]j .

Giving for g

X (icoi)=—
r

V(q)e ' '
[(ico„+ico„+I)G(k, k'+q, ico„)G(k',k, i co„+I)

3mP n kk', q

—5|,l, (G(k, k+q, ico„)+G(k—q, k, ico„+I))] (2.33)

Performing the ensemble averages as above we have

+T(icol)= — g g —,
'

[ V(k" —k')(k" —k') I (k, ico„,ico„+I}(ico„+ico„+I)Q(k', k ico„+c)Q(k,k",ico„)
3mP

—[(k"—k').k5qq ( V(k" —k') Q(k, k",i co„)—V(k' —k" )Q(k", k, ico„ I ) )] I . (2.34)

The Matsubara sum now will be evaluated. It can be shown after some algebraic manipulations that the final term mul-

tiplying the Kronecker delta vanishes identically so we are left with

2l
& (ecol ) = —

2 g g [V(k" —k') —,'(ico„+ico„+I)(k" k') I(k, i—co„,ic.o„+I)Q(k', k, ico„+i)Q(k, k",i co„)].
n k, k', k"

(2.35)
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Using Eq. (2.25) we write

2 ~ dE,
Q&2

——— f Ef(E) . (2.36)

Re[ 9 (k, E+ )(k+ m V&X(k, e+ ) ]

are higher order in (reF) ', we may write

Combining Eqs. (2.3), (2.26), and (2.36} we obtain the
force expression

BnF(E)
eo(e)ds

2 rz.(k, e)
o(E)= g E&A(k, E)

2Am k 2

2

N(e+ sF )(E+eF)rr(E+ EF, e) .
m

(3.6)

F=&»
BnF(e}

o(e}de
N(e) is the electronic density of states. This expression
will be used to evaluate L

&&
and L &2. Ignore the off-shell

terms in the force correlation functions as they are of or-
der (rsF ) and write

E, Edf z

J f(e}de T
(2.37)

BnF(s)
f(e)= — g(e),

BE,

with

(3.7)

which exhibits a structural similarity to the Mott formula
for the thermopower [see Ref. 25, Eq. (1)]. This expres-
sion will prove particularly useful in the next section, in
which the Boltzmann equation result will be reproduced.

g(s)= g k' kA(k, e, s+)[b(k', e)
~

Q(k', k, e+)
~

k, k'

+5„„1m@(k,k, e+)] . (3.8)

Q(k, k', e+)-9 (k, e+)5gg

+9 (k, e+)T(k, k', e+)0 (k', s+),
A (k, e)-2n5[e —gk+ReX(k, s+ )]

(3.2)

III. REDUCTION TO BOLTZMANN
EQUATION RESULT

As previously mentioned, most calculations' '
to date have provided a Boltzmann equation solution for
the driving force, albeit in a weak scattering, perturba-
tion formulation. It is our desire here to derive a strong-
coupling Boltzmann approximation and, in addition,
demonstrate those factors due to the electron-ion interac-
tion neglected in such a description. We will find that the
Boltzmann equation is reproduced in the low-density,
strong-coupling regime, neglecting all off-shell contribu-
tions to the force correlation functions.

Recognizing that the low-density limit implies n;~0,
we obtain the following approximations

W&& (i co„,i m„+I) n; T(k-, k', i ru„)T(k', k, i r0„+~), (3.1)

Substitute Eq. (3.2) into Eq. (3.8) and use the identity

b, (k', e)
~

0 (k', e+)
~

= —ImQ (k', e+)

= —,
' A(k', e) (3.9)

g(e) then can be written

g(e)= ——,
' g rr(k, e)A(k, e)k vqo r(k, e),

k

(3.11)

where vz ——v(ez) is the magnitude of the electron velocity
and cr r is the transport (or resistive) cross section due to
electron-ion scattering. The latter is given by

vgor(k, e)=y
~

T(k', k, e+)
~

'A(k', g„)(1—k k') .

and the generalized optical theorem

ImT(k, k, e+)= —
—,
' g ~

T(k', k, e+)
~

A(k', gk) . (3.10)

and

= 2m 5(e —gk )+O((reF ) (3.3)

(3.12)

0 (k, e)~G (k, s+) .

Identify

1(k, E e+) kA(k E,e+)
&(k, &) b.(k, E)

and define the transport lifetime by

A(k, e, e+ )rr(k, e) =

(3.4)

(3.5)

As with o (e ) in Eq. (3.6), g(e) can be written

g(s) = —mmN(a+EF )(e+ez)rr(e+eF, e)

)C V( E+ EF )or(e+ EF, e )

m m
o'(E )v(E+ EF )o z-(E+ EF, E) .2 (3.13)

Observing that terms such as
The following identity facilitates evaluation of L &2 and
Qi2:
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BnF(c)
c"o(c)dc=o(0)5„u+ (k~T) [n(n —1)c" cr(c)+2nc" 'o'(c)+c"o "(c)], (3.14)

From Eq. (2.37) the driving force for thermomigration
can now be written

IV. OFF-SHELL CONTRIBUTIONS
TO THE HEAT OF TRANSPORT

d lno(c)
X

d ln[o (c)u(c+ cF )o r(c+cF,c}] VT

a=0 T

F= [N( cF) cFrr( cF}u( cF)or(c„)](k~T)=2 2

9

(3.15)

The importance of the off-shell term is evident when
one considers the heat of transport. ' ' It is easily
seen that the on-shell contributions to Q multiply a factor
of (k+T), but in addition, because of the thermopower
coefficients, the off-shell terms of the electromigration
coefficient also multiply such a factor. As will be explicit-
ly shown below, the off-energy shell contribution from

Q, 2 is a temperature independent quantity in the degen-
erate and/or zero Tlim-it. This allows Q to be written to
lowest order in T as an expansion of the form

This simplifies somewhat for free electrons for which
', NcF—=n, the electron concentration. Equation (3.15)
then reduces to the form determined by Fiks, ' Hun-
tington, and Gerl

Q=[a(7 pc)'+b+c(rcF) '+ ](k~T) +Q;2 . (4. 1)

We now determine Q;2. Previously we disregarded the
following terms as being of order (rcF ):

rr(cF)n
d

[u(c)~T(c)1
VT

'='F T

(3.16)

2
Qi2= dcnF(c)c

37Tm

X Im g k k'Q(k, k', c+ )Q(k' k c+ )
k, k'

Z,.„d——Q ) )
— nTT(cF )u(cF—)a T(cF )

we have

(3.17)

where we have redefined the energy zero to be at the bot-
tom of the conduction band, so that the Fermi level is
now at c=cz rather than at e=O. Alternatively, defining
the effective valence for the wind force in electromigra-
tion in the strong-coupling regime following Sham (Ref.
5) and RS (Ref. 7) as

+$k' Q(k, k, c+ ) (4.2)

Sorbello has shown that the sum

—,'Im g k k'Q(k, k', c+)Q(k' k c+ )
k, k'

= —m Q 1m'(k, k, c+) . (4.3)

d ln[u(c)err(c)]F= (k~T) Z„';„d VT

(3.18)

This allows Eq. (4.2} to be rewritten as

Q', z = ——fdc n~(c) g Img(k, k, c+ )
2

7r k

Equation (3.18) represents the strong-coupling result ex-
actly to order (rcF) . It is important to recognize the
fact that this on-shell term contains the factor (ku T) . It
will be shown below that there are off-shell terms, al-
though of order (rc~), which do not have this factor at
least in first order in the expansion Eq. (3.15). We there-
fore can write the force in the form

fdccnF(c) g k Im
2 BS(k,k, c+)

37Tm k Bc

(4.4)

A convenient formal expression will be determined below
by substituting into Eq. (4.4) the following identity,

F= —[Q'(kaT) +Q;z]z,a VT
T

(3.19)
—f dc n~(c)c g ImG (k, c+ )
2

where Q' contains all the on-shell terms and the off-shell
term from the electromigration coefficient. The second
function Q;2, which may superficially be considered a
higher-order term, is best analyzed by examining the heat
of transport, which we do in the following section. to obtain

fd „(}
Bc

(4.5)
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Q'iz ————fde nF(E)e g Im[Q(k, k, E+ ) —6 (k, e+ )]
7T k

fd s nF(e)e g k Im [Q(k, k, s+ )
37TPl Be

—6 (k, E+)] .

(4.6}

Integrating the last term by parts gives

Q', ~
= ——f de enF(e} Q 1m[a(k, k, s+ ) —6 (k, s+)]

m k

f d e n~(e ) g e&lm[ Q(k, k, e+ ) —G (k, s+ ) ]3' k

4 BnF(e}f'dee—

Q~iz ————fde en&(e) Q 1m[a(k, k, e+)—6 (k, s+)]
k

fd E nF ( e ) g ei lm[ 9(k, k, s+ )
3m k

—6 (k, e+)], (4.8)

which does not vanish in the T~O limit.

In Ref. 9, Eq. (12), Sorbello has demonstrated that the
effective valence for the direct force, Zd, equals the fol-
lowing quantity evaluated at the Fermi level:

Zd(e)= — g s&lm[Q(k, k, e+)—G (k, e+)] .4
3K

(4.9)

Fumi's theorem allows us to write for the first sum in
Eq. (4.8)

——f dsnF(s)s+ Im[Q(k, k, E+)—6 (k, e+)]
77

= ——f de nF(e eF) g (21+1)5,(—e}—oo
1

= —f de Z(e)nF(s —sF), (4.10)

where Z(E) is the energy-dependent bare valence, which
is related to the impurity scattering phase shifts 5&(e) by
the usual Friedel sum. [We have ignored corrections of
order (ks T/EF) .] With these definitions, it is appropri-
ate to write Eq. (4.8) as

Q;~ =f dE nF(e —eF)[Zd(e) —Z(E)] . (4.11)

For all energies below the band bottom, i.e., in the

Xg e„1m[a(k,k, e+)—G (k, s+)] . (4.7)
k

The last term in this expression is an additional on-shell
term of order (ks T) that can be added to the constant b
in Eq. (4.1) which is a small correction to Q'" so that we
can take

bound-state energy range, one finds that Zd(e) =Z(e), so
that we are left with

Q;2 ——f de[Zd(e) —Z(s)], (4.12)
0

where we have replaced the Fermi-Dirac function by its
zero-temperature limit, which is appropriate for a degen-
erate electron gas.

Our heat of transport contribution (4.12) arises entirely
from the polarization of the electron gas by the impurity
in the presence of a thermal gradient. It is associated
with, but not equal to, the difference between the direct
force and the bare valence in electromigration, since
these are given by Z„(sF)and Z(sF), respectively. We
have performed model calculations of Q;2 using a
Koster-Slater model similar to that used by RS for the
electromigration problem. We find that QPz values on
the order of tenths of c.~ are possible.

V. DISCUSSION

We have presented a strong-coupling theory of the
electronic contributions to the driving force for ther-
momigration based upon the model of an impurity in jel-
lium. This driving force arises from the coupling of the
electronic carriers to gradients in the electrochemical po-
tential and in the temperature, as is clear from Eqs.
(2.1b), (2.2c), and (2.2d). This force arises within the
framework of the Born-Oppenheimer adiabatic approxi-
mation. Hence, it should be visualized as a steady push
on slowly moving, massive ions, which assists them to
surmount the potential energy maximum (equal to the ac-
tivation energy) along the jump path. The result is a ten-
dency for migration in the direction parallel to the force,
leading to the current contribution given by Eq. (1.2).

In addition to the force calculated here, there is a small
contribution arising from the force exerted by the electric
field which is present in the Soret experiment, and which
acts on the impurity ion. Thus, a term equal to ZeV((}
should be added to Eq. (2.1b) if one wishes to include the
effects of the electric field. Generally, however, this is a
small correction.

To put the electronic contribution to the driving force
in perspective, especially as far as making contact with
experiment, we note that there are two additional contri-
butions to thermomigration which are not treated here.
One of these is the phonon contribution, ' ' ' which
arises from the stream of phonons that is generated by
the thermal gradient and is subsequently scattered by the
impurity. There is also the so-called intrinsic contribu-
tion, ' ' which arises from the effects of a thermal gra-
dient on the diffusion dynamics rather than on the elec-
tronic carriers. The intrinsic contribution is more prop-
erly regarded as a contribution to the heat of transport,
Q;„„ratherthan as a driving force. Q;„,can be numeri-
cally calculated, with great effort, from a molecular dy-
namics simulation. ' In the simplest theory of interstitial
diffusion, one regards Q;„,as the activation energy. In
more sophisticated treatments, there are corrections to
this, but Q;„,still turns out to be essentially temperature
independent. Despite the presence of the phonon and in-
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trinsic contributions to the heat of transport, there are a
number of systems for which the electronic contribution
is inferred to be the dominant one. ' ' Furthermore,
the temperature dependence of the latter should distin-
guish it from the temperature-independent quantity Q;„„
or so it has been assumed prior to this work.

We have found that the electronic contribution to the
thermomigration driving force has the form given in Eq.
(2.37), and that it contains the usual Fiks-Huntington-
Gerl (FHG) ballistic term given by Eq. (3.16) or Eq.
(3.18). We have shown that the FHG term derives from
on-shell contributions to the correlation functions and is
valid for a dilute concentration of impurities to all orders
in the electron-impurity scattering potential. This part of
our work represents the first microscopic derivation of
the FHG expression for the strong-coupling regime
(beyond the Born approximation and the Boltzmann
equation}. The FHG driving force corresponds to the
term of order re+(k&T) in the heat of transport expres-
sion (4.1). The other terms having (k~ T) dependence in

that expression are corrections that are higher order in

(reF ) '. The new term that we have found in the heat of
transport is the temperature-independent off-shell term

Q;2 appearing in expression (4.1},and which can be put
into the form given in Eq. (4.12). The Q &z term is formal-

ly higher order in (m~) ' compared to the FHG contri-
bution, but because of the differing temperature factors,
Q;2 may be on the order of, or larger than, the FHG con-
tribution.

The Q;z term arises from the dynamic polarization
effects of a thermal gradient on the electron screening
cloud surrounding the impurity ion. As can be seen from
Eqs. (2.1) and (2.3), the force associated with the Q;2
term would also exist in a Gedankenexperiment for which
the electrochemical field —V(ls+ep) vanishes while a
thermal gradient V T were maintained. In such an experi-
ment there would be no appreciable electric field to corn-
plicate the discussion, and only an electron current and
thermal gradient would be present. Thus, the dynamic
nature of the polarization response giving rise to Q ~& is

apparent. This is also consistent with the fact that the
direct force in electromigration is a dynamic polarization
effect and that Q;f is related to the direct-force valence
Zd. More precisely, Q;z is related to the integral of the
energy-resolved direct force by Eq. (4.12). In the most
naive theory, or in weak-coupling theory, Zd equals the
bare valence Z, so that one would expect no Q;z contri-
bution from Eq. (4.12). In reality Zd and Z diff'er, and as

a consequence Q;z may be significant. An estimate of
Q;z based on model calculations suggests that Q;z may
be on the order of tenths of c.F. More realistic calcula-
tions of Qo&z can be performed using Sorbello's expression
(14) in Ref. 9, which relates Zd(E) to the diagonal ele-
ments (in coordinate space) of the Green's function for
the problem of a single screened impurity in an electron
gas. Such calculations await the procurement of accurate
Green's functions based on realistic impurity potentials.
Lacking these, we can conclude from Eq. (4.12}that a rel-
atively large magnitude of Q;z is expected for systems in
which the direct-force valence in electromigration, Zd,
differs appreciably from the bare valence Z. As a crude
estimate, let us assume a linear energy dependence for
Zd(e) and Z(s). We then find that Q;2 ——,'(Zd —Z)eF,
where the relevant electromigration quantities Zd and Z
are equal to Zd(e~} and Z(eF), respectively.

We would encourage experimentalists to look for such
a correlation between the direct force in electromigration
and the temperature-independent part of the heat of
transport. Unfortunately, accurate experimental deter-
minations of Zz have been lacking, except for recent
measurements of Zd for hydrogen in the transition metals
V, Ta, and Nb. ' The experiments on these systems re-
veal that there is a substantial difference between Zd and
Z only for the Nb system; however, our suggested
theoretical correlation between (Zd —Z) and the heat of
transport is not reflected in the hydrogen in Nb ther-
momigration data. This may be due to the markedly
non-free-electron-like nature of Nb, thereby rendering
our jellium model unreliable. Also as we have pointed
out earlier, there are phonon and intrinsic contributions
to Q which may mask the electronic contribution.

In any case, the existence of our new Qtz term means
that the usual procedure of identifying the temperature-
independent part of the heat of transport with Q;„,is, in
general, incorrect. We also emphasize that despite some
encouraging results from molecular dynamics simulations
for the nonelectronic contribution to Q,

' one does need
to consider both the FHG term and the Q &z term for any
quantitative comparison with experiment. The Q&z con-
tribution may in fact be the dominant one, especially at
lower temperatures where the FHG term is diminished.
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