
PHYSICAL REVIEW B VOLUME 38, NUMBER 15 15 NOVEMBER 1988-II

Flicker (1/f) noise in copper films due to radiation-induced defects
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Changes were measured in the resistivity and 1/f noise in polycrystailine Cu films due to defects

induced by 500-keV to 1.1-MeV electron irradiation or 1-MeV Kr -ion irradiation. Irradiation

with 500-keV electrons increased the noise level in films maintained at 90 K by as much as an order
of magnitude, while the resistivity increased by at most 10%. When the films were annealed at pro-

gressively higher temperatures, both the 1/f noise and the resistivity were reduced; however, at
lower annealing temperatures, the fractional reduction in the induced noise was substantially more

than in the added resistivity. These results suggest that a large fraction of the induced noise is gen-

erated by "mobile" added defects that are more readily annealed than the majority of the added de-

fects. The temperature dependence of the noise after irradiation and partial annealing indicated

that the induced noise was thermally activated in a manner consistent with the Dutta-Dimon-Horn

model. Isolated defects created by 1.1-MeV electron irradiation were found to produce substantial-

ly higher noise levels than clustered defects resulting from 1-MeV Kr ion irradiation. Measure-

ments on a number of films indicate that the induced 1/f noise is not sensitive to the type and quan-

tity of interstitial traps. A model which attributes the noise to the motion of defects involving va-

cancies close to surfaces, grain boundaries, or dislocations is most consistent with the experimental

results.

I. INTRODUCTION

Metal films biased with a constant current exhibit low-
frequency voltage fluctuations in excess of the equilibri-
um Johnson noise. ' The spectral density Sv(f) of this
excess noise typically scales as 1/f, where f is the fre-
quency and the exponent m has a value close to 1. This
"Aicker t or "1/f" noise is a phenomenon occurring in
many physical systems, including semiconductors, ionic
solutions, charge-density-wave materials, and electronic
devices.

In metal films it is generally agreed that the noise is
due to intrinsic resistance Auctuations, present even in
the absence of a bias current. ' ' A convenient way to
characterize 1/f noise is by the frequency exponent m,
defined above, and the dimensionless parameter

a= &foSv(fo)/V —=&foStt (fo)/I1 =&foSt, (fo)/p

Here, V is the voltage across the sample, R and p are
sample resistance and spatially averaged resistivity, re-
spectively, while Sz(f) and S (f) are the spectral densi-
ties of these quantities, N is the number of atoms in the
sample, and fo is a reference frequency (typically —1 Hz)
chosen within the experimental bandwidth. Equation (1)
is equivalent to Hooge's expression' except in that he
defines N as the number of free charge carriers in the
sample. Scofield et al. ' have pointed out that the pa-
rameter a tends to be small in materials with a large in-

trinsic resistivity whether or not that high resistivity is
related to the sample noise. They have accordingly pro-
posed an alternate normalization of the noise in terms of
a parameter p„defined by

p, =Nf Sq(f )=ap

Early experimental results seemed to indicate that a
has nearly the same value in very dift'erent physical sys-
tems, ' spurring attempts to formulate a "universal"
theory for the noise. However, more recent experimental
work has made it abundantly clear that the noise level
can vary by many orders of magnitude from system to
system, ' and that the spectra density often differs from a
simple power-law form. "' Weissman has em-
phasized that quite diverse mechanisms are responsible
for the noise observed in various systems.

Nonetheless, two general properties appear to be com-
mon to the 1/f noise observed in a variety of physical
systems. The 1/f spectrum often results from a superpo-
sition of Lorentzian spectra, with a broad distribution of
characteristic times. ' "' Each Lorentzian is thought
to be due to a particular microscopic process, which is
often therma11y activated. Dutta, Dimon, and Horn, '

expanding on earlier ideas of Du Pre' and Van der
Ziel, showed that such a superposition of Lorentzians
could provide a simple, self-consistent explanation of the
observed 1/f noise.

It also appears that atomic or defect motion is respon-
sible for the low-frequency noise observed in a variety of
systems. ' "' ' The case for defect involvement is par-
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ticularly strong for metal films. Eberhard and Horn
showed that annealing freshly evaporated noble-metal
films reduced the 1/f noise while it increased crystallite
size. Similarly, Fleetwood and Giordano found that an-

nealing substantially lowered the noise and resistivity in

AuPd films. Zhigal'skiy et al. found that noise levels in

metal films depended on internal stresses, while Fleet-
wood and Giordano showed that externally applied
stress could cause large increases in noise. Since defect
motion accompanies strain relaxation, these results sup-
port the hypothesis that defect motion is a source of 1/f
noise in metals. Scoffield et al. ' studied 1/f noise in a
variety of metal films and found that films with the larg-
est residual-resistivity ratio generally had the lowest noise
levels (normalized as p, ). From measurements on Al
films doped with Cu and Si, Koch et al. found a corre-
lation between "noise" activation energies inferred from
the temperature dependence of Sv(f) and those for elec-
tromigration failure. These authors proposed that defect
motion along grain boundaries, known to be responsible
for electromigration failure in Al films, was also responsi-
ble for the observed 1/f noise. Black et al. measured
symmetry properties of resistivity fluctuations in thin
films and found them to be nonscalar in a number of met-
als. They interpreted these results in terms of rotations
of symmetry-breaking defects. Garfunkel and Weiss-
man studied noise statistics in metal resistors of very
small volume to estimate conduction-electron —scattering
cross sections of the individual microscopic processes re-
sponsible for the noise. For most metals (except Nb) they
found cross sections less than 10 ' cm, consistent with
expected cross sections for point defects in metals.
Several theoretical models have also been proposed to ex-
plain the noise magnitude in terms of defect motion.

In this paper we report the results of a number of ex-
periments performed to study the dependence of 1/f
noise in Cu films on a particular class of defects: those
created by high-energy electron and ion irradiation. The
films described here were irradiated while cooled below
room temperature inside a high-voltage transmission
electron microscope (TEM), and the sample noise and
resistance were measured in situ. Since the change in
average resistance is proportional to the added defect
concentration, changes in the noise can be directly re-
lated to the number of added defects. In this way we ad-
dress several questions concerning the identity, structure,
and kinetics of the defects responsible for the radiation-
induced 1/f noise. We initially used the Hitachi HU-650
TEM at the National Center for Electron Microscopy at
Lawrence Berkeley Laboratory (LBL), and later the Kra-
tos AEI-EM7 1200-keV TEM and Ion-Beam Interface at
the High-Voltage Electron Microscope/Tandem Facility
at Argonne National Laboratory (ANL). Parts of this
work have been presented elsewhere. '

In this paper we refer to the extensive literature con-
cerning radiation damage in metals, much of which is
concerned with freely suspended bulk materials of high
crystalline quality. The interpretation of this work in-
volves a detailed knowledge of irradiation conditions and
sample properties (e.g., dimensions, purity, initial defect
structure, crystalline orientation, etc.) The complex na-

ture of our own samples (thin films, small crystallites,
probable oxidation at surfaces and grain boundaries, the
presence of a substrate) makes quantitative comparison
with previous work on bulk materials uncertain, though
qualitative similarities are evident and will be used to in-

terpret our results. We do, however, caution against at-
tempts to overinterpret the data presented here in terms
of detailed concepts of defect structures and dynamics es-
tablished for bulk, crystalline Cu.

II. EXPERIMENTAL METHODS

For the LBL experiments we evaporated 99.99%-pure
Cu in a (5 X 10 )-Torr vacuum to produce 100-nm-thick
polycrystalline Cu films on room-temperature (100) Si
wafers with a 350-nm amorphous Si02 layer. Standard
photolithography and wet chemical etching were used to
produce a (90X4)-pm central structure with five large
contact pads [Fig. 1(a)]. The wafers were diced into 9-
mm squares (one structure per square) and annealed at
400'C for 1 h at a pressure below 10 Torr. TEM later
revealed continuous films with occasional small pinholes
and typical grain sizes of 100-200 nm. We used an acid
etch to produce a small hole in the reverse side of the
wafers, stopping the process before it penetrated the Si02
layer on the front side, thereby producing a Si02 "win-
dow" roughly 300 pm in diameter within 50 pm of each
Cu central structure [see Fig. 1(a)]. This window (partial-
ly transparent to electrons) allowed us to position the
beam of the TEM on the central structure.

For the ANL experiments we cut 3-mm disks from an
oxidized Si wafer and etched each disk to produce a
"window. " We then used a liftoff process to pattern
-100-nm films, evaporated form 99.9999%-pure Cu, into
the geometry shown in Fig. 1(b). In some samples the Cu
was doped with small amounts of In or Be. We made
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FIG. 1. Hatched regions are top-view configurations of sam-

ples used at (a) LBL and (b) ANL. A freely suspended SiO,
"window" (cross-hatched) within 50 pm of each sample is used
to position electron beam to cover the five-probe central struc-
ture.
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most of these doped samples by electron-beam evapora-
tion of dilute alloy sources in a vacuum of 2&(10 Torr.
All samples used at ANL were annealed as described
above and stored in a dry Nz desicator.

In the LBL experiments, prior to insertion of the sam-
ple the electron beam was aligned at low magnification
(-500X ) and the electron flux was measured via a Fara-
day cup located below the camera plane. Spatial and
temporal nonuniformities in the electron-beam intensity
introduced approximately a +20% relative uncertainty in
the electron dose P; the absolute dose calibration was un-

certain by roughly a factor of 2. The electron dosimetry
of the TEM at ANL has been described in detail else-
where. During each irradiation the electron flux was
monitored continuously to an accuracy of several percent
by a Faraday cup positioned next to the sample image in
the TEM viewing chamber. For samples irradiated at 90
K, the part of the electron beam used for dosimetry
passed through the freely suspended amorphous Si02
"window" before reaching the Faraday cup. The
transmission efficiency of 1.1-MeV electrons through the
window (typically around 50%) was measured at room
temperature for each sample and used to determine the
absolute electron dose. On samples Cu-01 and Cu-05 the
sample "windows" were broken to allow an unobstructed
electron path to the Faraday cup.

For the LBL experiments the samples were mounted
on a single-tilt liquid-nitrogen (LNr) cold stage which
could operate over a temperature range 90—300 K. A
small LN2 reservoir outside the TEM cooled a Cu rod ex-
tending to the TEM optical axis, where the sample, a
wire-wound heater, and a platinum-resistance thermome-
ter (PRT) were mounted. The thermal time constant of
the system was roughly 5 min, which ensured sufficient
temperature stability for accurate noise measurements.
Thin Cu wires were attached to the five contact pads by
pressed In disks. For the ANL experiments the samples
were mounted on a single-tilt liquid-He-flow cold stage
designed to achieve low base temperatures (-8 K) and
rapid temperature cycling over a range 8 —200 K. A sys-
tern with feedback to a He exhaust valve could maintain
the average temperature to better than 0.1 K over a tem-
perature range 8 —300 K. However, the thermal time
constant of the sample block became quite small at low
temperatures. Small fluctuations in sample temperature
made low-level sample-noise measurements unreliable
below 70 K, and introduced some extra system noise
(with roughly a 1/f spectrum) for 70 & T & 150 K.

For the LBL experiments we used a four-terminal mul-
timeter to obtain the resistance to better than 0.1%; to
determine resistivity, one multiplies the resistance by the
geometry factor GF—:wd, /I, where w and I are the sam-
ple width and length, and d, is the "electrical" sample
thickness. Uncertainties in the measured sample dimen-
sions produced a 30'F~ error in the absolute resistivity,
which was about 10 Qcm at 90 K, compared with
3g 10 fL cm at room temperature. The automated ap-
paratus at ANL could measure the resistance in sam-
ples cooled below 10 K to better than 0.01%. In order to
be consistent with previous work by King and co-
workers, all measurements at ANL were analyzed using

an "effective" geometry factor

pb(H) p—b(L)
GF =

RH —RI
(3)

Sv(f)= A/f +B/f (4)

where 3, 8, and m are free fitting parameters. The first
term is the sample 1/f noise and the second is 1/f noise

where pb(T) is the known bulk resistivity of pure Cu at a
temperature T, and RH and Rz are the measured resis-
tances at an elevated temperature H (=300 K) and low
temperature L (=8 K), respectively. Any systematic
effects which produce a difference between GF* and the
true GF (e.g. , a softened phonon spectrum in the films rel-
ative to the bulk Cu) are expected to affect all the samples
in roughly the same way. For all the ANL samples we
take the sample dimensions to be the measured values of
l and m, and use an "effective" sample thickness
d'=—(1/w)GF', which may differ from the measured
thickness d . These parameters are summarized in Table
I. Typically, d*/d =0.88 (+10%);we take +15% as an
estimate of the absolute uncertainty in d, GF, and bp.

The inset of Fig. 4 shows the five-terminal bridge cir-
cuit used to measure low-frequency resistance fluctua-
tions, following a suggestion by Voss and Clarke. ' A
sample with five contacts and resistance R, —10 0,
formed two arms of a Wheatstone bridge, each arm with
approximately equal resistance. Large, wire-wound resis-
tors with resistances of —1000 0 were used in the other
two arms, and the bridge was driven by a bias voltage
Vtr(t) = Vocos(2rrfot ), where fo-2010 Hz. A 50-0 ten-
turn potentiometer and a variable air capacitor were used
to balance the bridge. The signal voltage across the
bridge was amplified by a liquid-nitrogen-cooled trans-
former (Triad 6-4 with a turns ratio of -50) connected
to a low-noise Brookdeal 5004 preamplifier, filtered
through a (1-3)-kHz passband and demodulated with a
lock-in detector. The output was filtered over a
(0.1 —25)-Hz passband and analyzed with a digital spec-
trum analyzer in conjunction with a desktop computer.
This ac measurement scheme avoided preamplifier 1/f
noise, allowed us to match the sample to the preamplifier
optimally, and helped minimize effects of low-frequency
pickup transients present inside the TEM. The trans-
former was cooled to reduce the Nyquist noise in the
transformer windings to a level lower than the Nyquist
noise of the samples at 90 K. The contact noise was
checked by measuring the noise with different bias resis-
tors, and was found to be insignificant.

To analyze the excess low-frequency noise, we sub-
tracted the background-noise spectral density without
current modulation (predominantly the Nyquist noise of
the sample) from the spectral density in the presence of
the current. At least 50 scans were averaged for each
spectral density. For the LBL measurements, least-
squares linear fits were made to log-log plots of the data
to obtain the noise magnitude and slope to better than
+S%%uo. For the ANL measurements a routine which mini-
mized the goodness-of-fit parameter g was used to fit the
noise data to a function of the form
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TABLE I. Thin-Cu-film samples used at Argonne National Laboratory. RRR is the room-
tempererature-to —helium-temperature residual-resistance ratio. Sample width w is measured by an

optical microscope; the physical thickness d is measured with a stylus profiler or a calibrated quartz-
crystal monitor during deposition. All samples had nominal length L =480 pm. The effective
geometry factor GF, the eff'ective thickness d, and the initial trapping term Qo are defined in the text.

Sample

Cu-01
CQ-02
Cu-03
Cu-04
Cu-05
CU-06
CuIn-1'
CuIn-2b
CuBe-1'
CuBe-2d

RRR

5.72
4.80
6.41
7.40
6.95
7.40
5.89
4.40
5.73
5.93

Go

(nm)

0.732
0.842
0.732
0.821
0.727
0.803
1.081
0.883
0.978
0.857

W

(JMm)

4.6
4.8
4.0
3.8
3.3
3.8
4.7
4.2
3.4
4.0

d*
(nm)

87
85
88

105
106
103
112
95

139
104

d
(nm)

100
100
100
120
120
120
140
104
145
120

d*/d

0.87
0.85
0.88
0.88
0.88
0.86
0.80
0.91
0.96
0.87

0

(nQ cm)

6.7
3.9
6.5

4.8
14.0
38.0
7.3

10.6

'Pellet-drop thermal evaporation. Indium content, -270 at. ppm, determined by x-ray-fluorescence
spectroscopy.
Electron-beam evaporation. Indium content, -0.45 at. %, determined by Rutherford backscattering.

'Thermal evaporation. Source material had -680 at. ppm Be. Low trapping efficiency thought to be
due to oxidation of Be during thermal evaporation [A. Bally (private communication)]. Sample 1/f
noise not measured.
"Electron-beam evaporation. Source material -680 at. ppm Be.

introduced by small temperature fluctuations of the cold
stage. These fits accurately yield the 1/f noise magni-
tude at higher frequencies (the B/f 2 term was always less
than 10%%uo of the A /f term for f p 5 Hz). However, a
rather large "trough" of roughly constant 7 often exist-
ed in the free-parameter space, which produced large un-
certainties in the parameter m.

III. EXPERIMENTAL RESULTS

A. LBL results

Since vacancies and interstitials migrate freely and
recombine at room temperature, it was necessary to
cool the samples to 90 K or lower during irradiation in
order to build up a substantial excess defect population.
Test irradiations performed at room temperature pro-
duced no measurable increase in sample noise or resistivi-
ty. After measuring the resistance and noise in a sample
at 90 K, we irradiated the sample with a beam of 500-keV
electrons with a typical intensity of 10' cm s ' for a
specified time. Using the sample resistance as a ther-
mometer, we established that the sample temperature
rose by at most 1 K during irradiation. After each irradi-
ation, which sometimes lasted for more than 1 h, we mea-
sured the resistance and noise. Typically 30 min elapsed
between the irradiation and the noise measurements. At
the end of this sequence we annealed the film for 5 min at
each of a series of progressively higher temperatures,
remeasuring the resistance and noise at 90 K after each
annealing step. The noise magnitude remained constant
(within +5%) for up to 2 h, provided the sample was
maintained at 90 K. All the data taken at LBL reported
here are from a single Cu sample. Similar results were
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FIG. 2. Frenkel pairs in fcc metals: (a) replacement collision
sequence leading to production of Frenkel pair (from Ref. 41)
and (b) "dumbbell" (100) split interstitial in fcc metals.

observed in two other samples.
To understand the results to be presented, we first re-

view some fundamentals concerning radiation damage in
Cu. High-energy electrons, ions, or neutrons can create
defects in bulk crystalline Cu, via a collision-recoil pro-
cess. When sufficient energy is transferred to a recoiling
Cu atom in a sample held at a temperature T &20 K, a
"replacement collision sequence" ' [Fig. 2(a)] can lead to
the creation of stable defects in the form of "Frenkel
pairs" (vacancy-interstitial pairs). The vacancy is sim-

ply a vacant lattice site (with some surrounding lattice re-
laxation) while the most stable interstitial complex is the
so-called (100) "dumbbell" [Fig. 2(b)] where two atoms
share a single site. The electrical resistivity p increases
with Frenkel-pair concentration by bp =pF C, where C is
the fractional concentration of Frenkel pairs and
pF=2. 75)&10 Qcm. The minimum "threshold ener-
gy" Td;„-19 eV necessary to create stable Frenkel
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pairs in Cu corresponds to a minimum incident-electron
energy E;„=390keV. In pure, bulk Cu one ideally ex-
pects the defect-production rate to be negligible for
E &E;„,and to increase rapidly for E ~ E;„. In prac-
tice, small levels of "subthreshold" damage ' are often
observed for E &E;„.This damage is not fully under-
stood, but is thought to be connected to the presence of
light-atom impurities or initial defect structure (e.g.,
dislocations).

Incident electrons with kinetic energy in the 1-MeV
range generate spatially uncorrelated Frenkel pairs uni-
formly in thin Cu samples. These defects are translation-
ally immobile below 20 K, but can undergo thermally ac-
tivated migration at higher temperatures, as evidenced by
a number of "recovery stages" of the added resistivity ob-
served in annealing experiments. Recovery in the
"stage-I" temperature range (0—60 K) is due to intersti-
tial motion. Close-pair recombination is observed when
20& T &40 K, while for 40& T &60 K the remaining in-
terstitials migrate freely until they recombine with vacan-
cies, cluster with other interstitials, or are trapped at suit-
able sites (impurity atoms, dislocations, grain boundaries,
etc.). Recovery in the "stage-II" range (60—220 K) is
thought to be related to the thermally activated release of
interstitials from traps. The most prominent feature in
the stage-III range (220—330 K) is a strong recovery step
attributed to the onset of free migration of monovacan-
cies. '

For irradiation at 90 K, the accumulation of immobile
vacancies and migrating interstitials has been successfully
described by the "unsaturable" trap" model: an inter-
stitial can recombine with its own vacancy ("correlated"
recombination), migrate and recombine with another va-
cancy, or be trapped at an impurity atom, dislocation,
etc. The free-interstitial concentration is sufficiently
small that the chance of interstitial clustering is negligi-
ble. As the vacancy concentration increases, migrating
interstitials are more likely to recombine with vacancies
than be trapped, and the radiation damage rate d bp/dP
should vary as

d b.p =gpF( I+&p/g )
—1 (5)

Here, ((I is the electron dose (fluence), g is a generation
term describing the production of freely migrating inter-
stitials, and the trapping term

Q =PFC, (r, /r„), (6)

where C, is the fractional trap concentration, and r, and
r, are the trap and vacancy capture radii, respectively. If
g and Q do not depend strongly on b,p, this expression
can be integrated to yield the result that, for large P,
Ap —P' . This scaling has been well documented in bulk
materials.

Figure 3 shows the change in sample resistivity Ap
versus the total 500-keV electron dose P, for three irradi-
ation sequences on the same sample at 90 K, each
separated by a room-temperature annealing process of a
least 12 h. We see that b,p scales approximately as P'
consistent with the behavior observed in bulk materia1s at
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FIG. 3. Change in sample resistivity Ap at 90 K vs 500-keV
electron dose P for three different irradiation sequences. The
dashed line hp~P'~ is drawn through the data by eye. Data
taken at LBL.
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FIG. 4. Typical excess-voltage-noise power spectra and
least-squares fits for differen electron doses I(. The vertical er-
ror bars represent one standard deviation; the horizontal bars
are not significant. Data taken at LBL. Inset: ac-bridge
configuration.

similar temperatures, and described by the "unsaturable
trap model. " The observed initial damage rate,
d b,p/dP, is, however, significantly larger (approximately
a factor of 5) than that observed in bulk materials under
similar irradiation conditions. ' Even though the abso-
lute dose calibration could be in error by as much as a
factor of 2, this damage rate still appears large compared
with previous measurements. Tests performed on thicker
( —300-nm) Cu films indicated a lower 500-keV damage
rate, while a 100-nm film which had not been annealed at
400'C following evaporation was found to have a damage
rate more than a factor of 3 larger than well-annealed
films of the same thickness. A significant amount of
"subthreshold damage" for electron energies g390 keV
was also observed in these samples. These results will be
discussed later in conjunction with the work at ANL.

Figure 4 shows several voltage power spectra SI (f)
(with background noise subtracted) for the sample biased
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with a current i, ,=20 mA, but with progressively
higher electron doses. The balance of the noise-
measurement bridge was trimmed after each irradiation,
though the required adjustment was always small. The
spectral density of the 1/f noise increases by more than
an order of magnitude as radiation-induced defects are
added to the film, showing that defects are a source of
1/f noise in metal films. This large increase in noise
magnitude is accompanied by only about a 10% increase
in sample resistivity. In Fig. 4 the slope of the spectral
density steepens by about 10%, most of the increase
occurring after the first irradiation. The noise remains
(1/f)-like over the full range of irradiations.

We now characterize the noise in terms of the parame-
ters m and a. In Eq. (1), V is twice the rms voltage
across half the sample, %=2.9X10' (+30%) is the es-
timated number of atoms in the sample, and f0 =1 Hz.
Before each irradiation sequence the initial value of a at
90 K was within 10% of 5.5 &(10 . In Fig. 5 we plot b,a
versus hp for the three data runs illustrated in Fig. 3; ba
and hp are the changes in a and p relative to the values
before a particular run. The values of ha obtained after
successive irradiations fall approximately on the dashed
line ha ~ hp . Since hp is roughly proportional to the
added fractional Frenkel-pair concentration Cd
(Cd =—C„=C,), these data indicate that the noise magni-
tude scales as Cd' . At first sight, this dependence is
surprising. If all the added defects act as equivalent, in-
dependent, local noise sources, one would expect a to
scale linearly with Cd. However, we note that Cd is a
measure of the total number of added defects, but it is not
necessary that all the added defects contribute equally to
the noise. For example, existing defect-noise models
relate the noise magnitude only to the concentration C
of mobile defects which change position or orientation in
the same frequency range as the observed noise. Since Cd
is an upper limit on C, one can use these noise measure-
ments to check whether a particular noise model is able
to produce sufficient noise levels. ' The observed scal-
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FIG. 6. Annealing behavior of an irradiated Cu film with

hp, „=90nQcm and ha, „=6X10 ' prior to annealing. (a)
Recovery of the (I/f)-noise magnitude (ha/Aa, „) and resis-
tivity (Ap/hp, „}vs annealing temperature T&. (b) Frequency
exponent m vs annealing temperature T„.

ing b a ~ Cd, however, may be primarily an indication of
how C scales with Cd, rather than how the noise magni-
tude depends on C

The dependence of ha on bp after the samples were
annealed is very different, as is shown by the dotted line
in Fig. 5. The annealing process reduces the noise much
more rapidly than the resistivity, producing hysteresis in
the plot of ha versus hp. This behavior is also illustrated
in Fig. 6(a), which shows the annealing data plotted as
recovery curves, namely b,p/b p, „and ha/b, a,„versus
the annealing temperature T„. The three different sym-
bols in the figure correspond to three separate measure-
ment sequences, taken on different days. Most of the
resistivity recovery occurs in the range 200 & T„&300 K,
and is similar to the "stage-III recovery" well document-
ed for irradiated Cu. This recovery step is generally as-
sociated with the onset of the free migration of monova-
cancies. The noise magnitude, Aa, recovers partially
over this same temperature range, but also exhibits sub-
stantial recovery below 150 K that is not readily apparent
in the resistivity curves. These data support the idea that
certain subpopulations of the added defects (e.g., mobile
defects) contribute disproportionately to the noise. The
observed difference in the recovery of Ap and ho. is readi-
ly explained if one assumes that a population of "noisy"
defects is deactivated (via thermally activated trap
release, recombination, or clustering, for example) at
lower temperatures than most of the added defects.

This interpretation is consistent with a model ascribing
the noise to defect motion, since thermally activated de-
fect motion is also known to be responsible for defect an-
nealing observed in irradiated metals. The type of de-
fect motion which leads to annealing may well be related
to motions which produce noise. Such a relation between
annealing and noise is quite plausible, but for the moment
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it is only hypothetical. We emphasize here that by
"mobile" and "noisy" we refer only to defects which
move at a given temperature with characteristic frequen-
cies within our experimental bandwidth (0. 1 —25 Hz). In
a broader sense, essentially all the added defects are actu-
ally mobile, since they are metastable and will migrate
and recombine if one heats the samples and/or waits a
sufficiently long time.

In addition to the changes seen in a and p, the ex-
ponent m measured at 90 K also changed during the irra-
diation and annealing experiments. Figure 4 shows that
m increased from about 1.0 to 1.1 over the irradiation se-
quence. The annealing behavior of m in Fig. 6(b) exhibits
a striking dip to a value m =0.9 at Tz =240 K that is
reproducible in a11 the samples studied at LBL. We see
from the figure that this behavior is extremely repeatable
on a single sample, provided it was annealed at room
temperature for an extended period between runs. We
note that this dip occurs within the range of annealing
temperatures where the "stage-III" recovery of hp and
ha is observed; temperatures at which large changes in
the added defect population occur. We will return to this
behavior later.

All the noise measurements described so far were taken
with the sample maintained at -90 K. Additional infor-
mation about the noise-generation processes can be
gained from the temperature dependence of the added
noise. In particular, one can check whether the added
noise is thermally activated in a manner consistent with a
model proposed several years ago by Dutta, Dimon, and
Horn. '

In the next series of measurements, a sample at 90 K
was first irradiated with 500-keV electrons to a total
resistivity increment hp=85 nQ cm, and annealed at a
temperature T„y 90 K. The 1/f noise was measured as
a function of temperature for T & T~. By first annealing
at T„, one puts the sample into a state such that any
remaining noise measured at T & T~ is quasistationary,
i.e., the noise magnitude and spectral shape do not
change significantly during the noise measurement.

In Fig. 7(a) the noise magnitude is plotted as a function
of T, for T„=201 K, T„=239K, and in the unirradiat-
ed (i.e., fully annealed) state. We use the paralneter p,
instead of a since electron-phonon scattering causes p to
change substantially as the temperature is increased. We
see from Fig. 7(a) that the noise magnitude is a very
strong function of the sample temperature T and the sam-
ple state (as determined by T„). The noise level on a sin-

gle sample can be made to vary by well over 2 orders of
magnitude by varying T and T„. The three curves in
Fig. 7(a) are quadratic fits to the three sets of data points.
In Fig. 7(b) the frequency exponent m is plotted as a
function of T for the same data series shown in Fig. 7(a).
The parameter m also has a strong dependence on both T
and T„. The curves shown in Fig. 7(b) are discussed
below.

If the 1/f noise arises from an ensemble of thermally
activated processes with a distribution in activation rates,
its spectral density should, in general, be described by a
superposition of thermally activated Lorentzians. ' ' Du
Pre' and subsequently Dutta et al. ' considered such a
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FIG. 7. Temperature dependence of induced I /f noise. (a)
Noise magnitude p~ vs T for Cu film in unirradiated state, and
for hp, „=85nQ cm followed by a 5-min anneal at T„. Curves
are log-log quadratic fits to the data points. (b) m vs T for data
series in (a). Curves are prediction of Eq. (9) using fits in (a). (c)
Distribution of noise activation energies in film. Curves are cal-
culated using fits in (a) and Eqs. (7) and (8)
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0 lnS

1n(2n.fro) 8 lnT
(9)

The noise measured in a physical system is not consistent
with this model unless it obeys this relation. '

The curves shown in Fig. 7(b) are the temperature
dependencies of m for the three annealing states predict-
ed from Eq. (9) and the fits of the data in Fig. 7(a), assum-
ing 7p —10' s ', a typical phonon frequency. The
curves reproduce the general trends in the measured data
points rather well, indicating that the noise observed with
the sample in all three annealing states is thermally ac-
tivated in a manner consistent with the model of Dutta
et al."

Weissmann and Scofield et al. have pointed out
that qualitative agreement of Eq. (9) with experiment is
not a suScient condition to prove that the observed noise
results from a process with a broad spread of activation
energies. An alternate model, ' with a single activation
energy and an appropriate distribution in the attempt
rate ro ', could also result in noise of the form 1/f, and
would obey a consistency relation which is qualitatively
very similar to Eq. (9). One expects that 1/f noise,
which has been observed to agree qualitatively with Eq.
(9), could, in general, result from a distribution in E and
in v.p. In certain small metal-oxide-semiconductor field-
effect transistor (MOSFFT) and tunnel-junction de-
vices "' the low-frequency excess noise can be decom-
posed into a discrete set of Lorentzians, with ~p and E
determined for each Lorentzian. In these systems sub-
stantial distributions in both ~p and E are in fact found.

With this said, one should not forget that one of the
most attractive features of the model of Dutta et al. ' is
that a 1/f spectrum follows in a natural way from a
broad (but otherwise arbitrary) distribution D(E). On
the other hand, a model which assumes a fixed Ep and a
distribution H(ro) in ro requires that H(ro)-ro™ 2) to
produce 1/f noise. In this case one must provide the
physical motivation for such a distribution in wp. We
note that a number of studies indicate the existence of a
variety of defect motions in metals with typical activation

model in which (1) the distribution of activation rates re-
sults primarily from a distribution D (E) in activation en-

ergies E, and (2) the coupling of the process to the mea-
sured noisy quantity (e.g., sample resistance) is tempera-
ture independent. With these assumptions, these authors
showed that 1/f noise (with m =1) follows provided
D (E) is much broader than kz T (kz is Boltzmann's con-
stant), but otherwise of arbitrary form. According to this
model, the shape of D(E) can be determined from the
measured quantity S (f, T), via the relation

D(E)-(f/T)&p(f, T) . (7)

Here,

E = —kz T ln(2n fro),

where ip is the attempt rate of the activated process, as-
sumed constant for all E. Dutta et al. ' extended the
analysis to show that the temperature dependencies of
S (f, T) and m in such a model are related by

energies in the range 0.1-3 eV and with attempt
rates ' ' within a few orders of magnitude of 10' s
The model of Dutta et al. , which assumes that the range
in rates is dominated by a range in activation energy, is
probably the most appropriate for our results.

With this assumption, we use the data in Fig. 7(a) with
Eqs. (7) and (8) to infer the form of D(E), shown in Fig.
7(c), over an energy range determined by the measure-
ment temperatures. For T„=200 and 240 K we see a
pronounced increase in D (E) as E nears 0.6 eV. This en-

ergy is close to measured activation energies for the mi-

gration of monovacancies, suggesting that there is a re-
lation between the activation energies of those defect
motions which cause noise and those which lead to mi-
gration. This same general conclusion can, of course, be
drawn directly from Figs. 6 and 7(a) by noting that the ir-
radiated films become extremely noisy close to 200 K, a
temperature at which defect migration causes a large-
scale reduction in the defect concentration.

We see from Fig. 7(c) that, at a given value of E, D(E)
decreases monotonically with T„,as one might expect if
noisy defects are removed during annealing. The shape
of D(E) does, however, change in a subtle way. For
Tz -240 K, D (E) has a local minimum near E -0.4 eV,
which is not present for T„=200K, nor when the film is

fully annealed. Since D(E) and m(f, T) are linked via

Eqs. (7) and (9), this behavior implies that the value of m

measured at =100 K should, as a function of T~, start
off larger than 1 for T~ &200 K, drop below 1 for
T„=240 K, then increase for larger T„. This is precise-
ly the "dip" observed in Fig. 6(b). In this analysis the dip
observed in m (measured at 90 K) that occurs near

Tz =240 K is a consequence of the evolution of the shape
of D(E) as the sample is annealed. At this point we can
offer no physical insight into the reason why the local
minimum in D(E) near E-0.4 eV should appear at
T„=240 K. We can only note that in samples held at
240 K vacancy migration has commenced, and large-
scale reduction and redistribution of defects occur.

Finally, we note qualitative similarities between the re-
sults presented in Fig. 7 and those described by Fleet-
wood and Giordano. ' These authors measured noise
changes due to thermal annealing of defects present in
AuPd films freshly sputtered onto room-temperature sub-
strates. As in our study, Fleetwood and Giordano found
that the noise magnitude increased strongly with temper-
ature, especially near temperatures where annealing
caused large changes in sample noise and resistivity.
They also found that changes in S (f, T) caused by an-
nealing were systematically reflected in the behavior of
m(T), consistent with Eq. (9). Thus, even though the
types of defects and their activation energies for anneal-
ing were quite different from those in ours, the overall be-
havior of the noise during defect annealing was quite
similar.

B. ANL results

Several experiments at ANL were performed at low
temperatures, where the damage-rate studies are much
more indicative of the fundamental defect-production
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FIG. 8. Low-temperature damage rate d bp/dP vs hp. (a)
Sample Cu-01; solid squares are measured 1.1-MeV electron
damage rate and dashed line is expected bulk Cu damage rate.
Open symbols are size-effect —corrected data (see text), with
x.=6)&10 ' Qcm', and P =0.4 (open diamonds) or 0.0 (open
circles). Solid curve is fit of Eq. (10) to open-diamond data
points. (b) Damage rate in sample Cu-05, due to 500-keV (dia-
monds) or 1.1-MeV (circles) electron irradiation.

processes. Analysis of damage rates at elevated tempera-
tures is complicated by defect migration. The solid
squares in Fig. 8(a) show the measured low-temperature
damage rate d bp/dP versus bp for sample Cu-01 irradi-
ated with 1.1-MeV electrons. The geometry of this sam-
ple is similar to that shown in Fig. 1(b), except in that the
Si02 window was broken to allow an unobstructed path
for electron-dose calibration. The dashed line in Fig. 8(a)
is the expected bulk damage rate, which for Cu is a linear
function intersecting the vertical axis" ' at -6)(10
0 cm, and the horizontal axis ' at hp =p „=750
nQ cm. The linear decrease in the bulk damage rate with
increasing added defect concentration results from the
spontaneous recombination of interstitials (vacancies)
created close to existing vacancies (interstitials), and from
subthreshold annealing effects. The measured damage
rate is fairly close to the bulk rate and appears to de-
crease linearly at high bp, but also exhibits enhanced
damage below bp-20 nQcrn, which introduces some
curvature into the plot. This curvature appears, at first
glance, qualitatively similar to that measured in several
other radiation-damage experiments on thin films.
In those studies this effect is thought to result from the
deviation of the measured resistivity p from the intrinsic
bulk resistivity p& due to Fuchs-Sondheimer ' size
corrections for boundary scattering.

In order to test whether such corrections are important
in our experiments, we applied the Fuchs-Sondheimer
theory to the data in Fig. 8(a) using extrapolation formu-
las and numerical tables calculated by Groeger. ' To ap-

ply this theory one requires the sample thickness d and
two materials-dependent parameters: the fraction P of
electrons scattered specularly at the surfaces (the
remainder are assumed to scatter diffusely) and the con-
stant ~=pblb, where lb is bulk mean free path. The open
diamonds and circles in Fig. 8(a) are the adjusted data
with P chosen to be 0.4 and 0.0, respectively, assuming
~=6)(10 ' Ocm . Depending on the value of P, the
magnitude of the damage rate can be modified substan-
tially by such corrections. However, the curvature in the
data seen at low Ap cannot be eliminated for any reason-
able choice of ~ and P, and thus does not result simply
from a Fuchs-Sondheimer effect.

The adjusted damage-rate curves were each fitted with
a phenomenological expression

d b,p
d

= A (1 hp/B—)+C exp( bp/D) —. (10)

The first term represents the expected bulk damage rate,
which decreases linearly with hp. The second term ap-
proximates the "anomalous" damage observed at small
Ap. In order to determine an appropriate value of the pa-
rameter P, we varied P to obtain the known bulk value
for B=p„=750 nQcm. This was achieved with the
reasonable values ~=6X10 ' Qcm and P=0.4, and is
shown by the open diamonds in Fig. 8(a). The solid line
is the fit of Eq. (10) to the adjusted data. The adjusted in-
itial damage rate A =5.2)&10 0 crn is within experi-
mental uncertainties of the bulk value 6&10 Qcm .
The other adjusted parameter values are C=0.8)&10
0 cm and D = 14 nQ crn. The "anomalous" part
C exp(hp/D) represents only a small fraction of the total
damage rate. We thus conclude that most of the
radiation-induced defects in these films are similar to
those expected in bulk Cu.

In Fig. 8(b) we plot the low-temperature damage rate
due to electron irradiation of different energies for sample
Cu-05, in which the Si02 window was broken to allow an
unobstructed electron path. The damage rate due to 1.1-
MeV electrons (open circles) is very similar in form and

magnitude to the bulk rate and to that measured in sarn-

ple Cu-01. The 500-keV damage rate (open diamonds) is
lower than the 1.1-MeV rate, but is nevertheless a factor
of 2 —3 larger than the expected bulk value ' for poly-
crystalline Cu.

We noted earlier that the LBL experiments indicated
that thicker films had lower 500-keV damage rates than
thinner ones, and that annealing the films (at 400'C) pri-
or to irradiation significantly reduced the damage rate.
Both observations are consistent with the proposal that
small grain size is responsible for the enhancement. King
and co-workers have done preliminary studies on freely
suspended Cu films grown on substrates at liquid-
nitrogen temperatures as a succession of thin (-10-nm)
layers so that the crystal structure was extremly small.
The initial 500-keV He-temperature damage rate in these
films was found to be over an order of magnitude larger
than the bulk Cu value, and exhibited substantial sub-
threshold damage. It has been tentatively suggested that
this anomalous damage might result from "interrupted"
replacement collision sequence [see Fig. 2(a)], due to the
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presence of fine-grained structure.
Most thin-film Cu samples used by King and co-

workers ' ' had much larger grain size and exhibited
bulk damage rates for 500-keV to 1.1-MeV electron irra-
diation. ' These films were thicker (typically 200 —400
nm) than the samples used here, were deposited in clean
conditions on substrates held at room temperature or
above, and were irradiated while freely suspended. We
are not certain why the films in the current study, which
were deposited in a similar manner, appear to show
enhanced damage rates at 500 keV. We suspect that the
presence of a substrate may affect the film grain struc-
ture. The Si substrate and the Cu film also have
significantly different thermal expansion coefficients,
which result in a very large internal strain (-0.15%) in
the Cu as it is cooled from room temperature to low tem-
peratures.

These low-temperature measurements indicate that the
1.1-MeV damage rate in the Cu films is close to the bulk
rate, suggesting that most of the defects created by 1.1-
MeV electrons are bulklike vacancy-interstitial pairs.
The defect population resulting from 1.1-MeV electron
irradiation at 90 K is then expected to be primarily in the
form of trapped interstitials and isolated, nonmigrating
vacancies. These defects are possible sources of the in-
duced 1/f noise.

To investigate whether trapped interstitials, in particu-
lar, are primarily responsible for the radiation-induced
noise, we measured the noise at 90 K in nominally "pure"
(undoped) Cu films and in Cu films intentionally doped
with In and Be. In bulk Cu these impurities are known
to act as interstitial traps. An isolated indium atom is an
oversized impurity which traps interstitials with a
moderate trapping energy ' of about -0.3 eV. Inter-
stitials trapped at isolated In impurities are mostly
released at temperatures below 150 K. Furthermore,
internal-friction measurements' ' indicate that intersti-
tials trapped at In impurities can undergo low-frequency,
thermally activated rotations around the In atoms in the
temperature range 30—150 K. Such trapped interstitials
are prime suspects for the source of low-frequency noise.
Beryllium, on the other hand, is an undersized impurity
with a much stronger trapping energy. ' Ultrasonic at-
tenuation measurements indicate that interstitials
trapped at Be impurities undergo a very rapid "hopping"
motion around the Be atom, with MHz hopping rates at
liquid-helium temperatures. One therefore does not ex-
pect such defects to contribute to low-frequency noise.
No a priori statements can be made concerning the ex-
pected noise behavior of residual traps present in all the
films.

To estimate the effective trap concentrations in the
films, we made measurements of the "reciprocal damage
rate" dgld bp at 90 K, due to 1.1-MeV electron irradia-
tion. Referring to Eq. (5), we see that dgld bp should be
linear in hp, provided g and Q are independent of hp
(i.e., the defect concentration). In fact, g and Q do de-
pend weakly on Ap. ' . For the purposes of this paper,
we use the initial slope of a plot of dgld bp versus bp to
estimate the initial trapping term Qo and we use Eq. (6)
to estimate the trap concentrations in the different Cu
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FIG. 9. 90-K reciprocal damage rate dP/d hp vs hp mea-

sured on seven samples following 1.1-MeV electron irradiation.
(a) Undoped samples: Cu-0. 3 (solid triangles), Cu-06 (solid cir-
cles), Cu-04 (solid squares), and Cu-02 (open diamonds). (b)

Doped samples: CuBe-2 (open circles), CuIn-1 (open triangles),
and CuIn-2 (open squares). Dashed lines are linear fits to initial
data points (see text). Sample properties summarized in Table I.

films.
In Fig. 9 we plot dgldbp versus bp for several of the

films listed in Table I. After each irradiation the sample
was allowed to remain at 90 K for 10 min before being
cooled to about 8 K for the resistivity measurement. The
intercept with the vertical axis on such a plot gives the
intrinsic defect-production rate, which should be roughly
independent of trap concentration, while the initial slope
is related to the trap concentration. Figure 9 shows that
the initial value of dgld hp is roughly the same for all
samples, but that there is a large range of initial slopes.
We estimated these initial slopes by linear fits for Ap ~ 10
nQ cm, shown by dashed lines. The corresponding values
of Qo are listed in Table I. If one assumes that the inter-
stitial trapping radius r, and the vacancy capture radius
r„, are approximately equal for all traps observed here,
these values of Qo indicate trap concentrations which
range from about 15—25 at. ppm for the undoped films,
and 40—50 at. ppm for the CuBe and lightly doped CuIn
films, to 140 at. ppm for heavily doped CuIn. In the
indium-doped films, these trap concentrations are
significantly less than the measured impurity concentra-
tions. In these films many traps may consist of clustered
rather than isolated In atoms. The main point is that
there does exist a large range of trap concentrations in
the films.

In Fig. 10 we plot the change in the noise magnitude
A(p, ) measured at 80 K as a function of b,p for six
different samples, doped and undoped, following irradia-
tion at 90 K. We see that b,(p, ) increases with hp by
nearly the same amount in all cases, even though the
films had different types of traps, and a factor-of-10 varia-
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FIG. 10. Change in (1/f)-noise magnitude b(p'„) measured at
80 K vs Ap for six Cu films following 1.1-MeV electron irradia-
tion at 90 K. Solid symbols are undoped Cu; open symbols are
doped Cu. Symbols defined in Fig. 9. Noise reference frequen-
cy fo = 5 Hz [see Eq. (2)].

tion in effective trap concentration. It is convenient to
define the "specific noise" y,

&(p', )

~~= a(ap) '

representing the induced noise per added defect. In Fig.
10 a single line can be drawn which falls within -30% of
all but the most uncertain (lower left) data point, indicat-
ing that the specific noise y is quite insensitive to the
type and quantity of interstitial traps present in the film.

If one assumes that trapped interstitials are responsible
for the induced noise, then one must produce a micro-
scopic mechanism for the noise (e.g., an interstitial rota-
tion, rearrangement, etc. ) which is not sensitive to the
type and average occupancy of the traps. This might
prove difficult, as there are known differences in trapping
strength between different impurities, ' leading one to
expect differences in any noise-producing motions. If, on
the other hand, one assumes that vacancies are responsi-
ble for the noise, then the "specific noise" should be in-
dependent of trap type and concentration. We will re-
turn to this possibility later.

All the data in Fig. 10 were taken from samples irradi-
ated with 1.1-MeV electrons. One can also compare, on a
single sample, the noise induced by defects created with
electron irradiation of different energies. In Fig. 11 we
show h(p„) versus bp for sample Cu-06 after 500-keV
and 1.1-MeV electron irradiation. We see that the
specific noise is -40% higher for the 500-keV irradiation
than for the 1.1-MeV irradiation, indicating that an
"average" defect created by 500-keV electrons is some-
what noisier than that created by 1.1-MeV electrons.
These results will be discussed later.

Due to their relatively larger mass, ions can deliver
much more energy to a recoiling lattice atom than an
electron with equivalent kinetic energy. The median
recoil energy T&&z (the energy below which one-half of
the defects are created) of the lattice Cu atom varies
from roughly 40 eV for 1-MeV electrons, to —1 keV for
1-MeV protons, and -50 keV for 1-MeV Kr. When T, &z

5 10 20 50
3p (nQcm)

FIG. 11. Change in noise magnitude h(p~) at 80 K vs hp for
sample Cu-06 following 500-keV electron irradiation (open
squares) or 1.1-MeV electron irradiation (solid squares) at 90 K.
Reference frequency fo=5 Hz.

is large, multiple defects are produced in spatially local-
ized "displacement cascades. " The size of a cascade, in
general, increases with increasing T, &z, but eventually
saturates for T~y2 30 keV, as multiple subcascades are
formed. When T, &2 30 keV, computer simulations of
the cascade dynamics indicate that roughly —,

' of the
created Frenkel defects (which are stable at low T, &2)

spontaneously recombine immediately following cascade
formation. Many of the defects which do not spontane-
ously recombine collapse into clusters. At elevated tem-
peratures many of the remaining defects undergo
thermally activated correlated reactions within the cas-
cade, but a fraction escapes clustering and recombination
within the cascade and migrates freely through the lat-
tice. Measurements of radiation-induced segregation in
ion-irradiated metal alloys at 650-900 K have been used
to estimate the relative efficiency for producing freely mi-

grating defects as a function of T, &2. Such measure-
ments on a Cu —1-at. % Au alloy indicate that, relative to
the value for T, &2-700 eV, the efficiency for producing
freely migrating defects drops from 100% to around 5%
as T, ~2 is increased from about 700 eV to 50 keV. Mea-
surements on other fcc metal systems (including pure Cu)
with other techniques and different irradiation tempera-
tures agree with these efficiencies to within a factor of 3.
These efficiencies are normalized to the total defect pro-
duction. If they are instead normalized relative only to
defects which survive spontaneous postcascade recom-
bination, the relative efficiency drops from 100% to the
order of 15%%uo with increasing T, &2. Thus, for these
higher recoil energies most of the surviving defects are in
the form of large clusters, and only a small fraction are
able to migrate and react as isolated interstitials and va-
cancies. One intuitively expects that the "specific noise"
resulting from such a defect configuration will be quite
different from that due to electron irradiations.

Figure 12 compares the 1/f noise in sample Cu-02 fol-
lowing 1.1-MeV electron and 1-MeV Kr+ irradiation at
90 K. The electron irradiations preceded the ion irradia-
tions, and the two measurements were separated by an
extended room-temperature annealing process. The
specific noise y is significantly larger for defects created
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FIG. 12. Change in noise magnitude h(p~ ) at 80 K vs Ap for
sample Cu-02 following 1.1-MeV electron irradiation (open cir-
cles) or 1-MeV Kr+ irradiation (open squares) at 90 K. Dashed
lines are guides to the eye. Reference frequency fo =5 Hz.

by electron irradiation than for those created by Kr+
ions. One requires roughly a factor of 8 times the value
of Ap for the Kr+ irradiations to achieve the same noise
level found in the film following electron irradiation.
Similar results were also obtained from sample CuIn-01.
When compared with the estimated fractions of isolated
and clustered defects in the ion-irradiated films, these
data suggest that isolated defects are primarily responsi-
ble for the added 1/f noise, and that most (if not all) the
added noise observed following Kr+ irradiation is due to
the fraction of the defects which remain isolated.

IV. DISCUSSION

Our experimental results give direct evidence that
radiation-induced defects are a source of 1/f noise in Cu
films. However, we are also interested in the mechanism
by which a defect motion produces a resistance fluctua-
tion. Several authors have recently pointed out that
quantum-mechanical interference of electrons scattered
from lattice defects should produce resistance fluctua-
tions as the defects move. ' ' Electron-
defect-scattering calculations of Martin ' have been
used to quantify "local-interference" effects, "which were
then applied to the radiation-induced 1/f noise discussed
here. It was found that local reorientations and/or rear-
rangements of anisotropic defects (e.g., (100) intersti-
tials, divacancies, etc. ) could plausibly account for the
magnitude of this radiation-induced 1/f noise, provided
a sufficient fraction of the added defects reorient.

Since a variety of defect configurations can, in general,
result from electron and ion irradiation, we wish to iden-
tify the particular defect types responsible for the in-
duced noise. In this section we consider several models,
each of which assumes that a particular type of defect is
primarily responsible for the induced noise. We compare
each model with our experimental results and with the
"local-interference" model. '

Model A. We first consider a model in which one as-
sumes that the noise does not result from crystalline de-
fects within the film at all, but rather from some interac-
tion of the resistivity with defects created in the underly-
ing substrate. This model is not consistent with a number
of experimental results. The damage-rate measurements

discussed earlier indicate that the added resistivity is pri-
marily due to defects within the Cu. From Fig. 6(a) we
see that there exists a direct correlation between the
recoveries of the induced noise and the added resistivity
in the annealing temperature range 200-300 K, tempera-
tures at which migration of monovacancies occurs in
bulk Cu. These observations indicate a correlation be-
tween the induced noise and defects within the Cu film.

Model A is also inconsistent with the results shown in
Fig. 10. If the induced noise results only from defects
within the substrate, then it should depend only on P and
not on the trap concentration within the film. Undoped
Cu films at 90 K must be irradiated to a larger values of P
than doped films to build up a given value of hp, since
there are fewer impurities present to trap interstitials.
One would therefore expect a plot of h(p, ) versus bp to
behave roughly as sketched in Fig. 13(a), with the un-

doped films becoming increasingly noisier as hp in-
creases. This expected behavior is not consistent with the
experimental results shown in Fig. 10.

One can also consider the possibility that the induced
noise results simply from the small amount of vacancy-
interstitial recombination which occurs during the noise
measurements. Such recombination causes the sample
resistivity to decrease monotonically in time as Frenkel
pairs randomly recombine. It can be shown that such
"recombination noise" can account for neither the mag-
nitude nor the spectral shape of the induced noise.

We now consider several models which attribute the
induced noise primarily to trapped interstitials. Before
considering specific cases, we make the general point that
an isolated (100) interstitial and an interstitial-impurity
complex are both anisotropic defect structures which, in
accordance with the discussion in Ref. 31, should pro-
duce substantial resistivity fluctuations if the defects
reorient.

Model B. One assumes that interstitials trapped at
dopant atoms are significantly noisier that those at resid-
ual traps and that they are the dominant noise source in
the Cu films. By "residual" we mean traps which are
present in all the films in roughly equal concentrations.
From such a model one would expect that the doped

(a) Ufldo ped

dopedj// ~

/j

(b) doped

~ ~undoped

r

(c} Ufldoped

r doped
(d) all films

FIG. 13. Behavior of A(p~) vs hp predicted by various mod-
els (see text). (a) Model A, (b) model B, (c) model C, and (d)
models D —F.
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films would have significantly larger specific noise than
the doped filrns, for all values of Ap. This expected be-
havior is sketched in Fig. 13(b). It is not consistent with
the measured behavior shown in Fig. 10, which shows the
specific noise to be roughly independent of trap concen-
tration.

Model C. Interstitials at residual traps are assumed
noisier than those at dopant atoms, and are assumed to
be the dominant noise source. Since only a fraction of
the trapped interstitials in the doped films are at residual
sites, one would expect the undoped films to be noisier, as
sketched in Fig. 13(c). This result is inconsistent with the
data. .

Mode/ D. All trapped interstitials produce approxi-
mately equal noise levels, independent of trap type and
occupancy. This behavior, sketched in Fig. 13(d), is con-
sistent with the behavior shown in Fig. 10, and cannot be
ruled out. However, it is not physically intuitive that in-
terstitials trapped at different impurities should exhibit
similar noise behavior. This is especially true if one com-
pares oversized impurities (e.g., In) with undersized im-
purities (Be), which are known to have quite different
trapping energies and interstitial-impurity defect struc-
tures. ' Here we must qualify our experimental con-
clusions somewhat since the active-trap concentration in
our Be-doped samples is only a factor of 2 larger than in
the undoped films. Further experiments with higher Be
trap concentrations are desirable to determine whether or
not there might yet exist subtle differences between the
noise behavior of the undoped films and those doped with
undersized and oversized impurity traps.

Before considering other possible noise sources, we
note that any model which attributes the bulk of the
noise to trapped interstitials is not consistent with the
measurements summarized in Fig. 7(a), which shows that
the irradiated films become extremely noisy when heated
near 200 K. Near this temprature, vacancies are known
to migrate in bulk Cu, whereas the trapped interstitials
merely recombine with the migrating vacancies.

Model E. Isolated vacancies within the bulk produce
the noise. In this case the added noise should be indepen-
dent of trap type, concentration, and average occupancy,
consistent with the results in Fig. 10. One might also ex-
pect intuitively that the noise should increase as the irra-
diated films are heated close to temperatures at which va-
cancies migrate, as shown in Fig. 7(a). On a physical
basis, however, it is hard to understand how any kind of
motion of a bulklike, symmetric, isolated vacancy could
produce a resistance fluctuation. ' A rotation of a mono-
vacancy has no physical significance, and a simple
translation from one lattice site to another simply repro-
duces the local environment around the vacancy.

Model F. Vacancies close to a surface, grain boundary,
dislocation, or some other extended defect structure are
assumed primarily responsible for the noise. A transla-
tion of such a vacancy changes the local environment of
the defect and produces a resistivity fluctuation. By
"close" we mean a distance no greater than a Fermi
wavelength A,~ -0.5 nm, in accordance with the "local"
interference effects discussed in Ref. 31.

Figure 11 offers additional information: The specific

noise y resulting from 500-keV electron irradiation is
larger than that from 1.1-MeV electrons. This is some-
what counterintuitive, since the structure and distribu-
tion of stable defects in bulk Cu resulting from electron
irradiation is not significantly different at these two ener-
gies. One difference is, however, that any subthreshold
effects are expected to be fractionally more important at
the lower energy, since the intrinsic (bulk) damage rate is
roughly an order of magnitude smaller at 500 keV then at
1.1 MeV. Earlier we suggested that the anomalously high
damage rates measured for 500-keV electron irradiation
were due to a subthreshold damage mechanism related to
small-scale crystallite structure within the films. If, in
fact, a subthreshold mechanism enhances defect produc-
tion near surfaces and grain boundaries, model F would
predict that y should be larger for 500-keV irradiation
than for 1.1 MeV. Further experiments involving a range
of film thickness and grain size and a wider range of elec-
tron energies would help determine whether there is a re-
lation between the film structure and the enhanced dam-
age production and the enhanced y observed at lower
electron energies.

Model F is consistent with the experimental results,
and with the requirement that a defect change its local
environment when it moves. However, one expects only
those vacancies located close to a surface, grain bound-
ary, etc. , which we refer to as boundary vacancies, will be
available to contribute to the noise. One can estimate the
fraction F of the vacancies close to a boundary by the ex-
pression F-6A.F /D, where D is the dimension of a typi-
cal crystallite, assumed roughly cubical. For A.„-O.5 nm
and D —100 nm, one finds F-0.03. In Ref. 31, estimates
were made of the fraction of the total number of added
defects which must move at frequencies within the exper-
imental bandwidth in order for local-interference effects
to account for the induced noise. These fractions were of
the order 0.05-0.5. If expressed relative only to bound-
ary vacancies, these required fractions must be larger by
a factor of F '. Consequently, one must require nearly
all the boundary vacancies to be mobile in order that
local-interference effects account for the induced 1/f
noise.

However, one should not rule out model F simply on
this basis, since several parameters in the local-
interference model and the above analysis are rather un-
certain. For example, the noise magnitude predicted by
Eq. (8) of Ref. 31 scales as P, where P is the anisotropy
parameter of a defect. A value of P-0. 15 was assumed.
The actual value of P could conceivably differ from this
number by as much as a factor of 3, with a corresponding
change in the predicted noise level of up to an order of
magnitude. Also, the fraction F defined above is a very
rough estimate. The actual fraction F of "boundary va-
cancies" could be considerably larger in the films con-
tained large numbers of dislocations or other extended
defects within the Cu grains. Finally, we note that model
F is similar to a proposal made by Koch et al. that the
1/f noise measured in evaporated Al films was due to the
motion of vacancies along grain boundaries.

To summarize, models A —C are all inconsistent with
the experimental results. Models D and E are both con-
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sistent with Fig. 10, but each has problems. Model D
would require that all trapped interstitials produce
roughly equal noise levels, and the model does not offer
an obvious reason why the noise should increase dramati-
cally at temperatures where vacancies migrate. With
model E it is not clear how the motion of a symmetric
monovacancy can result in a resistance fluctuation. Mod-
el F appears to be most consistent with experimental re-
sults and theoretical requirements of local-interference
effects but has some trouble account for the magnitude of
the induced noise.

Finally, it should be noted that none of these models
has considered the effects on the damage rate or induced
noise of the very large internal strain (-0.15%) present
in the Cu films. Further experiments in which the films
are subject to variable internal stress may prove useful in
determining whether internal stress is connected to the
radiation-induced noise.

V. SUMMARY AND CONCLUSIONS

We have used high-energy electron and ion irradiation
of polycrystalline Cu films to study the relationship be-
tween 1/f noise and defects in metals. The radiation-
induced 1/f noise increases in a systematic way with the
number of defects introduced, indicating a direct connec-
tion between 1/f noise and defects in metals. The
difference in the recovery of the induced noise and the
added resistivity after successive annealing steps suggests
that a large fraction of the induced noise is generated by
a subpopulation of "noisy" defects, presumed to be
mobile, that are more readily annealed than the majority
of the added defects. The temperature dependences of
the noise magnitude and the frequency exponent m after
irradiation and partial annealing are consistent with the
Dutta-Dimon-Horn' model, indicating that thermally
activated kinetics govern the induced 1/f noise.

The low-temperature damage rates measured in the Cu
films due to 1.1-MeV electron irradiation are found to be
close to bulk Cu damage rates. In contrast, the 500-keV
damage rates are found to be significantly higher than the
correspondingly bulk damage rates. It is suggested that a
subthreshold effect related to grain size within the films

may be responsible for the enhanced 500-keV damage.
The measured reciprocal damage rates due to 1.1-MeV

electron irradiations performed at 90 K were used to esti-
mate the effective interstitial trap concentrations in un-
doped Cu films and films doped with In and Be. It was
found that the specific noise y, which is proportional to
the induced noise per added defect, is not sensitive to the
type and quantity of interstitial traps present in the films.
Isolated defects introduced by electron irradiation appear
to generate much more noise than the mainly clustered
defect. introduced by 1-MeV Kr+ irradiation.

Several simple modes were examined to identify the de-
fects responsible for the radiation-induced 1/f noise. A
model which attributes the noise to the motion of

vacancy-type defects close to surfaces, grain boundaries,
or dislocations is most consistent with the experimental
results and theoretical considerations.

In the future one could investigate the effects of the
crystal grain structure on the induced noise, either by
systematically varying the metal film thickness (to vary
the average grain size), or by using epitaxially grown
single-crystal films. A promising alternative to high-
energy electrons would be high-energy proton irradiation.
The 1-MeV proton damage rate in Cu is sufficiently
large that only a modestly focused (-1 mm) beam in a
typical accelerator would be necessary to obtain a reason-
able damage rate, yet the average primary recoil energy
from these protons is sufficiently small (-1 keV) that
most of the defects produced would be in the form of iso-
lated Frenkel pairs. One could also investigate the
effect on the induced noise of internal stress in the metal
films. This could be achieved either by using various sub-
strate materials with different coefficients of thermal ex-

pansion, or by applying external stress to a cold sample.
Finally, other metals besides Cu should be studied; for ex-
ample, aluminum. Small interstitial clusters in aluminum
are known to reorient in the temperature range 20—60 K,
producing peaks in the low-frequency internal friction
observable at several temperatures. ' Such interstitial
reorientations could also show up as peaks in the low-

frequency noise.
Note added. We note that Rails and Burhman have

recently observed two-level resistance fluctuations in a
Cu nanostructures, with activation energies, attempt fre-
quencies, and scattering —cross-section changes suggestive
of defects moving between metastable configurations.
These results are consistent with our observations of
noise activation energies and scattering-cross-section
changes ' of radiation-induced defects in Cu films.
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