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Glancing-angle extended x-ray-absorption fine structure {EXAFS)and x-ray reflectivity measure-

ments have been made for a Au surface and several Cu/Al interfaces. The Cu/Al samples consisted
0

of 1000 A Al on Cu, and the measurements demonstrate the potential of these techniques for deter-

mining interface structure and morphology. In particular, distinct differences were observed in

both the reflectivity and interface EXAFS signals for Cu/Al samples prepared under different con-
ditions. The information obtained on these samples is compared with information obtained by
transmission electron microscopy, Rutherford backseat tering, and Auger sputter profiling, and ex-

cellent agreement is found. The glancing-angle measurements are distorted by anomalous disper-
sion effects and a simple analytic correction scheme is presented. This correction has been tested on

the Au data and found to work well for the entire range of incident angles. For the Cu/Al inter-

faces the corrections allowed quantitative analysis of the Cu—Al bonding at the interface, and a
substantial difference is found for samples prepared under UHV and non-UHV (10 Torr) condi-

tions. These glancing-angle techniques offer some unique characteristics and are compared to more
standard interface studies.

I. INTRODUCTION

A key aspect in understanding interfaces is a deter-
mination of their structure and morphology. This paper
describes the application of glancing-angle extended x-
ray-absorption fine-structure (EXAFS) and x-ray
reflectivity measurements to the study of buried inter-
faces. EXAFS is a well-established probe of the local
structure of selected atoms, and has been applied to a
wide variety of solid-state systems which diffraction mea-
surements have not been able to fully characterize. ' In
simplified form the EXAFS signal can be written as

N)X(k)=g 2BJ(k)sin[2kR +4 (k)]e ', (l)

where the sum is over the neighboring atomic shells. N.
is the number of neighbors in the shell, R is their dis-

tance and o . is the mean-squared deviation in R, k is the
photoelectron wave vector, and B,(k) and 4, (k) are
functions characteristic of atoms involved. The back-
scattering and phase functions are usually calibrated by
standards allowing the structural parameters of the first
few shells to be extracted. A key advantage is that the
lack of long-range order, a situation which often occurs
at interfaces, is not a problem. Also, the individual com-
ponents of an interface can be individually studied by
selecting the x-ray energy appropriately.

The main problem in applying EXAFS to interface re-
gions is the separation of bulk and interface signals. One
approach is the use of multilayer samples to enhance the
interface contribution. In this case separation of inter-
face and bulk contributions often requires the measure-
ment of several samples of varying layer thickness. In
this paper it is shown how properties of x rays at glancing

angles can be used to confine the x rays to the interface
region. When x rays are caused to undergo total external
reflection, their penetration into the reflecting surface can
be as little as 20—30 A. Such reflection can be caused to
occur at buried interfaces if the substrate is more dense
than the overlayer. Thus, by tuning the x-ray energy to
an absorption edge of the substrate, the interfacial region
can be probed.

The use of glancing angle x rays for structural studies
of surface regions was first recognized by Parratt, and a
number of authors have used the technique to study such
surface regions by EXAFS. In most of this work the
EXAFS was monitored by measuring the intensity of the
reflected beam, although fluorescence detection was
shown to have submonolayer sensitivity. This paper de-
scribes the application of these techniques to buried inter-
faces, and extends the brief treatments of this topic
presented previously.

The paper begins with a detailed description of the op-
tical constants for x rays, and a simple model for calcu-
lating their energy dependence. These results will be im-
portant for understanding the distortions introduced to
the EXAFS by the glancing-angle technique. The x-ray
reflectivity is discussed next, as these measurements are
used to calibrate the incident angles and provide basic in-
formation necessary to characterize the EXAFS distor-
tions. It wi11 also be shown how useful information con-
cerning the interface morphology can be obtained from
the reflectivity. Data will be presented for pure Au films
and Cu-Al bilayers. The Au films are used to check ideas
for correcting the distortions to the EXAFS signal and
the Cu-Al data demonstrate the application to a buried
interface. In both cases it is demonstrated that the anom-
alous dispersion distortions can be removed using a rela-
tively simple analytic model, allowing quantitative
analysis of the EXAFS to be carried out.
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III. REFLECTION OF X RAYS

Once the optical constants have been determined, the
x-ray reflectivity can be calculated using the Fresnel
equation:

h —(8/8, )[2(h —1)]'i
h + (8/8, )[2(h —1)]'~'

where
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FIG. 3. Calculated reflectivity for pure Al (dashed line), pure
Cu (dotted-dashed line), and 1000 A of Al on Cu (solid line) at
8.6 keV.

and 8, =&25 is the critical angle below which total
external reflection occurs. Equation (9) applies to a single
homogeneous layer. When multiple layers are involved,
the surface reflectivity can be related to the reflectivity of
deeper interfaces through a recursion relation. The cal-
culation can then proceed up from the semi-infinite bot-
tom layer for which one has the boundary condition that
the amplitude of the reflected ray is 0.

A number of essentially equivalent methods exist for
treating the multiple-layer case. We have chosen to use
the matrix formalism of Vidal and Vincent. ' Included in
this calculation is the possibility for interface roughness.
They assume that the probability of finding a point on the
interface at a particular value z (the reflecting surface is
in the x —y plane) is Gaussian:

W(z)=(2ny )
'~ exp[(z —zo) /2y ] .

This model assumes that the roughness parameter y is
much less than the layer thickness and that the
roughnesses of the interfaces are uncorrelated. When the
roughness is large (y & 50 A) it has been found preferable
to treat the interface as a succession of thin layers with

gradually varying density. Both of these models are sca-
lar in that they do not depend on the form of the rough-
ness in the x-y plane. '

Figure 3 compares the calculated reflectivity for a bi-
layer system of 1000 A of Al on a Cu substrate with the

I I I

3 4 5
ANGLE ( rnrad )

I

6

FIG. 4. Solid line: Calculation of the penetration of the in-

cident x rays below the A1-CuAl& interface for a model system
of 1000-A Al/50-A CuA1&/1000 A Cu at an x-ray energy of 9.3
keV. Dashed line: Calculation of the relative contribution to
the Cu fluorescence signal of the Cu and CuA1& layers.

IV. EXPERIMENT

Figure 5 shows the basic experimental geometry. The
incident beam is collimated by a fine slit (-50—100 p,m)
and is monitored by an ionization chamber. The sample
is mounted on a stepping-motor-controlled angle stage
with a step resolution of 0.3 seconds of arc. The stage
and slit are aligned parallel to each other to -30 seconds
of arc. Simultaneous measurement of the reflected and
fluorescence signals is accomplished using ionization

reflectivity of pure Al and Cu surfaces. Of interest here is
the region above the Al critical angle and below the Cu
critical angle. In the bilayer case the x rays are reflecting
from the interface, and strong interference oscillations
appear as the optical path in the overlying Al layer is
changed by varying the angle. For interface sensitivity
the important parameter is the penetration of the x rays
into the Cu substrate. To evaluate the sensitivity of
glancing-angle x-ray-absorption measurements to the in-
terface region, a model calculation was performed on a
trilayer system consisting of a 1000-A Al/50-A
CuA12/Cu substrate. The results for the penetration
depth of the x rays past the Al/CuAlz interface as well as
the relative Cu fluorescence signals from CuAlz and Cu
are shown in Fig. 4. The sensitivity of the technique is il-

lustrated by the dominance of the CuAlz fluorescence sig-
nal at small angles, even though the Cu density in CuA12
is only 0.28 that of pure Cu.

These results indicate that interface layers as thin as 10
A should be easily detectable in the fluorescence signal if
the interface roughness is small. As the roughness in-

creases, the x rays are not as sharply confined to the in-
terface regions and the sensitivity decreases. The ampli-
tude of the interference oscillations in the reflectivity is
sensitive to the roughness and, thus, analysis of the
reflectivity signal is essential in determining the region
being probed by a glancing-angle EXAFS measurement.
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FIG. 5. Experimental setup for glancing-angle reflectivity
and fluorescence measurements.

chambers. The large-area fluorescence detector is situat-
ed to collect a solid angle of -m steradians.

The measurements were performed at the Cornell High
Energy Synchrotron Source (CHESS) beamline C-2 and
the National Synchrotron Light Source (NSLS) on beam-
line X-11A. In both cases the x-ray flux incident on the
sample is (1—5) X 10 photons/s and the fluorescence sig-
nal is in the range (1—10)&& 10 photons/s. Thus, an indi-
vidual EXAFS scan could be completed in —15 min.

A number of samples have been measured. In this pa-
per we will concentrate on two systems: pure Au and Al
on Cu prepared under varying conditions. All were de-
posited onto float-glass substrates (2.5 X 5 cm ). The Au

sample and one of the Cu-Al samples were prepared by
evaporation in a chamber with a base pressure of =10
Torr. A thin Cr layer was deposited first to aid adhesion
to the substrate. For an unreactive element such as Au,
such a base pressure should have little effect on the film
composition. For the Al-on-Cu sample, however, incor-
poration of impurities into the layers is likely at 10
Torr. Therefore, two other samples were prepared: one
by evaporation in a chamber with a base pressure of
5)& 10 ' Torr, and one by sputtering in a chamber with
a base pressure of 2X 10 Torr.

The Au sample was characterized by optical
profilometry to have a surface roughness of 6 A rrns.
This is the expected value for a float-glass substrate. The
Al/Cu samples were characterized by cross-sectional
transmission electron microscope (TEM). For the sample
evaporated at 10 Torr the Cu/Al interface and Al sur-
face were both observed to be distinctly rougher than the
substrate. This is seen in Fig. 6(a). For preparing the
TEM samples it was necessary to use a silicon wafer as a
substrate. These have roughness similar to float glass and
should not significantly change the interface or surface
roughness. From the micrograph it is seen that the
peak-to-peak roughness of both the interface and surface
is in the range 50—100 A. The sputtered sample is shown
in Fig. 6(b). In this case the roughness is distinctly larger
and it is difficult to clearly identify the interface. A
rough estimate based on this and other micrographs is a
peak-to-peak roughness of —500 A.

V. REFLECTIVITY DATA

FIG. 6. Cross-sectional TEM photographs of (a) evaporated
Al/Cu bilayer, and (b) sputtered Al/Cu bilayer.

Reflectivity data are obtained by fixing the incident en-

ergy and scanning the angle stage. A brief discussion is
given here as it applies to understanding the EXAFS re-
sults to follow. Typically, the reflectivity is measured
above and below the absorption edge at energies well

away from the anomalous dispersion region. Figure 7
shows the x-ray reflectivity for the Al/Cu sample eva-
porated at 10 Torr. These are integrated reflectivity
measurements as there was no exit slit before the I„
detector, and both the specularly reflected beam and any
nearby scattered radiation is detected. Photographs of
the reflected beam showed it to be very clean, with little
scattered radiation outside the specularly reflected beam.

Excellent fits to the data could be obtained using the
Fresnel equation modified for roughness as described in
Sec. III. The fits were carried out in two stages. First,
the low-angle regions of the two scans are fitted separate-
ly to determine the zero offset and overall normalization
factors. This region is relatively insensitive to structural
parameters. Then, the two scans are simultaneously
fitted to determine the structural parameters. Such
simultaneous fitting of different energies improves the
sensitivity to the element whose absorption edge is
crossed, in this case Cu. Included in the fits was a thin
(20 A) A1203 layer at the surface, although the deter-

0
mined roughness value of y=26 A cannot be taken too
seriously since it is larger than the film thickness and out-
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reflectivity measurements alone. Analysis of the EXAFS
data discussed in Sec. VII also confirms the presence of
Cu in the Al layer.

At angles just above the Al critical angle the two
reflectivity curves are quite similar. This is a conse-
quence of the small penetration into the Cu layer. As the
angle is increased, the penetration increases and larger
absorption above the Cu edge increasingly attenuates the
reflected signal.

Fitting of the Au reflectivity was much simpler since
only the surface parameters were important. In this case
the roughness was found to be y = 13+2 A. The
disagreement of this result with the profilometer result of
6 A is not surprising since the optical measurement aver-
ages over —l pm areas, and does not detect finer-scale
roughness.

As might be expected from the TEM results, fitting of
the reflectivity from the sputtered sample was more
difficult. A number of models were tried, all of which
gave qualitative agreement, but none were entirely satis-
factory. Since this paper is concentrating on the EXAFS
results, a more detailed discussion of these fits will be
published later. It is important, however, to note that
analysis of the reflectivity is important for a complete un-
derstanding of the EXAFS results. Interface roughness
affects the penetration of the x rays, which determines
the region that the EXAFS results apply to.

VI. EXAFS RESULTS

FIG. 7. Comparison of the fit described in the text (solid line)
with the experimental refiectivity data (points) for the evaporat-
ed Al/Cu sample. The fitting parameters are as follows: A1203,
d =20 (fixed), y =26; Al, d =976, y =25; Cu, d =1000 (fixed),

y =23, where d is the layer thickness and y is the roughness (in
A). Also, the Al layer had 0.7 at. % Cu included.

side the range of validity for the roughness model.
Sputter profiling of Al surfaces prepared similarly to the
samples gave an A1203 thickness of -15 A.

The reflectivity data are very sensitive to the Al thick-
ness, which determines the oscillation frequency. The er-
ror in thickness determination is estimated to be —l%%uo.

The Cu thickness was not important since in the angle-
range fit the x rays are not penetrating the Cu layer. The
roughness parameters for the Al and Cu layers are both
around 25 A. Since these are 1cr values, they are in good
qualitative agreement with the larger peak-to-peak values
seen in the electron micrographs. Quantitative values ob-
viously depend on the structural model employed to cal-
culate the roughness. The fits are also improved by in-
cluding about 0.7 at. % Cu in the Al layer. Auger sputter
profiling of the film did seem to indicate a small amount
of Cu in the Al layer, possibly due to grain-boundary
diffusion. However, for concentrations at this level, it is
also possible the Cu additions are compensating for inac-
curacies in the Al optical constants. Such small concen-
trations appear to be near the limit of our sensitivity for

As mentioned, EXAFS measurements were made by
detecting both the fluorescence and reflected signals as
the incident energy is scanned. Previous authors have
generally analyzed the reflectivity signal, but in the
present study the signal-to-noise ratio of the fluorescence
signal was found to be superior in almost every case.
This may seem surprising since the reflected beam inten-
sity is substantially higher than the fluorescence. Howev-
er, in most cases, the signal-to-noise ratio in the data was
not dominated by statistics. It appears that small fluctua-
tions of the beam position or angle cause much of the
noise. These affect the tota1 intensity of both the
reflected and fluorescence signal. The edge step in
fluorescence is, however, a much larger fraction of the to-
tal intensity, resulting in a smaller relative fluctuation in
the EXAFS signal. Obviously, the advantage of fluores-
cence increases as the system becomes more dilute, but
even for the pure Au data the fluorescence data were su-
perior. In this case the reflectivity decreased 20%%uo in
crossing the edge, while the change in the fluorescence
signal was several times the background. Thus, the
effects of beam fluctuations were enhanced -5)( in the
reflectivity data.

Figure 8 illustrates another problem present in both
the fluorescence and reflectivity signals when bilayer sam-
ples are measured. As the incident energy is changed, the
critical angle is changed, and the effect is similar to vary-
ing the incident angle. Thus the reflectivity oscillations
appear in both EXAFS signals. The fluorescence signal
depends on the interface intensity and the penetration
depth of the x rays. Since away from 8, the penetration
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depth is a slow function of the angle, the change in
fluorescence signal is a measure of the interface intensity.
This is generally smaller than the change in reflectivity
since the refiectivity also depends strongly on absorption
in the top layer. As seen in Fig. 8, the fluctuations are a
significant fraction of the fluorescence signal. The modu-
lations in the reflectivity are even larger, as can be seen
from the magnitude of the oscillations near 4 rnrad in
Fig. 7.

Figure 8 also shows the solution to this problem. As
the energy is scanned the incident angle is varied to com-
pensate for the change in critical angle. The critical an-
gle varies as 1/E away from the edge. Thus, the correc-
tion used was

where E and 80 are the initial values. The correction was
carried out in two ways: using a piezoelectric translator
(PZT) with a total range of 0.6 mrad or by stepping the
angle-stage motor. The PZT had some non1inearity
which resulted in the residual curvature seen in the
corrected curve in Fig. 8. This was not a serious prob-
lem. At higher angles the available range from the PZT
was inadequate and the motor correction was used.

A. Au data

EXAFS spectra for Au at various incident angles are
shown in Fig. 9. As the angle is increased the distortion
in the spectra increases. These measurements were all
made under ambient conditions at room temperature.
Therefore, the samples are all expected to have a thin ad-
sorbed layer of low-z material. An advantage of Au is
that it is unreactive and the local surface structure should
be essentially identical to bulk Au. At the x-ray energies

and angles used this adsorbed layer should have a negligi-
ble affect on the measurements. There is a possible dis-
tortion of the surface layer of atoms, and calculations in-
dicate this layer could be contributing as much as 10% of
the fluorescence signal at low angles. For the present
work the x-ray polarization is oriented in the plane of the
sample, minimizing the contribution to the EXAFS of an
adsorbed layer. Thus, the measurements in Fig. 9 should
provide a good measure of the distortions caused by the
glancing-angle technique.

B. Cu-Al Data

An extensive set of EXAFS measurements as a func-
tion of annealing temperature and incident angle have
been taken. In this paper only the unannealed samples
are analyzed to demonstrate the sensitivity of the tech-
mque. A more extensive discussion of the Cu-Al anneal-
ing results will be the subject of a forthcoming paper.

EXAFS spectra for the Cu-Al samples are shown in
Fig. 10. Since these data are not yet corrected for the
glancing-angle distortion, the amplitude of the Cu stan-
dard spectra has been arbitrarily multiplied by —,

' to make
comparison easier. Even in uncorrected form, it is clear
that there are distinct differences in the interface EXAFS
for the differing preparation conditions. For the sample
evaporated at 10 Torr the EXAFS is nearly identical to
the Cu standard, indicating an almost unreacted inter-
face. Both the sputtered sample and the UHV evaporat-
ed samples show substantial differences from bulk Cu,
especially at low k, where the signal from Cu—Al bonds
should be the strongest. CuA12 is the first phase observed
to form at the interface with thermal annealing. ' The
temperatures of the samples during deposition are es-
timated to be less than -50 C, well below the tempera-
ture required for annealing. Thus, the presence of Cu-
Al bonds seem to be due to the deposition process.
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VII. ANOMALOUS DISPERSION CORRECTIONS
AND DATA ANALYSIS

As the data in the preceding section demonstrate, in
many cases useful information can be gained from the
glancing-angle EXAFS spectra in spite of the anomalous
dispersion distortions. To analyze the data more quanti-
tatively, however, and to understand more fully the limi-
tations of the technique, it is necessary to look more
closely at the distortions.

The fluorescence intensity can be written as

II pF(——p, 5), (13)

I I I I I I I I I I I I I I I I

2 4 6 8 10
k(A )

FIG. 10. Comparison of uncorrected EXAFS obtained for a
Cu/Al interface prepared by evaporation at 10 6 Torr (HV), at
5&10 ' Torr (UHV), and by sputtering. The incident angle
was about 4.6 mrad for each. For comparison the EXAFS from
a Cu foil multiplied by 0.5 is shown.

0.2
CuAlz

3.87 mrad

In Fig. 11 the data from the UHV sample at different
incidence angles are used to demonstrate the controllable
penetration depth with angle. As will be discussed in Sec.
VIII, the Cu-Al intermixed region in this sample is es-
timated to be 40 A thick. It is seen that for angles just
above the Al critical angle there is a strong enhancement
of the Cu-Al component of the signal. As the angle is in-
creased, the penetration into the Cu substrate increases,
and the signal clearly becomes more Cu-like. Compar-
ison with the CuA12 standard indicated that the Cu—Al
bonding is quite similar to CuA12 since a linear sum of Cu
and CuAlz reproduces the major features of the interface
spectra. However, before a detailed comparison can be
made, the anomalous dispersion distortions must be re-
moved. This is the subject of the next section.

where F is the integral of the x-ray intensity as a function
of depth into the sample and ju is the absorption
coef5cient of the element being measured. If Fwere ener-

gy independent, then the EXAFS would be undistorted.
In certain cases, such as when the incident angle is very
small or when p is due to a dilute component, this is al-
most the case. For other situations we note that
lu=po+X, where luo is the smooth part of the absorption
as shown in Fig. 1 and g is the small contribution due to
the EXAFS. Thus, If can be expanded and to first order
in',

F
If PoFo+—P—oX +XFo

dp
(14)

where Fo =F(Po, 5o) refers to the smooth part of F (calcu-
lated from P and 5 without the superimposed EXAFS os-
cillations). Collecting terms and expanding the deriva-
tive, this can be written as

13o BF ~o BF 15
(15)

d5 d5
dP dP

where the term in parentheses gives the distortion in X.
All of these terms can be calculated using the simple ana-
lytic model given in Sec. II for 5o and Po, except for the
phase of d5/dP.

The derivative 15/dP must be treated as complex
since the oscillations in 5 and P are out of phase. If we
write

4.08 mrad
.r~ A~
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4.67 mradn~.—0 1 ijvij
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FIG. 11. The angular dependence of the uncorrected inter-
face EXAFS for the UHV evaporated sample. For comparison,
the Cu and CuA12 spectra are shown multiplied by 0.5.

then the analytic model can be used to determine the
magnitude. From Eq. (7) the magnitude is given by
Re(b fx )/Im(b fx ). A Kramers-Kronig analysis is re-
quired to determine the phase. This might seem to con-
tradict the goal of avoiding a Kramers-Kronig analysis to
determine 5. However, in this case only the phase is re-
quired which minimizes the importance of truncation of
the integral range, and does not require absolute values of
P to be determined. Also, the phase is not strongly
dependent on the material being studied. Martens and
Rabe concluded on the basis of model calculations that
/=90'%5' for all cases. Our Kramers-Kronig analysis of
experimental Cu and Au data is essentially in agreement,
with /=75' —80'. Thus, it is not necessary to determine
the phase for every data set.
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TABLE I. Comparison of the first-shell corrected and un-

corrected amplitudes for the glancing-angle EXAFS obtained
for pure Au at various incident angles. The critical angle for
Au in the EXAFS energy range is about 6.6 mrad. The num-

bers in parentheses are the estimated errors in the last digit.
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Angle (mrad)

3.12
4.15
5.17
6.20
7.23
8.25
9.28

Uncorrected
amplitude

0.90(3)
0.90(3)
0.86(5)
0.74(4)
0.41(3)
0.33(4)
0.41(4)

Corrected
amplitude

0.93(3)
0.95(2)
0.93(4)
0.96(2)
0.93(2)
0.76(3)
0.91(2)

FIG. 12. Corrected and uncorrected EXAFS g(k) for Au at
6.20 mrad incident angle (solid curves) compared to the spectra
from pure Au (dashed line).

Using Eqs. (15) and (16), the correction factor can be
broken up into its amplitude ~) and phase (P) com-
ponents:

A =[Cp+Cs+2CpCscos(P}]'~

P=tan 'I Cssin(P)/[C&+Cscos(P)] j,
where

po aF po aF dfi

Fo Bp
'

Fo 85 dp

(17}

(18)

These corrections can be applied to the amplitude and
phase factors B(k) and 4(k) in Eq. (1).

We now summarize the correction procedure: First,
the reflectivity is analyzed to generate a model for calcu-
lating F(p, 5). Then, the fluorescence data are divided by
Fo and analyzed in the usual fashion to extract the EX-
AFS, X. This P has distortions which are corrected by
applying Eqs. (17) to the amplitude and phase. All of the
steps emplay the analytic formulas given in Sec. II, ex-
cept for the determination of the phase 4, which must be
estimated from a Kramers-Kronig analysis. A test of this
procedure for Au is shown in Fig. 12. In this case the
isolated first-shell EXAFS is compared with data from
Au fail standard and excellent agreement is seen. The
corrections are angle dependent, and the results for a
wide range of incident angles are listed in Table I.

The values in Table I were determined by comparing
the corrected and uncorrected first shells with the first
shell in a Au foil standard using the ratio method. ' The
errors come from noise in the data and any nonlinear be-
havior of the amplitude ratios. Note that the errors tend
to decrease after correction indicating a more linear ra-
tio. These k-dependent contributions to the corrections
are, however, fairly small, and their effect on determina-
tions of the value of the Debye-Wailer factor cr is usually
not important.

The corrected amplitudes are consistently less than 1.
At low angles this could be due to a reduced amplitude
from the surface layer. However, a similar trend contin-
ues to high angles where the surface contribution is

small, indicating the discrepancy may be due to the
correction. In any case 5' accuracy for the amplitude is
a typical result for an EXAFS measurement even when
standard techniques are used. The data taken at 8.25
mrad seem to contain an as yet undetermined experimen-
tal error since the result is inconsistent with the neigh-
boring values.

Figure 12 also shows that the phase-shift distortion is
well corrected. The phase distortion is somewhat k
dependent and, in the worst case, near the critical angle
would shift the d&stance determination by only 0.03 A if
uncorrected. Thus, correction of the phase is not as criti-
cal as the amplitude and the model is entirely satisfacto-
ry.

The corrections were also applied to the Cu/Al inter-
face. In this case it is important to have a good model for
the reflectivity data, as is shown in Fig. 7 for the sample
evaporated at 10 Torr. Because the sputtered sample
has such an extremely rough interface, it was not possible
to obtain such a good fit to the reflectivity using existing
models for roughness. Therefore, detailed quantitative
analysis was not attempted for this sample.

Both of the evaporated samples were analyzed as for
the Au data. The first-shell EXAFS contribution was iso-
lated and corrected for anomalous dispersion. The re-
sults are shown in Figs. 13 and 14. Considering first the
data from the non-UHV sample shown in Fig. 13, it is
seen that the first-shell EXAFS is quite similar to Cu, but
there are some systematic deviations. The amplitude is
significantly reduced, and there is a phase mismatch at
low k. The solid curve is a fit to the data using a linear
combination of the Cu and CuA12 first shells. An excel-
lent fit is obtained if the Cu Debye-Wailer factor, o. , is
increased by about 0.001S A . Other fits were also at-
tempted, including some with an isolated Cu-Al shell (the
first shell in CuA12 contains eight Al neighbors at 2.60 A
and two Cu neighbors at 2.44 A). In this case the Cu-Cu
distance consistently was found to be 2.56 A (the bulk Cu
value}, while the Cu-Al distance always was fitted to
2.66+0.02 A. The fi't in this case was slightly better, but
since the Cu-Al contribution is so small, the fits are not
particularly sensitive to changes in the Cu-Al parameters.
It does seem, however, that the Cu-Al contribution is
quite similar to that in CuA12. The results are surnma-
rized in Table II.
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FIG. 14. Comparison of the fitted EXAFS spectrum (solid
line) with the data (points) for the UHV sample. The fitting pa-
rameters are given in Table II.
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FIG. 13. Comparison of the fitted EXAFS spectrum (solid
line) with the data (points) for the 10 Torr evaporated sample.
The fitting parameters are given in Table II under Cu + CuAlz.
The pure Cu first shell is shown for comparison (dashed line).

Since the dominant change in the glancing-angle data
is y. reduction in the Cu amplitude, it is legitimate to ask
if the effect could be due to an improper correction. A
close look at the phase of the data, however, indicates
that Cu—Al bonds are present. As shown in Fig. 13(b)
there is a distinct interference in the phase near k =4
which cannot be due to the correction or distortion since
they are both monotonic in this k range. This interfer-
ence is well fitted by the addition of Cu—Al bonds.

For the data from the UHV-prepared sample similar
interference is clearly seen in the isolated first-shell data.
Again, fits were attempted using the Cu and CuAlz first
shell, but in this case they were not successful. The
Cu—Al bond length is definitely different from that in
CuA12. We were, therefore, led to a fit which allows both

the Cu-Cu and Cu-Al distances and amplitudes to vary.
The results are shown in Fig. 14 and Table II. The Cu-Al
distance is slightly smaller than its value in bulk CuA12.
Again, the Cu-Cu cr is increased over the bulk value.
The addition of a second Cu—Cu bond at a shorter dis-
tance as is found in CuA12 did not significantly improve
the fits.

The coordination numbers in Table II are divided by
the bulk values for Cu and CuAlz. If the contributions
are due to separate Cu- and CuA12-like regions, the
values would then represent the fractional contribution to
the signal of each region. The fact that the sum of the
Cu-Cu and Cu-Al values is very close to 1 lends support
to this interpretation. Then, from penetration-depth cal-
culations similar to those in Fig. 4, the equivalent thick-
ness of the Cu-Al region can be estimated. For an ideal
interface the values are —12 A for the non-UHV case
and -37 A for the UHV sample. To first order the ob-
served roughness should not significantly increase these
values since they are based on the ratio of Cu-Al to Cu-
Cu signals. Simple roughness would increase both signals
by similar amounts.

The finding that the Cu-Al distance is different for the
two samples may indicate two types of Cu-Al regions are
present in the samples. For the non-UHV sample there
may be little reaction at the interface with the bulk of the
Cu-Al signal coming from dilute Cu in the Al layer, as in-

TABLE II. Fitting results for the first-shell data shown in Figs. 13 and 14. The coordination num-

bers N are divided by 12 and 8 for the Cu-Cu and Cu-Al contributions, respectively, since these are the
corresponding values for bulk Cu and CuAlz. The fitting with CuA12 includes the Cu-Cu shell found at
2.44 A in CuA12. For the other fits this contribution was removed.

Fit N/12
CU-CU

R (A) N/8
Cu-Al

R (A)

Non-UHV
Cu+ CuA12
Cu + Cu-Al

UHV
Cu + Cu-Al

0.88+0.03
0.87+0.03

0.73+0.02

2.56+0.01
2.56+0.01

2.56+0.01

0.0015+0.0005
0.0015+0.0005

0.0028+0.0005

0.10+0.03
0.10+0.03

0.29+0.03

2.60 (fixed)
2.66+0.02

2.56+0.01
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dicated by the reflectivity fits. For the UHV samples the
results may be more indicative of a reacted Cu-Al layer
that is seen to exist at the interface in the angle-
dependent results of Fig. 11. The Cu-Cu results lend
support for the above supposition. The Cu—Cu disorder
is larger for the UHV sample, where there is more inter-
facial reaction. This may be due to a concentration gra-
dient causing strain in the Cu near the interface. It
should be noted that large-angle data which measured the
entire Cu layer gave results identical to those of bulk Cu.
Therefore, only the interfacial Cu is being changed.

VIII. CONCLUSIONS

The results presented clearly show the value of
glancing-angle EXAFS measurements for studying inter-
facial regions. The main features of the technique have
been demonstrated, including interface sensitivity, ele-
ment specificity, and controllable penetration depth. The
Cu-Al results provide a clear example of the types of in-
formation which glancing-angle EXAFS measurements
can provide. The distortions to the EXAFS spectra are a
problem, but can be dealt with both experimentally and
in the analysis procedures. A key component to a suc-
cessful glancing-angle experiment are accurate reflectivity
measurements. These are required for accurate calcula-
tion of EXAFS distortion corrections, and, as shown, can
provide useful information of the thin-film morphology.

It is interesting to compare EXAFS and refiectivity
measurements with other techniques for characterizing
interfaces. High-resolution transmission electron micros-
copy (TEM) has proven to be an extremely powerful tool
for characterizing interfaces, as the photos in Fig. 6 illus-
trate, and on epitaxial interfaces lattice-imaging tech-
niques can provide even more detail. However, sample
preparation is destructive and difficult, and it is legiti-
mate to ask how representative the prepared sample is of
the original interface after such extensive preparation.
Also, EXAFS can provide bonding information to 0.01 A
even in disordered systems, a capability which TEM
lacks.

Two other techniques widely used are depth profiling
by sputtering and Auger analysis, and Rutherford back-
scattering (RBS). Both provide compositional informa-
tion, but do not directly determine structural parameters.
These must be inferred from the compositional depen-
dence or determined by other techniques. RBS is an
easy-to-apply nondestructive technique, and has found
wide application is annealing studies of thin films. How-
ever, in most cases the depth resolution for buried inter-
faces is 50—100 A. Sputter techniques have to contend
with problems of differential sputtering.

Structural information can be obtained by glancing-
angle x-ray diffraction. When used in conjunction with
RBS, as for the Cu/Al case, ' ' a fairly complete picture
of the interface evolution can often be derived. The sen-
sitivity of laboratory-based diffraction instruments usual-

ly requires —100 A layers for clear identification. This
sensitivity may be improved for synchrotron experiments,
but it is still difficult to separate the interface and bulk
components for buried interfaces. In EXAFS this is done
by tuning to a particular absorption edge, while for
diffraction more complex anomalous scattering experi-
ments are required. Also, disordered or amorphous inter-
faces will remain very difficult to detect by any diffraction
technique.

Thus, no interface technique is definitive and a com-
bination is usually required for a complete structural
determination. This paper has shown how EXAFS and
reAectivity measurements can provide unique structural
information, and, when combined with more traditional
methods, they should make important contributions to
interface studies.
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