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The phase diagram of the Yukawa system at finite temperatures is explored by quantum Monte
Carlo simulations. The path-integral method uses the primitive approximation for the density ma-
trix of distinguishable particles; exchange effects are not included in our simulations. Previous
zero-temperature calculations have found that both ground-state Yukawa fermions and bosons have
two melting transitions. As the density increases, the stable phase changes from the low-density
fluid phase to the solid phase and then to a high-density fluid phase. The melting transition at high
density is referred to as pressure melting. In our work, the solid-fluid transition is estimated from
the stability of the initial lattice during a Monte Carlo run. Our quantum simulations have success-
fully demonstrated pressure melting at finite temperatures in systems with de Boer parameters
A =0.004 and 0.005. This results from the soft-core interaction in the quantum systems and is not
seen in our classical Yukawa simulations. No solid is found at A*=0.01. Since previous studies
show that there is no ground-state Yukawa solid when the system is sufficiently quantum mechani-
cal, our work suggests that there is no quantum Yukawa solid with A*=0.01 at any temperature
and any density.

I. INTRODUCTION

The phase diagram of superdense Coulombic matter
has been a subject of longstanding interest. Studies have
been mainly confined to either the charged Coulombic
matter or the repulsive Yukawa potential' (the
screened Coulomb potential). Kirzhnits suggested a
closed loop for the solid-fluid coexistence of positive nu-
clei in a homogeneous background of electron gas. Each
nucleus in the solid was approximated by an oscillator
confined in the potential well defined by its neighbors.
Both kinetic and potential energies increase with increas-
ing density, but for the soft-core systems, the kinetic en-
ergy increases more rapidly than the potential energy.
Many authors have suggested that the solid will be unsta-
ble when these energies are of the same order of magni-
tude. The upper melting transition at high density,
where the pressure is high, is referred to as pressure melt-
ing and does not exist for classical systems. The phase di-
agrams of both the charged Bose and Fermi gases in a
uniform neutralizing background have been discussed by
several authors. ' ' ' Glyde et al. ' have obtained the
variational upper bounds for the ground-state energies of
the fluid phases for bosons and fermions. There are also
exact Monte Carlo calculations for the ground-state ener-
gies of both the Bose and Fermi one-component plasma
by Ceperley and Alder. "' Hansen, Jancovici, and
Schiff used quasiharmonic theory to interpolate the
coexistence curve between the classical and quantum re-
gimes. They did this by assuming that Lindemann law of
melting holds at all temperatures. Mochkovitch and
Hansen later modified this approach and used a general-
ized Lindernann ratio at melting, which included the
changes due to the quantum nature of the system. The
Lindemann ratios at melting for ground-state bosons and
fermions are very different from the classical ratio. The

phase diagrams they obtained for both the charged Bose
and Fermi one-component plasma have maximum melt-
ing temperatures and bounded solid phases. However,
there has not been any direct exploration of the phase di-
agram of the one-component plasma at finite tempera-
tures where quantum effects are important.

Since it is the soft interaction at short range which pro-
duces the high-density pressure melting of the one-
component plasma, we expect that pressure melting will
also occur in the Yukawa system. The repulsive Yukawa
potential has been used to model the Bethe "homework
potential" for neutron matter. Ceperley, Chester, and
Kalos' have performed variational and exact Monte
Carlo calculations of the ground-state energy for Yukawa
bosons. For the Yukawa fermions, ' they have obtained
variational upper bounds for the ground-state energies.
At zero temperature, the free energy is equal to the total
energy, and this can be estimated directly from Monte
Carlo simulations. The relative stability of the solid and
fluid phases at zero temperature can thus be obtained
directly by comparing the ground-state energies. As the
density is increased from zero, the solid phase eventually
becomes more stable than the fluid phase. However,
when the solid is compressed to much higher density, the
solid will undergo a second phase transition and will melt
to the more stable fluid. When the quantum nature be-
comes sufficiently important, the fluid phase of the Yu-
kawa system always has a lower free energy than the
solid. Thus, these Yukawa systems may have no
ground-state solid phase at any density. Kawamura has
used a quantized lattice-gas model' ' to study the solid-
fluid transition of the repulsive Yukawa potential. Pres-
sure melting is found for both fermions and bosons,
though the phase diagrams are qualitatively different.

The Yukawa potential behaves like the Coulomb po-
tential at short distances, but does not possess the long-
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range interaction. In classical simulations of the one-
component plasma, the Ewald technique, ' ' which is
commonly used in the potential-energy calculation, is a
time-consuming procedure. The Yukawa system has the
advantage that it is not necessary to evaluate Ewald
sums. In simulations, the spherically symmetric short-
range potential is usually truncated at some distances less
than half the side of the box which encloses the system.
However, the efkcts of the truncation at the high densi-
ties and low temperatures studied need careful examina-
tion: we found that the high-density Quid-solid transition
is very sensitive to the truncation of the potential. The
extended Yukawa potential defined in Sec. IIB over-
comes this truncation difficulty. Using this potential, we
have explored pressure melting at finite temperatures us-

ing quantum Monte Carlo simulations based on the
path-integral method. '

To establish the phase diagram rigorously, one must
compare the free energies of the solid and fluid phases to
determine the thermodynamically stable phase. In our
work, we did not calculate free energies but instead have
used the stability of the lattice to obtain reasonable esti-
mates of the melting transitions. Our exploratory study
used Boltzmann statistics and exchange has not been con-
sidered. Exchange effects are insignificant as long as the
interparticle spacing is much larger than the de Broglie
thermal wavelength or the particles are well localized.
This condition is satisfied at most temperatures and den-

sities studied, but we will see from Sec. III B that this as-
sumption no longer holds in the high-density phases we
have studied. The results at zero temperature' ' lead us
to believe that the qualitative phase diagram obtained for
the Boltzmann system will not be changed, but the exact
melting transition will be sensitive to the statistics of the
particles when exchange effects are important. The pur-
pose of this work is to demonstrate pressure melting at
finite temperatures in the soft-core Yukawa systems.
Since our work is qualitative and exploratory, we did not
atteinpt to locate the solid-fluid transition using free-
energy calculations. In our opinion, it will be more ap-
propriate to determine the phase diagram for the repul-
sive Yukawa system using free-energy calculations when
exchange e8'ects are included. %e will comment on such
calculations at the end of the paper.

The detailed presentation of our work is organized into
two sections in this paper —the formalism and the re-
sults. Section II A develops the formahsm of the path-
integral method, using the primitive approximation for
the high-temperature density matrix. Section II 8 gives
the details of the model system studied. The results of
the simulations are given in Sec. III. Section IIIA
presents the results from both quantum and classical

simulations which lead to the schematic phase diagram
given in Fig. 9. Section IIIB compares the thermo-
dynamic properties of the quantum and classical Yukawa
systems. %'e end with some brief comments and discus-
sions of future directions.

II. MKTHODOI. GY

A. Path-integral Monte Carlo simulation

The path-integral Monte Carlo method is based on the
discretization of Feynman's path-integral ' formulation
of the canonical density matrix. Recently it has been suc-
cessfully implemented for finite temperature studies of
quantum systems. Various derivations of the for-
mulation can be found in the literature. ' ' ' '~ ' In sta-
tistical mechanics, all thermodynamic quantities of a
many-particle system in equilibrium are given by ensem-
ble averages computed with the canonical density matrix,
p(R, R ',p}. ' In classical Monte Carlo simulations, the
Metropolis algorithm generates configurations with
probability asymptotically given by the Gibbs distribu-
tion. The goal in quantum Monte Carlo simulations ' is
to implement algorithms which will sample config-
urations with probability given by the density matrix.
Our formulation of the path-integral method essentially
follows that given by Takahashi and Imada. iz

In simulations, bulk properties of matter are usually
studied with a system of N particles in a box with period-
ic boundary conditions. In coordinate representation, the
density matrix for a distinguishable-particle system at
temperature T is

p(R, R', P)=(R
~
exp( —PH)

~

R'}, (1)

where R—:(r, , r2, . . . , rN ) is the set of 3N coordinates of
the particles in the system, p= 1/kii 7 is the inverse tem-
perature, H =T+V is the Hamiltonian,

T= —(iri /Zm) g 7,

is the kinetic energy operator of N particles with mass m,
and

is the potential energy operator for pairwise interaction
u(r) between the particles (r;~ =

~
r,. —rj ~

is the distance
between the ith and jth particles}. Using the closure rela-
tion, the density matrix can be rewritten as an integral
[within an (M —1)X 3N-dimensional box]

p(R, R', p)= fdR, fdR, . fdR„p(R, R„.p/M)p(R, ,R,;p/I) . . p(Rsr, R', p/~) .

Each term in the integrand is the X-particle density matrix at a temperature higher than T by a factor M. For
su5ciently large M, various acceptable approximations to the high-temperature many-particle density matrix at MT
have been presented in the literature. * %'ith these approximations, the quantum partition function Zz, which is the
trace of the density matrix, is then rewritten as an (MX3N)-dimensional integral. This can be evaluated by the
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Metropolis algorithm as in classical Monte Carlo simulations.
In this work we use what is commonly referred to as the "short-time, " or primitive approximation ' ' this is

the most straightforward approximation to the many-particle density matrix. The high-temperature density matrix in
(2) is obtained by using the lowest-order Trotter formula which gives

A A A A A
3exp — (T+V) =exp — V exp — T exp — V +O((P/M) ) .

M 2M M 2M
(3)

Mm 2
(R& —R&+, LJV—) exp

2PA'
Z (p)=f f g dR, g exp V(R, }

JV

where JV is the set of 3N discrete integers, and R~+ &

—=R, . The detailed derivations have been outlined in Ref. 22. In
our simulations, with the choice M and L used, terms with nonzero vector JV make very small contributions to the sum
in (4) and so we have included only the %=0 term in our approximation. Equation (4) then reduces to

' 3N/2

(4)

The quantum partition function for a N-distinguishable particle system in a three-dimensional cube of side L with

periodic boundary conditions is then approximately given by
' 3N/2

z(p) f" f g dR, exp ~ (R) —Ri+ ) ) — V(RI )

which is the same as that for an infinite system. The
periodic boundary conditions, as expected, have a negligi-
ble effect on the many-particle density matrix of a
sufficiently large system.

From the above discussion, we see that the tempera-
ture T plays the role of imaginary time in the formulation
of Feynman's path integral; M is often referred to as the
number of time slices. Chandler and Wolynes ' have
presented an intuitive picture of a classical isornorphism
between the quantum partition function given by (5) and
that of a polyatornic fluid. The quantum problem of N
distinguishable particles is mapped onto a classical prob-
lem of N polymer chains with M particles on each chain.
The interaction consists of the reduced interpolymer in-

I

teraction v(r)/M, between particles of two different
chains with same time index, and the intrapolyrner
springlike interaction between particles on the same
chain with adjacent time indices. Noting that the spring
constant Mm/2p fi increases with temperature and M,
this is suggestive of the decrease in zero-point motion of
the particles with increasing temperature. The expres-
sion for other thermodynamic quantities, such as poten-
tial energy U and pressure P, can be derived by straight-
forward differentiation of the quantum partition function
Zz. In the primitive approximation, these expressions
are similar to those of a classical system of N)&M parti-
cles except that the ensemble averages are now weighted
by W(R, , . . . , R~;P), where

W(R(, . . . , RM'p)= Mm2nPfi.
3MN/2 M Mm — —

z P M

exp —g (RI —R, +, ) — g V(R, )
I =»p&' ' M i=i

(6)

As in classical Monte Carlo simulations, estimates of the
thermodynamic averages can now be evaluated from
configurations generated by the Metropolis algorithm, us-

ing W'(R„. . . , R~,'p) defined in (6) in the transition ma-
trix instead of the Boltzmann factor, exp[ —PV(R)].
However, the number of particles in a path-integral quan-
turn Monte Carlo simulation is larger than that of a clas-
sical simulation of the same size by a factor M. Clearly, a
straightforward implementation of the classical Metropo-
lis algorithm will be inefficient.

Takahashi and Imada have proposed macroscopic
and microscopic moves of the particles in the Metropolis
sampling. The positions of all M particles on the chain
are changed during the macroscopic move whereas only
one of the N XM particles is moved during each micro-
scopic move. The quantum-classical isornorphism sug-
gests that the sampling may take advantage of the fact
that the motion of the M particles on a chain are res-
trained by the harmonic potential. Following the work of

I

Runge and Chester, the Monte Carlo moves implement-
ed in this work consist of changes in the normal-mode
coordinates for the N polymer chains. By reexpressing
the weight W(R&, . . . , Rsr, P) given in (6) in terms of the
normal-mode coordinates, one can better appreciate the
algorithm used in our work.

Three different types of attempted moves are used: (a)
the center-of-mass coordinates r, of the polymer
chains are displaced, (b) for each normal mode k, the am-
plitudes, qj,

"- and qk ', of the modes associated with the
polymer chains are changed sequentially, and (c} for each
polymer chain, the high-frequency normal modes are
grouped together so that their amplitudes are changed
simultaneously in each attempted move; we refer to these
as the multimode moves. The displacements of the
normal-mode coordinates are adjusted so that the accep-
tances of all three kinds of moves generally range from
0.25 to 0.45. A Monte Carlo pass will consist of X of the
center of mass moves for each polymer chain, N of indi-
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vidual normal-mode moves for the X polymer chains, and
followed by XG of multimode moves for the N polymer
chains. Each of the multimode moves has the same num-
ber of high-frequency modes. The algorithm guarantees
that all modes for all polymer chains are moved in a
Monte Carlo pass.

B. Model and simulations

Our simu1ations are performed at constant density ra

and temperature T with N particles confined within a cu-
bic box. The side of the box I. is chosen so that the box
will enclose a lattice with periodic boundary conditions at
density p=N/L . Ceperely, Chester, and Kalos ' '" in-

vestigated the ground-state properties of particles in-
teracting with the Yukawa pair interaction U(r) of the
form

exp( r lo —)
(7)

r/o
where e has the dimension of energy and 0. is the "screen-
ing" length. The reduced units in our work are defined

by scaling energies by e and lengths by 0. There is only
one class of Yukawa systems and they interact via the re-
duced potential

g( ~) exp( —r )
(g)

where r'=rlo is the reduced distance between particles.
The system is parametrized by the reduced temperature
T'=kaT/E and the reduced density p'=po The.

quantum nature of the system is described by the de Boer
parameter A' =A /rn eo, which can be regarded as a rel-
ative measure of the kinetic energy of the zero-point
motion to the potential energy. All physical quantities
will be expressed in reduced units and the asterisks are
dropped in the text; that is, p is reduced density, T is re-
duced temperature, U (r) is the reduced pair interaction
between particles at reduced distance r, and so forth.

Using the algorithm outlined in Sec. II A, we have per-
formed quantum Monte Carlo simulations for the trun-
cated and shifted Yukawa potential given by

exp —U(r, ) forr &r,( r)—
Ur=. r

0 otherwise,

where r, is the radius of truncation for the potential and
is taken to be half the side of the box. The initial
configuration has all M particles of each polymer chain at
the same point and the X polymer chains are on the lat-
tice sites. For the body-centered cubic lattice, we have
studied systems with N =54 and 128. For the face-
centered cubic lattice, depending on the density, systems
with X = 108, 256, 500, and 846 have been studied. How-
ever, the root-mean-square displacements from these
simulations suggested that there are signi6cant size
dependence; namely the results depend strongly on the
radius of cuto8'r, for the Yukawa potential. This is par-
ticularly true in the high-density systems. %e resolved
the diSculty of the significant dependence on r, by
defining the potential energy of the system as the sum of
interactions between the particles and aB their periodic

images. This approach is essential in one-component
plasma systems. However, since the Yukawa potential
decays more rapidly than the Coulomb potential, our
summation of the potential for the image particles is per-
formed only for those in the 26 boxes surrounding the cu-
bic system; images in the more distant boxes give an
insignificant contribution. %e refer to this as the extend-
ed Yukawa potential. The pair interaction between two
particles at distance r is given by

~ exp( —
i
r JVL —

i
)

(10)
fr A~L —

[

The sum is over the set of integers JV=(i,j,k) with
[i,j,k I E I

—1,0, 1j. The total potential energy V of the
X-particle system also includes the interactions of the
particles with their own images in the neighboring boxes
but not with themselves, that is,

N —1 N

U(rJ)+ y y U(
~

JVL
~

) . (11)
I =1 J =I +1 i =1 ~(~0)

The second term in (11) only contributes to the total po-
tential energy. It remains unchanged throughout the
Metropolis algorithm for the attempted moves and thus
is ignored in the calculation of the changes in potential
energy for generated configurations.

Using this extended potential, we have performed ex-
tensive quantum simulations at finite temperatures using
the primitive algorithm to explore the phase diagram of
the extended Yukawa system. The results presented in
Sec. III are for simulations starting from the face-
centered cubic lattice with N =108 particles at densities
varying from 0.05 to 3.0. For A*=0.004 and 0.005,
simulations are performed along three isotherms:
T =0.004, 0.006, and 0.008. The melting densities of the
classical extended Yukawa systems at these temperatures
lie in the range of 0.05 to 3.0. At T=0.002, runs were
done also at A'=0. 01. The zero-temperature simula-
tions suggest that there is no ground-state solid for the
Yukawa bosons at A* =0.01.' Since the Boltzmann par-
ticles have the same ground state as the bosons, these re-
sults suggest an interesting question: does the solid phase
exist at any temperature'7 The number of time slices M
used is chosen empirically and depends on the density,
temperature and de Boer parameter; we have used
M =10, 20, and 30. The simulation is started with the
same initial configuration as that for the truncated and
shifted Yukawa potential discussed earlier —a face-
centered cubic lattice with M particles at each of the X
lattice points. Subsequent configurations are generated
with the Metropolis algorithm by performing the
normal-mode moves. The Monte Carlo runs are moni-
tored through the evolution of the potential energy U, the
kinetic energy K, and the pressure I'. These are given to
0((P/M) ) (Refs. 22 and 36) by

(12)

and
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pT MT ~ - -
~ 1

~ & —i N at)( [r;& —rj. i+JUL
~

)
P=pTM —,g (Rt+i —Rt) + g g g g(r t r—j. t+AfL). (14)

NA I 1
MNT I B(r,. &

—r. &+JVL}

The angular brackets ( . . ) denote ensemble averages
weighted by W(R, , . . . , Rst;P) with respect to the
3N &(M coordinates in the box.

We did not attempt to locate, using free-energy calcu-
lations, the exact melting transitions of the various Yu-
kawa systems we have studied. Before performing the in-
volved calculations of free energies, the results from our
simulations suggest that exchange effects are to be includ-
ed in the model. The goal of this work is to demonstrate
that for the soft-core systems, a high-density fluid phase
exists. In the literature, several empirical melting
"laws" have been used to describe melting in classical
systems. The most common ones are the Lindemann
melting criterion in the solid and the static structure fac-
tor of fluids at freezing. The Lindemann ratio is the ratio
of the root-mean-square displacement of the particles to
the nearest-neighbor distance, and in a solid, it increases
with temperature. The Lindemann criterion says that a
solid melts at the temperature for which the Lindemann
ratio reaches a critical value. At the freezing transition,
the first peak of the static structure factor of most classi-
cal fluids has a value of 2.85. These one-phase criteria
have yielded reasonable agreement between the melting
properties obtained from experiments and computer
simulations. Though we do not expect the quantum sys-
tems to have the same quantitative behavior, the melting
"laws" are useful guidelines. To determine whether the

system is a stable fluid, we use the following criteria.

the center of mass of the configuration is defined to be
that of the positions of the particles or their images
which are nearest to their initial lattice sites. Thus any
translation of the lattice, which may result from the
periodic boundary conditions, will not be mistaken for
random diffusion of the particles. For most classical sys-
tems, the Lindemann ratio of a solid at melting is roughly
0.17. For the quantum solids at zero temperature, it is
about 0.28.' ' Thus, if we start from a lattice and if the
solid is the stable state at the density and temperature
studied, the root-mean-square displacement will, after an
initial increase, stay fairly constant with Monte Carlo
passes at a value much less than the nearest-neighbor dis-
tance d of the lattice. However, if the fluid state is pre-
ferred, the lattice will collapse during the Monte Carlo
run and the root-mean-square displacement will continue

to increase, eventually reaching values larger than the
nearest-neighbor distance of the initial lattice. The rate
of increase of root-mean-square displacement with Monte
Carlo passes, though a good guide to the stability of the
solid phase, can only be reliably measured for long Monte
Carlo runs. This is especially true if we encounter meta-

stable states.

2. Static structure factor S(K)

The static structure factor S(K) in the primitive ap-
proximation is

1. Root-mean-square displacement, ( ue ) ~

M
S(K)= g St(K),

M i 1

(16)

In a solid, particles have low diffusivity and they are
essentially bounded to the lattice sites. The particles in a
solid are described in terms of motions about their lattice
sites and we thus expect ( ud ) '~ to be bounded. Howev-

er, in a fluid there is no well-defined lattice and the parti-
cles diffuse freely. We expect (ud )'~ in an infinite sys-
tem to increase indefinitely. In our simulations, the
motions of the particles are reflected in the root-mean-
square displacement of the particles from their initial po-
sitions in a Monte Carlo run. With the quantum parti-
tion function approximated by (5), the root-mean-square
displacement is given by

(ee)' '=, Z Z (r, (i)—re, —S, (')
j=1 l=1

(15}

where ro - is the lattice site where all M particles of the
jth polymer chain are initially located in the Monte Carlo
run, and 5, is the displacement of the center of mass of
the configuration from the center of mass of the initia1
lattice.

To take into account the periodic boundary conditions,

where

Sr(K)= —Z Z exp[(K (rer —r„r)]) .
N N

j=1 n=1
(17)

We have performed quantum Monte Carlo simulations
at finite temperatures for Yukawa systems with de Boer

The sum in (17) is over all pairs of particles with the same
time index l. Equation (17) looks like the structure factor
of the particles with time index /, however the ensemble
average is still weighted by W(Ri, . . . , RM,'P). The am-

plitude of the structure factor at the reciprocal-lattice
vector reflects the periodicity of the underlying lattice.
For the perfect lattice with N lattice points, the structure
factor S(K) at any reciprocal-lattice vector is clearly N.
Its amplitude in a fluid is much lower because there is no
periodicity in the system. From experiments and classi-
cal computer simulations, the first peak in a fluid phase
has a value between 1 and 2, and the subsequent peaks
are lower. We expect the peak heights of the static struc-
ture factor of the quantum solid to be much larger than
those in the fluid phase. We calculate their values at
several reciprocal lattice vectors to differentiate between
the solid and fluid phases.

III. RESULTS OF SIMULATIGNS
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parameters A'=0. 004, 0.005, and 0.01. No exchange
eft'ects are included in this work: that is, the particles are
distinguishable and obey Boltzrnann statistics. These
simulations are all carried out with the extended Yukawa
potential, which has been defIned in Sec. II B. The con-
stant temperature and constant density simulations are
performed along three isotherms: T =0,004, 0.006, and
0.008. (For A'=0. 01, simulations are also performed
along T =0.002.) For each temperature T, we study the
stability of the ordered solid phase at densities varying
from 0.05 to 3.0. Using the melting criteria discussed in
Sec. IIB, which depend on the root-mean-square dis-
placement of particles and the values of the structure fac-
tor at the first few reciprocal-lattice vectors, we have es-
timated the approximate boundaries between the Quid
and solid phases. %e wIll 6rst present the results which
lead to the schematic phase diagram and then will discuss
the details of the motions of the particles.

A. Phase diagram of the quantum Yukawa systems

1. Root-mean-square lisp/acemeni

Our constant-temperature and constant-density simu-
lations are started from the face-centered cubic lattice of
N =108 particles. The stability of the lattice has been
determined from the change in the root-mean-square dis-
placement of particles with the Monte Carlo passes dur-
ing the run. The results from our quantum simulations
will be grouped as follows.

(i) At de Boer parameter A' =0.004 along the isotherm
T =0.004 for densities p =0.05, 0.1, 0.3, 0.5, 1.0, 2.0, and
3.0.

(ii) At de Boer parameter A*=0.004 along the iso-
therm T =0.006 for densities p=0. 1, 0.3, 0.5, 1.0, 2.0,
and 3.0.

(iii) At de Boer parameter A'=0. 004 along the iso-
therm T=0.008 for densities p=0. 3, 0.5, 1.0, 2.0, and
3.0.

(iv) At de Boer parameter A'=0. 005 along the iso-
therm T=0.004 for densities p=0. 1, 0.3, 0.5, 1.0, 2.0,
and 3.0.

(v) At de Boer parameter A'=0. 005 along the iso-
therm T =0.006 for densities p=0. 1, 0.3, 0.5, 0.75, 1.0,
2.0, and 3.0.

(vi) At de Boer parameter A'=0. 005 along the iso-
therm T=0.008 for densities p=0. 3, 0.5, 1.0, 2.0, and
3.0.

(vii) At de Boer parameter A'=0. 01 along the iso-
therm T =0.002 for densities p=0. 3 and 0.5.

(viii) At de Boer parameter A'=0. 001 along the iso-
therm T =0.004 for densities p=0. 1, 0.3, 0.5, and 1.0.

Figures 1-8 show the Lindernann ratios obtained for
these simulations. As discussed in Sec. II 8, the change
in the slope of the root-mean-square displacement with
Monte Carlo passes is a crucial measure of the stability of
the lattice. If the equihbrium state at the de Boer param-
eter, temperature and density (A', T,p) studied is a solid
phase, the root-mean-square displacement of the system
will eventually saturate at a constant value which is

1.0 I I I t
i

I I l I
l

1 i I t
i

t I

C
0.5

E

I I l 0 I I I I I l t I i i I I I0
0 500 1000 1500

number of passes
FIG. 1. Lindernann ratios of the quantum Yukawa systems at

de Boer parameter A =0.004, the reduced temperature
T =0.094, and reduced densities p =3.0, 2.0, 1.0, 0.5, 0.3, 0.1,
and 0.05 as a function of the number of Monte Carlo passes.
The Lindemann ratio is the ratio of the root-mean-square dis-
placernent of particles to the nearest-neighbor distance of the
underlying face-centered cubic lattice. Each curve is labeled by
the density of the run. The curves at p =0.5 and 0,3 almost
overlap each other.

smaller than half the nearest-neighbor distance d/2 after
an initial increase. Of course, the algorithm for the
Metropolis sampling must guarantee that the system is
ergodic for such a conclusion to be drawn.

Figures 1-8 suggest that the quantum Yukawa solid is
stable at (A*,T,p) =(0.004,0.004,0.3), (0.004,0.004,0.5),
(0.004,0.004, 1.0), (0.004,0.006,0.5), (0.005,0.004, 0.3), and
(0.005,0.004,0.5). A long run was performed at
(A', T,p)=(0.005,0.004, 0.5) to dispatch doubts on the

0
U

0 I I l I l i I I I I I I l 4 l t I

500 1000 1500
number of passes

FIG. 2. Lindemann ratios of the quantum Yukawa system at
de Boer parameter A =0.004, the reduced temperature
T =0.006, and reduced densities p =3.0, 2.0, 1.0, 0.5, 0.3, and
0.1 as a function of the number of Monte Carlo passes. The
Lindemann ratio is the ratio of the root-mean-square displace-
ment of particles to the nearest-neighbor distance of the under-
lying face-centered cubic lattice. Each curve is labeled by the
density of the run. The curve at p*=0.5 ends at 1200 passes,
merging with that at p =0.3.
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FIG. 3. Lindemann ratios of the quantum Yukawa system at
de Boer parameter A =0.004, the reduced temperature
T*=0.008, and reduced densities p =3.0, 2.0, 1.0, 0.5, and 0.3
as a function of the number of Monte Carlo passes. The Lin-
demann ratio is the ratio of the root-mean-square displacement
of particles to the nearest-neighbor distance of the underlying
face-centered cubic lattice. Each curve is labeled by the density
of the run. The curves are almost overlapping.

0
0 500 1000 1500

number of passes

FIG. 5. Lindemann ratios of the quantum Yukawa system at

de Boer parameter A =0.005, the reduced temperature

T =0.006, and reduced densities p*=3.0, 2.0, 1.0, 0.75, 0.5,
0.3, and 0.1 as a function of the number of Monte Carlo passes.

The Lindemann ratio is the ratio of the root-mean-square dis-

placement of particles to the nearest-neighbor distance of the

underlying face-centered cubic lattice. Each curve is labeled by

the density of the run.

stability of the lattice. At T=0.008, there is no solid
found for densities ranging from 0.3 to 3.0 for both
A*=0.004 and A'=0. 005. At A'=0. 01 and T =0.004,
the Yukawa solid is unstable for all densities between 0.1

and 1.0 studied. Similarly, at T =0.002, no solid is found
at the densities p=0. 3 and 0.5. The equilibrium state of
the Yukawa systems at (A', T) =(0.004, 0.008),
(0.005,0.008), (0.01, 0.002), and (0.01,0.004) is very likely
a fluid phase at all densities. Sufficiently long runs are
needed to differentiate a metastable system from a stable 1.0 I I f I

i
I I I I

solid. This is particularly true for the runs at
(A*, T p)=(0.004, 0.006,0.3) and (0.005,0.006,0.5). For
example, during the Monte Carlo run for (A', T,p)
=(0.005,0.006,0.5), the root-mean-square displacement
makes erratic jumps; it is only after approximately 1200
passes that one can identify the definite trend that the
root-mean-square displacement is slowly increasing with
Monte Carlo passes. An even longer run is needed for
(A', T,p)=(0.004,0.006,0.3); the breakdown of the lat-
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1

I I 1 I
l

I 1 l I
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I I
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FIG. 4. Lindemann ratios of the quantum Yukawa system at
de Boer parameter A* =0.005, the reduced temperature
T*=0.004, and reduced densities p =3.0, 2.0, 1.0, 0.5, 0.3, and
0.1 as a function of the number of Monte Carlo passes. The
Lindemann ratio is the ratio of the root-mean-square displace-
ment of particles to the nearest-neighbor distance of the under-
lying face-centered cubic lattice. Each curve is labeled by the
density of the run.

FIG. 6. Lindemann ratios of the quantum Yukawa system at
de Boer parameter A =0.005, the reduced temperature
T =0.008, and reduced densities p =3.0, 2.0, 1.0, 0.5, and 0.3
as a function of the number of Monte Carlo passes. The Lin-
demann ratio is the ratio of the root-mean-square displacement
of particles to the nearest-neighbor distance of the underlying
face-centered cubic lattice. Each curve is labeled by the density
of the run. The curves at p =3.0 and 2.0 are very close to each
other.
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FIG. 7. Lindemann ratios of the quantum Yuka~a system at
de Boer parameter A =0.01, the reduced temperature
T =0.002, and reduced densities p =0.5 and 0.3 as a function

of the number of Monte Cmlo passes. The Lindemann ratio is

the ratio of the root-mean-square displacement of particles to
the nearest-neighbor distance of the underlying face-centered
cubic lattice. The curves are labeled by the densities of the
runs,

tice is seen only after 1600 passes. For (A', T,p }
=(0.004,0.006, 1.0}, (0.005,0.004, 1.0), (0.005,0.006,03},
(0.005,0.006,0.75}, and (0.005,0.006,1.0}, the increase in
root-mean-square displacement with Monte Carlo passes,
though slow, is obvious. In some cases, at least 1000
passes are needed in the Monte Carlo run to Qrmly estab-
lish the gradual breakdown of the lattice. The slow in-

I 1 I I
I

I I I I

0.1

o 5

t i t a ] t t0
0 500

number of passes

FIG. 8. Lindemann ratios of the quantum Yukavra system at
de Boer parameter A =0.01, the reduced temperature
T =0.004, and reduced densities p = 1.0„0.5, 0.3, and 0.1 as a
function of the number of Monte Carlo passes. The Lindemann
ratio is the ratio of the root-mean-square displacement of parti-
cles to the nearest-neighbor distance of the underlying face-
centered cubic lattice. The curves are labeled by the densities of
the runs and they almost overlap one another.

crease in root-mean-square displacement for these meta-
stable states is suggestive that these states are very close
to the melting transitions; the metastable states need long
Monte Carlo runs to each equilibrium.

In the following section, the information from the
structure factor calculations will establish more firmly
our conclusions on the melting transitions of the quan-
turn Yukawa systems discussed earlier. From the classi-
cal simulations of a range of inverse-power potentials,
it was found that the Lindemann ratio at melting is fairly
independent of the details of the potential and is roughly
0.17. The ground-state study of the Yukawa boson found
that the quantum solid melts when the Lindemann ratio
is greater than 0.28. ' ' For all of the solid phases
identified in our quantum simulations, the Lindemann ra-
tios do not exceed 0.3. We propose 0.3 to be an upper
bound for the Lindemann ratio at melting for the extend-
ed quantum Yukawa systems at T =0.004 and 0.006.

2. Strttctttre factor

We have evaluated the structure factor of the systems
studied at several reciprocal-lattice vectors of the face-
centered cubic lattice. As discussed in Sec. II 8, we ex-
pect the amplitudes of the structure factor at the
reciprocal-lattice vectors to show whether the system is
in the solid or the disordered Quid phase. Table I lists the
structure factors of the quantum systems at reciprocal
lattice vectors (l, l, l), (1,1„—1), (1,—1, 1), ( —1, 1, 1},
(2,0,0), (0,2,0), and (2,0,0). The reciprocal-lattice vectors
are given in units of (t2rp)'~ . Each structure factor cal-
culation is averaged over 40 configurations which span
the last 200 passes in the Monte Carlo run. The results
are grouped as in the preceding section.

The solid phases of the quantum Yukawa system
identified from the structure factor calculations agree
with the conclusions based on Lindemann ratios. The
structure factors at [111]average more than 20 in the
solid phases and are much smaller in the Quid phases,
with values ranging mostly between 1 and 7. The struc-
ture factors at [200] follow a similar pattern: they aver-
age roughly 15 in the solids and 3 in the Quids. After the
first 400 passes, the structure factor at the reciprocal lat-
tice vector in the solid remains fairly constant with
Monte Carlo passes, whereas in the Quid phases it de-
creases to values between 1 and 3. The particles in the
solid are bound to their lattice sites and the periodicity of
the lattice is preserved; this is reQected in the structure
factor calculations. Although there are Quid phases with
structure factors larger than 3 [in particular, we find that
structure factors at (A', T p) =(0.004,0.006, 1.0),
(0.005,0.(X)4,1.0), and (0.005,0.006,0.75) have values as
high as 10], there is a definite trend for the structure fac-
tors to decrease during the Monte Carlo run. These Quid
phases have not yet reached equilibrium. As we have
pointed out, in some cases a long Monte Carlo run is
needed to demonstrate the instability of the lattice. Even
though our run for (A „T,p) =(0.004,0.006,0.5) ended
at 1200 passes with the same Lindemann ratio as
(A', T,p)=(0.004,0.006,0.3), which melted after 1600
passes, their structure factors are very difterent. At
(A', T,p)=(0.004, 0.006,0.5), the structure factors at
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[111]average roughly 25 and do not decrease during the
run, whereas at (A*, T p) =(0.004, 0.006, 0.3), the struc-
ture factors decrease slowly with the run. We are
confident that the solid phase is stable at (A', T,p)
=(0.004, 0.006,0.5) and it is not necessary to extend the
run. When compared with results from classical simula-
tions, which will be discussed in Sec. III A 3, the
difference between the amplitudes of the structure factors
in the solid and in the Quid phases is smaller for the quan-

turn systems. The structure factor calculation is never-
theless a helpful tool for locating the melting transitions
in the quantum systems.

3. Comparison with classical phase diagram

In addition to our quantum simulations, we have also
performed classical simulations, using the standard
Metropolis algorithm, for the extended Yukawa system.

TABLE I. Structure factors of the quantum Yukawa systems at de Boer parameter A*, reduced temperature T, and reduced den-

sity p . The structure factors S(K) are given at K, the reciprocal-lattice vectors of the face-centered cubic lattice; K are in units of
~(2p*)'".

Structure factor at K
(111) (111) (200) (020) (002)

0.004

0.005

0.01

0.004

0.006

0.008

0.004

0.006

0.008

0.004

0.002

3.0
2.0
1.0
0.5
0.3
0.1

0.05

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.75
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3

1.0
0.5
0.3
0.1

0.5
0.3

1.94
4.55

24. 18
25.58
29.81

1.35
2.53

2.38
3.35
9.60

27.65
10.70
2.04

4.82
5.99
4.24
2.16
1.69

1.98
2.57

10.28
17.74
25.22
0.82

1.52
2.97
3.04
5.24
6.79
7.89
2.27

3.24
2.76
4.33
6.84
4.86

2.39

2.75
2.86
2.92

4.09
5.15

1.36
4.15

21.97
28.91
32.02
0.88
1.09

3.85
2.57

11.72
32.41
6.06
2.00

2.21
6.21
4.33
3.70
2.66

1.75
1.95
8.48

16.53
24.96
0.96

1.78
2.25
2.98

10.20
5.81
5.38
1.68

2.44
5.36
5.80
3.30
1.11

1.82

4.02
3.50
3.29

3.52
3.93

1.95
3.56

22.28
25.99
26.95

1.58
2.83

2.63
1.86
7.52

25.81
10.19
1.83

2.42
6.13
4.54
2.13
6.94

1 ~ 80
4.31
8.02

20.86
25.13
0.91

1.60
1.91
3.97
3.06
5.74
7.56
1.32

3.88
4.56
8.24
1.45
2.68

2.43

3.14
2.29
1.42

3.93
5.63

2.12
6.08

21.18
28.66
28.72

1.54
2.17

3.46
2.91

10.41
29.71
4.38
2.57

2.52
6.43
4.43
4.47
2.33

2.03
3.08
8.18

22.02
23.97

1.90

2.26
3.25
2.61
6.44
5.96
5.55
2.07

2.81
4.44
2.07
1.62
1.47

1.84

4.22
3.90
5.55

4.44
3.86

1.20
2.24

13.85
18.36
17.58

1.22
1.05

1.47
1.15
4.43

19.58
3.45
1.33

1.45
1.88
2.33
1.12
2.26

1 ~ 10
1.47
4.68

10.16
14.66
0.92

1.21
1.18
1.15
3.65
2.03
4.86
1.13

1.81
1.75
2.41
1.66
1.37

1.16

2.24
1.44
1.40

2.19
2.74

1.42
2.17

14.00
17.51
19.95
0.95
0.88

1.06
1.27
5.37

20.17
5.25
0.83

1.08
2.44
1.58
1.15
0.89

1.42
1.46
4.09

10.64
15.60
0.98

1.09
1.04
1.53
3.15
4.06
2.67
0.98

1.30
2.05
1.72
1.30
1.28

1.26

1.45
1.48
2.06

1.90
2.21

1.02
1.61

13.17
17.85
20.67

1.31
1.11

1.56
1.05
4.01

16.91
3.77
1.80

1.33
3.36
1.45
2.21
0.89

1.21
1.74
4.88

13.03
15.92
1.33

1.35
1.17
1.69
2.45
2.56
3.36
0.95

1.24
1.96
2.08
1.19
0.86

1.14

1.75
1.44
1.17

2.16
2.45
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In this section, we will compare our results from these
simulations performed along the isotherms T =0.004,
0.006, and 0.008 with densities varying from 0.1 to 3.0
with those from the quantum simulations (the densities
studied are p=0. 1, 0.3, 0.5, 1.0, 2.0, and 3.0). As for the
quantum simulations, our constant-temperature and
constant-density classical simulations are started from a
face-centered cubic lattice of N =108 particles enclosed
in a box with periodic boundary conditions. From the
discussion in Sec. II 8, we see that the number of degrees
of freedom in a quantum simulation is more than that of
a classical simulation with the same number of particles
by a factor of M, where M is the number of time slices
used. In our case, this will be a factor of 10-30. Fur-
thermore, the extended Yukawa pair potential is not
truncated and we cannot take advantage of any
neighborhood-table construct in calculating the potential
energy. For our classical simulations, 3000 Monte Carlo
passes are performed for most of the runs. In some cases,
only 2000 Monte Carlo passes are needed to clearly estab-
Hsh whether the equilibrium phase is solid or fluid.
Longer runs are needed for the systems close to the melt-
ing transition; the longest run requires 6500 passes. The
melting transition is determined from the root-mean-
square displacement of the particles, and from structure
factors calculated at reciprocal-lattice vectors. The
longer Monte Carlo runs for the classical simulations
make it easier to locate the melting transitions.

The change of root-mean-square displacement of parti-
cles with Monte Carlo passes can be crudely estimated
from the slope of the curve by performing linear regres-
sion on the "straight" line portion of the curve towards
the end of the run. Table II lists the estimated average

change of the root-mean-square displacement over 1000
passes. The entries which have negative slope also have
negative coe5cient of correlation. The root-mean-square
displacement fluctuates about a constant in these cases.
The changes of root-mean-square displacement of parti-
cles in the classica1 and quantum systems are similar.
The rate of change in the Quid phase is faster than in the
solid phase by at least a factor of 10, and for the same
phase, are of the same order of magnitude in both sys-
tems. At 1=0.004 and T =0.006, the classical Yukawa
system is a stable sohd for densities p=0. 3 and larger.
At T=0.008, the melting transition occurs between

p =0.5 and p =0.3. The Lindemann ratio of these classi-
cal systems is not larger than 0.2, which is much smaller
than its quantum value, Table III lists the structure fac-
tors calculated from the last configurations in the Monte
Carlo runs. The heights of the erst peaks of the structure
factors in the classical solids average more than 40; this
average height is at least twice as high as in the quantum
systems. In the fluids, the structure factors only average
about 5 at most. This striking difference between the
structure factors of the solids and the fluids makes it
easier to locate the melting transition in the classical sys-
tems. The Auid phases which can be identified from
Table III, namely (p, T)=(0. 1,0.004), (0.1,0.006),
(0.1,0.008), and (0.3, 0.008), support our conclusion
drawn from the behavior of root-mean-square displace-
ment. At each of the temperatures studied, only one
melting transition is observed in our classical simulations.
At temperatures of T =0.008 and lower, the high-density
systems with p = l.0 or more are solids —there is no
high-density classical fiuid phases at these low tempera-
tures. Pressure melting at finite temperatures in the soft-

TABLE II. Changes in root-mean-square displacement of particles, huq, with Monte Carlo passes in classical and quantum Yu-
kawa systems at de Boer parameter A, reduced temperature T, and reduced density p . huz given, which is estimated by perform-
ing linear regression, is for 1000 passes and is given in units of reduced nearest-neighbor distance of the face-centered cubic lattice.

Classical

huz over 1000 passes
Quantum systems with de Boer parameter A

0.004 0.005 0.01

0.004 3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3
0.1

0.000 38{160)
0.001 29(110)

—0.007 06(438)
0.002 39(417)
0.00025(180)
0.3981 (77)

0.002 26(153)
—0.003 16(219)

0.002 94(377)
0.000 24(253)
0.002 59(339)
0.3042 (144)

0.006 50(201)
—0.005 40(184)

0.00641 (76)
0.005 81(831)
0.3400 (84)
0.2565 (98}

0.1025 (21)
0.1405 (35)
0.002 46 (279)
0.006 76 (292)
0.004 97 (145)
0.5102 (S1)

0.091 02 (378)
0.1686 (46)
0.2177 {50)

—0.01502 (328)
0.2060 (62)
1.301 (27)

0.3275 (79)
0.2557 (93)
0.5377 (96)
0.5485 (176)
0.7S85 (133)

0.1628 (36)
0.1122 (38)
0.1225 (54)
0.001 51 {255)
0.01995 (542)
0.7061 (120)

0.1554 (54)
0.2281 (52)
0.1860 (60)
0.2152 {82)
0.2417 (81}
0.6712 (198)

0.2162 (137)
0.2272 (115)
0.4007 (110)
0.2252 (261)
0.7982 (171)

0.3522 (168)
0.4519 (317)
0.4103 (173)
0.7614 (211)
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TABLE III. Structure factors of the classical Yukawa systems at reduced temperature T and re-

duced density p*. The structure factors S(K) are given at K, the reciprocal-lattice vectors of the face-
centered cubic lattice; K are in units of m.(2p )'

Structure factor at K
(111) (111) (200) (020) (002)

0.004

0.006

0.008

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3
0.1

98.69
97.45
95.19
87.35
75.65
2.05

92.29
95.36
79.06
68.43
70.85
0.16

91.83
93.49
64.85
57.97

1.66
3.51

98.07
96.86
97.59
83.40
79.73
0.03

92.41
95.21
77.55
80.82
64.90

3.16

91.22
84.64
73.74
47.05

2.84
0.37

100.77
95.34
96.12
83.36
84.62
0.55

90.26
94.76
83.54
61.71
69.05
6.42

89.74
94.36
70.61
58.76
3.30
3.60

100.79
96.30
95.69
76.56
78.73
3.23

95.54
93.78
88.30
76.55
63.38
3.71

90.60
89.86
73.64
49.54
4.87
0.04

97.11
95.16
94.32
69.11
77.68
0.07

89.70
89.99
69.91
58.09
62.72

1.97

83.30
81.88
67.03
40.80
0.15
0.92

95.27
89.41
91.74
79.66
71.17
0.47

89.21
90.84
77.71
69.38
52.44
0.34

88.19
89.26
56.87
45.71

1.01
0.21

98.51
94.99
91.38
77.81
68.85
0.06

85.45
91.37
76.45
60.21
57.45
0.48

85.82
84.88
60.63
38.74
0.49
0.57

core Yukawa system is observed only if quantum effects
are included.

In addition to the runs discussed above, the melting

temperatures for the classical extended Yukawa systems
are determined more precisely from other runs at densi-
ties between 0.1 and 3.0. The schematic phase diagram is
given in Fig. 9 together with those of the quantum Yu-
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FIG. 9. Phase diagrams of the classical Yukawa system and
the quantum Pukawa systems at de Boer parameters A =0.004
and 0.005. The solid-fluid coexistence curves are schematic and

are located by the instability of the lattice. They are given by
the dashed-dotted linc; for the classical system, the solid line for
the quantum system at A =0.004, and the dashed line for that
at A*=0.005. For each system, the solid region is to the left of
the coexistence curve and bounded by the density axis. Simula-

tions are performed at the densities and temperatures marked

by &( for the classical systems and by 0 for the quantum sys-

tems.

kawa systems at de Boer parameter A' =0.004 and 0.005.
For each of the quantum systems, the coexistence curve
forms a loop bounded by the density axis. As the quan-
tum nature of the Yukawa system becomes more impor-
tant, the loop shrinks and the solid phase spans a smaller
region in the phase diagram. The difference between the
two melting densities at a fixed temperature decreases
with increasing de Boer parameter. The zero-
temperature phase diagrams of the Yukawa boson and
fermion determined by Ceperley, Chester, and Kalos (see
Fig. 4 in Refs. 13 and 14) indicate that there is no
ground-state Yukawa solid at any density when A* is
larger than a critical value A,'. For the bosons, A,* is es-
tirnated at 0.0057 from exact calculations and is at 0.0094
from variational studies. Variational fermion calcula-
tions suggest A,* to be at 0.013. The zero-temperature
studies are for a model system different from ours —we
do not consider exchange effects and our potential energy
also includes the interaction of the image particles in the
neighboring boxes. Since the soft-core nature of the Yu-
kawa potential is important in pressure melting, we ex-
pect the ground-state phase diagram of the extended Yu-
kawa system to be qualitatively similar; of course, ex-
change effects cannot be excluded at absolute zero. None
of the systems studied at A*=0.01, even at the lower

temperature of T =0.002, has a stable solid phase. It is
possible that there is no Yukawa solid with A*=0.01 at
any density and any temperature. Thus when the de Boer
parameter becomes larger than some critical value, the
solid region in the phase diagram may disappear entirely.
To prove the above statement, in particular to exclude
the existence of a closed solid-region in the phase dia-
gram entirely closed by the Auid phase —a "bubble"—
will require more extensive simulations.
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8. Properties Of the Yukwrs quaatpm 5uids and solids

I. Motion of the particles

In Sec. IIIA1, we have discussed the signi5cance of
the root-mean-square displacement of the particles. %'e
have used this to determine the stability of the initial lat-
tice in our Monte Carlo runs. Successive con6gurations
generated by the Metropolis algorithm in a Monte Carlo
run form a random walk in the con5guration space.
Though the motion of particles along a Monte Carlo
chain does not bear any direct relation to their diffusivity
in real time, it does reNect whether or not particles in a
system are localized in space. In the primitive approxi-
mation, a "chain" of M particles is associated with an
"original particle" in the system. Following the
quantum-classical isomorphism of (5), the chain can also
be pictured as a wave-packet identified with the "parti-
cle" and its spread may be thought of as a measure of the
extent of the zero-point motion of the "particle. " %'e

thus use interchangeably the notion of paths and chains
to describe the quantum systems.

In addition to the root-mean-square displacement of
particles given in (15), we define the mean path size and
root-mean-square displacement of the center of mass of
paths, or chains, to describe the motion of particles in

these quantum systems. As in all previous de6nitions,
periodic boundary conditions are taken into considera-
tion. The center of mass of the jth path r, j is de6ned
to be

and the mean path size j(, is then given by
' 1/2

where JVj &
in both definitions is chosen so that the sum is

over the dift'erencc between rj, and the nearest image of
r, I. Only paths near to the surface of the box will be
afFected by the periodic bounda& conditions. The root-
mean-square displacement of the centers of mass of paths
is defined as

(20)

Any translation of the lattice as a whole is accounted for
in 5, . Table IV lists the root-mean-square displace-
ment of particles, the mean path size and the root-mean-
square displaccrnent of the centers of mass of paths.
These are calculated from the last con5gurations in the
Monte Carlo runs and are given in units of the nearest-
neighbor distance d. Table IV also lists the fractions of
particles and paths which are displaced from their origi-
na1 lattice sites by more than half the nearest-neighbor
distance. These particles and paths have left their origi-
nal cell in the starting configuration. Table V lists the
rates of increase of the root-mean-square displacement of

both the particles and the center of mass of paths, and
the rate of increase of the mean path size with Monte
Carlo passes at various densities with (A*,T)
=(0.004,0.004). These are obtained from linear regres-
sion typically on the results of 40 analyses from the last
200 passes of the runs. %'e have performed longer runs
at (A', T)=(0.004,0.004) and densities p= 3.0 (the
high-density Quid), 0.3 (the solid phase), and 0.1 (the
low-density Quid) and hope to understand more about the
motion of particles in the quantum systems. Several gen-
eral trends in the mobility of the quantum fluids can be
drawn from the results shown in Figs. 1-8, and Tables II,
IV, and V. Note that the lengths of the Monte Carlo
runs varies from system to system.

The quantum system is parametrized by the de Boer
parameter, density and temperature, ( A', p, T). The
mean path size for each of the systems studied remains
fairly constant after the system has reached equilibrium.
The number of passes required clearly depends on the
magnitude of the "spring constant" in the efFective poten-
tial in (5). The mean path size of the low-density system
is much smaller than the nearest-neighbor distance,
None of the paths extends to the nearest-neighbor cell
and there are no overlaps between the paths. At any den-
sity, the mean path size becomes larger with increasing
de Boer parameter and decreasing temperature. This be-
havior resembles that of the thermal de Broglie wave-
length. At any (A', T), though the mean path size de-
creases only slightly with increasing density, the nearest
neighbors get closer and eventually the paths overlap.
%hen this happens, one must seriously reconsider the va-
lidity of ignoring exchange effects in our model. We be-
lieve that pressure melting results from the presence of a
soft core in the Yukawa potential. In the classical theory
of freezing, the reduction in free volume in high-density
systems is important since freezing is regarded as a pack-
ing phenomenon. In the quantum Yukawa system, we
believe that the high-density solid is unstable because the
particles can tunnel through the local potential barriers
and are not localized. %hen exchange becomes impor-
tant, it will only enhance the instability of the lattice.
The details of the phase diagram will be changed, but the
solid will still undergo the melting transition to the high-
density Quid. The above speculation can only be
con6rmed by detailed simulations which take into ac-
count exchange effects.

The root-mean-square displacement of the centers of
mass of the paths is less than that of the particles and this
difkrence increases with the density of the system. Both
displacements, however, evolve along the Monte Car1o
runs with the same rate in all the systems we have stud-
ied. In the solid phase, they both eventually leve1 to some
constant, whereas in the Quid phase, they both increase
along the Monte Carlo run at some finite rate. At any
(A', T), the high-density fiuid is less diffusive than the
low-density Quid. %e also 6nd that in the high-density
fiuid, the fraction of paths with their centers of mass dis-
placed more than half the nearest-neighbor distance is
much smaller than that of the particles. From these re-
sults, we see that the diff'usivity of the quantum Auid is at-
tributable to both the very extended nature of the
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"paths" associated with the particles and with the motion
of these paths. Et is important to note that the mean path
size in )he high-density fluid remains fairly constant
throughout the run and that the increase in the root-
mean-square displacement of the particles results mainly
from the paths diffusing away from the lattice. The parti-

cles do not remain localized and the lattice is unstable:
the high-density solid melts.

2. Pair distribution function

The pair distribution function g (r } is the probability of
finding two particles at the separation r. In simulations,

TABLE IV. The root-mean-square displacements of particles, of the center of mass of paths, and the
mean path size of the quantum Yukawa systems at de Boer parameter A =0.004, reduced temperature

T, and reduced density p . The root-mean-square displacements of particles (us2 ) '~~, of the center of
mass of paths ( u,' ) '~~, and the mean path size A,r are given in units of the reduced nearest-neighbor
distance of the face-centered cubic lattice d =2' /p*', where p is the reduced density of the sys-

tem. f ~, f, , and f„,respectively, give the fractions of particles with mean displacements, center-
of-mass displacements, and path size larger than d /2.

0.004 0.004

0.006

0.008

3.0
2.0
1.0
0.5
0.3
0.1

0.05

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3

(Q2)I/2

0.53
0.42
0.29
0.28
0.26
0.94
0.96

0.47
0.50
0.39
0.28
0.38
1.08

0.47
0.44
0.50
0.55
0.59

0.46
0.24
0.04
0.02
0.02
0.87
0.83

0.35
0.37
0.17
0.02
0.17
0.88

0.35
0.27
0.39
0.46
0.55

(Q2 )1/2

0.37
0.28
0.15
0.16
0.16
0.93
0.95

0.35
0.39
0.30
0.18
0.33
1.07

0.37
0.34
0.44
0.52
0.56

0.20
0.0
0.0
0.0
0.0
0.86
0.82

0.10
0.15
0.06
0.0
0.12
0.89

0.10
0.09
0.31
0.37
0.52

0.38
0.32
0.25
0.23
0.20
0.16
0.15

0.32
0.30
0.24
0.21
0.19
0.15

0.29
0.27
0.22
0.19
0.18

0.028
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0

0.005 0.004

0.006

0.008

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.75
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3

0.56
0.50
0.39
0.31
0.27
0.73

0.54
0.52
0.47
0.42
0.47
0.49
0.97

0.48
0.47
0.41
0.54
0.51

0.50
0.39
0.16
0.06
0.03
0.69

0.44
0.42
0.31
0.20
0.34
0.29
0.83

0.32
0.32
0.21
0.46
0.37

0.35
0.32
0.25
0.16
0.16
0.71

0.38
0.39
0.38
0.33
0.41
0.45
0.96

0.33
0.36
0.32
0.46
0.63

0.11
0.05
0.02
0.0
0.0
0.64

0.19
0.13
0.16
0.08
0.20
0.22
0.82

0.10
0.16
0.07
0.30
0.56

0.43
0.39
0.29
0.24
0.22
0.19

0.39
0.34
0.27
0.26
0.24
0.20
0.16

0.34
0.31
0.25
0.21
0.19

0.139
0.046
0.0
0.0
0.0
0.0

0.046
0.009
0.0
0.0
0.0
0.0
0.0

0.018
0.0
0.0
0.0
0.0

0.01 0.004

0.002

1.0
0.5
0.3
0.1

0.5
0.3

0.58
0.53
0.52
0.60

0.48
0.45

0.51
0.42
0.40
0.48

0.35
0.28

0.34
0.36
0.41
0.54

0.21
0.23

0.09
0.19
0.21
0.36

0.0
0.0

0.47
0.39
0.33
0.24

0.43
0.39

0.296
0.074
0.009
0.0

0.065
0.074
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TABLE V. Changes in root-mean-square displacement of particles huq, of the center of mass of
paths hu, , and the mean path size huq over Monte Carlo passes of the quantum Yukawa system at
de Boer parameter A =0.004, reduced temperature T =0.004 and reduced density p . The changes
given, which are estimated by performing linear regression, are for 1000 passes and are in units of re-
duced nearest-neighbor distance of the face-centered cubic lattice 1 . ftf ~ and df, are, respective-
ly, the corresponding changes in the fraction of particles with (uq)' and (u,' )' larger than' /2.

3.0
2.0
1.0
O.S

0.3
0.1

0.05

0.103 (2)
0.141 (4)
0.003 (3)
0.007 (3)
0.005 (1)
0.510 (5)
1.046 {14)

0.183 (5)
0.039 (33)
0.053 {13)
0.007 {10)

—0.007 (2)
0.490 (8)
0.521 (56)

0.127 {2)
0.088 {18)
0.050 (14)
0.049 (15)

—0.017 (5)
0.525 (5)
0.999 (40)

0.262 (9)
—0.001 (26)

0.0
0.0
0.0
0.551 {11)
0.560 (72)

0.026 (2)
—0.047 (9)

0.029 (7)
—0.001 (7)

0.016 (2)
—0.002 (1)

0.020 (7)

one usually calculates the angular-averaged pair distribu-
tion function g (r). In the primitive approximation,

g (r) 1r is essentially the probability of finding two parti-
cles with the same time index separated by distance rang-
ing between r and r +dr. It is calculated from

2L M

MN (N —1)Vh, i,(r, r +dr )
&

N r, r+dr;I

where V,h, i&(r, r+dr) is the volume of the shell from ra-
dius r to r +1r which is enclosed inside the cube of side
l., and N~(r, r +1r;I) is the total number of distinct pairs
of particles of time index 1 whose distance of separation is
between r and r +dr.

The angular-averaged pair distribution function of a
classical solid with long-range positional order has well-
de6ned peaks at distances determined by the underlying
lattice. Though these peaks broaden and lower with in-

creasing temperature, the pair distribution function of a
solid is distinctly di8'erent from that of a Quid and is a
valuable tool for locating melting transitions in classical

5 I I I I I I
I

0
U

C0

X3
2

e

systems. Figure 10 shows the pair distribution functions
of the classical Yukawa fiuid at ( T,p) =(0.004, 0. 1) and,
of the solid at (T,p)=(0.004, 0.3) and (0.004,0.5). The
radial distance is given in units of the nearest-neighbor
distance 1. The positions of the four peaks in g (r) of the
sohd phase correspond well with the distances to the first
four neighbors on the face-centered cubic lattice: 1,
1.411, 1.731, and 21. The first peak in the fluid is much
lower than in the solid, while the second peak, which is
much smaller, has been washed out. The melting density
of the classical solid at T =0.004 is p=0.012. Even very
close to the melting transition at p=0.013, the first peak
in g(r) is 1.23 times higher than that of the fiuid at
p=0.012, although the small second peak near r =1.411
(see Fig. 10) has disappeared. The situation for quantum
solids and fluids is strikingly different. There are no
significant differences between the pair distribution func-
tions of the quantum solids and 6uids studied in our
simulations. The height of the first peak in the solids is
no more than 1.8, and is typically about 1.65. In the

I I
I

I I
I

0
U

C0
]

i

M

Q p

U
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0 I I I

0 2
reduced radial distance r / d

FIG. 10. Pair distribution functions g(r/1) of the classical

Yukawa systems at the reduced temperature T =0.004 and the

reduced density p: solids at p =O.S and 0.3, and the fluid at

p =0.1. The distance r is scaled by the nearest-neighbor dis-

tance d of the underlying face-centered cubic lattice. The max-

imum radial distance given, 2.12d, is half the side of the cube of
the face-centered cubic lattice with %=108 particles. The
dashed straight line is at g (r) = 1.

I I I I I I l0
0 2

reduced radial distance r / d

FIG. 11. Pair distribution functions g {r/d) of the quantum
Yukawa systems with de Boer parameter A =0.004 at the re-
duced temperature T =0.004 and the reduced density p*:
high-density fluid at p*=3.0, solid at p =0.3, and low-density
fluid at p =0.1. The distance r is scaled by the nearest-
neighbor distance d of the underlying face-centered cubic lat-
tice. The maximum radial distance given, 2.12d, is half the side
of the cube of the face-centered cubic lattice with N= 108 parti-
cles. The dashed straight line is at g {r) = 1.



Y. JOANNA WONG AND G. V. CHESTER 37

fluids, it varies between 1.4 and 1.6. We might, however,
expect that the differences in g(r) for the quantum fluid

and solid phases will be more pronounced at large separa-
tion r. The computational time needed to study pressure
melting in bigger extended Yukawa systems is unrealisti-
cally long using our current algorithm and the available
computers.

Though the pair distribution function cannot provide a
melting criterium for the quantum systems, it provides
some interesting information. Figure 11 gives the pair

distribution functions at (A', T)=(0.004, 0.004) and
p=3.0, 0.3, and 0.1. Despite the big difference in the
root-mean-square displacement of the particles of the
solid at p=0. 3 and the fluids at p=0. 1 and 3.0, their pair
distribution functions are very similar. From Table IV,
we note that at (A*, T)=(0.004,0.004), both the root-
mean-square displacement of particles and the fraction of
particles of the high-density fluid at p=3.0 which have
left their original cell is twice as large as in the low-
density fluid at p=0. 1. Surprisingly the pair distribution

TABLE VI. The reduced total energy E*,kinetic energy E, and pressure P of the quantum Yu-
kawa systems at de Boer parameter A, reduced temperature T, and reduced density p . fs is the
fraction of total energy which is contributed from tail correction; similarly, fp is that for pressure. f»
is the ratio of the quantum kinetic energy to its classical value 1.5T .

pg

0.004 0.004

0.006

0.008

3.0
2.0
1.0
0.5
0.3
0.1

0.05

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3

20.65
13.00
5.83
2.60
1.41
0.365
0.147

20.68
13.00
5.84
2.59
1.42
0.370

20.70
13.01
5.85
2.60
1.42

70.48
29.89

6.78
1.53
0.509
0.0473
0.0101

70.54
29.89
6.79
1.53
0.51
0.0476

70.57
29.91
6.79
1.53
0.511

0.0789
0.0737
0.0539
0.0427
0.0281
0.0177
0.0129

0.0948
0.0718
0.0611
0.0395
0.0321
0.0200

0.1079
0.0820
0.0629
0.0418
0.0344

13.2
12.3
9.0
7.1

4.7
2.9
2.1

10.5
8.0
6.8
4.4
3.6
2.2

9.0
6.8
5.2
3.5
2.9

18.5
14.3
8.1

3.8
1.9
0.24
0.04

18.5
14.3
8.1

3.8
1.9
0.24

18.5
14.3
8.1

3.8
1.9

28.0
22.9
14.6
7.7
4.2
0.63
0.12

28.0
22.9
14.6
7.7
4.2
0.63

28.0
22.9
14.6
7.7
4.2

0.005

0.01

0.004

0.006

0.008

0.004

0.002

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.75
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3

1.0
0.5
0.3
0.1

0.5
0.3

20.65
13.01
5.83
2.61
1.43
0.368

20.69
13.01
5.85
4.19
2.62
1.42
0.373

20.71
13.03
5.86
2.61
1.43

5.88
2.62
1.45
0.377

2.61
1.44

70.49
29.89
6.78
1.53
0.512
0.0475

70.55
29.90
6.79
3.66
1.53
0.511
0.0478

70.60
29.92
6.80
1.53
0.512

6.80
1.54
0.515
0.0481

1.53
0.513

0.0808
0.0731
0.0537
0.0446
0.0372
0.0192

0.0981
0.0753
0.0632
0.0578
0.0495
0.0337
0.0217

0.1104
0.0854
0.0694
0.0442
0.0375

0.0653
0.0468
0.0416
0.0221

0.0404
0.0363

13.5
12.2
9.0
7.4
6.2
3.2

10.9
8.4
7.0
6.4
5.5
3.8
2.4

9.2
7.1

5.8
3.7
3.1

10.9
7.8
6.9
3.7

13.5
12.1

18.5
14.3
8.1

3.8
1.9
0.24

18.5
14.3
8.1

6.1

3.8
1.9
0.24

18.5
14.3
8.1

3.8
1.9

8.1

3.8
1.8
0.24

3.8
1.9

28.0
22.9
14.6
7.7
4.1

0.63

28.0
22.9
14.6
11.5
7.7
4.2
0.63

28.0
22.9
14.6
7.7
4.1

14.6
7.7
4.1

0.62

7.7
4.1
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TABLE VII. The reduced total energy E, kinetic energy I(:*,and pressure P* of the classical Yu-

kawa systems at reduced temperature T and reduced density p . fE an fp are, respectively, the frac-

tions of total energy and pressure which are contributed from tail corrections.

0.004

0.006

0.008

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3
0.1

3.0
2.0
1.0
0.5
0.3
0.1

20.45
12.83
5.72
2.52
1.36
0.341

20.45
12.83
5.73
2.53
1.37
0.348

20.46
12.84
5.73
2.53
1.38
0.353

70.13
29.69
6.72
1.51
0.500
0.0457

70.14
29.70
6.72
1.51
0.501
0.0461

70.16
29.71
6.73
1.51
0.503
0.0464

18.7
14.4
8.2
3.9
1.9
0.25

18.7
14.4
8.2
3.9
1.9
0.25

18.7
14.4
8.2
3.8
1.9
0.25

28.2
23.1

14.7
7.8
4.2
0.65

28.2
23.1

14.7
7.8
4.2
0.65

28.2
23.1

14.7
7.8
4.2
0.64

functions of these fluids suggest that the high-density
Quid is less correlated than the low-density Quid. The
mean path size in the high-density Quid is large snd com-
parable to the average distance between particles (see Sec.
III B1), and so the exact locations of particles are less

correlated.

3. Thermodynamic properties —energy and pressure

The total potential energy snd pressure estimated from
our simulations include the interactions of the image par-
ticles in the neighboring boxes. The Yukaws pair poten-
tial is eFectively truncated at diFerent distances for
diFerent densities. %'e calculate the tail corrections for
the potential energy U and pressure P using the expres-
sions

averages weighted by the weight W(R, , . . . , RM;p) is M
dependent. An accurate estimate for any thermodynamic
quantity can only be obtained from extrapolation via a
large M. Though we have not performed such extrapola-
tions in our simulations, M has been chosen to be
suSciently big so that errors in the thermodynamic quan-
tities are expected to be fairly small. Any comparison to
be made with the values listed in the table should keep
this in mind. The kinetic energy of the quantum systems
studied is at least a factor of 2 more than the classical ki-
netic energy, which is 1.5T. This factor increases with
decreasing temperature, increasing de Boer parameter,
and increasing density as the quantum nature of the sys-
tem becomes more important.

IV. SUMMARY AND DISCUSSiONS

U—= —,'p rg rU r

pp, du (r)=1——,'Pp drg(r)r
P dr

The integration is over all space outside the extended box
of length 1.5L (L is the side of the periodic cube enclos-
ing the particles). The first order approxiination is to
take the pair distribution function g (r) outside the box to
be unity for both the solid and quid phases.

The total energy per particle and pressure, including
the tail corrections, from our quantum simulations are
listed in Table VI, and those for the classical systems are
given in Table VII. The quantum partition function in (5)
is exact only in the limit of M approaching infinity, and
so the thermodynamic quantity estimated from ensemble

The phase diagrams of the quantum Yukaws systems
with an extended potential at de Boer parameters
4*=0.004, 0.005, and 0.01 have been explored using the
path-integral Monte Carlo method. In our work, the sys-
tems obey Boltzmann statistics. The melting transition is
located by the stability of the lattice during the Monte
Carlo runs. The phase diagrams of the quantum systems
at A* =0.004 and A* =0.005 and of the classical extend-
ed Yukaws system are shown schematically in Fig. 9.
Both quantum systems demonstrate pressure; melting.
Along the low-temperature isotherm, say T=0.004, the
low-density fiuid freezes into a solid as the density is in-

creased. %hen the density is increased further, the solid
phase melts at the upper transition into a high-density
fiuid. The coexistence curve, as drawn, does not violate
the Clausius-Clapeyron relation if we assume that the en-

tropies of both the high- and low-density fiuids are larger
than of the solids at coexistence. At A*=0.01, the solid
phase is unstable at all the temperatures and densities
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studied: (T,p) =(0.004, 1.0}, (0.004,0.5}, (0.004,0.3),
(0.004,0.1), (0.002,0.5}, (0.002,0.3}. From Fig. 9, we note
that the region where the solid is stable becomes smaller
with increasing de Boer parameter. Using the face that,
for both bosons and fermions, there is no Yukawa solid at
zero temperature at any density when A' is sulciently
large, ' ' we suggest that there may be no solid at any
density and any temperature for the extended Yukawa
system at de Boer parameter A'=0.01. If the de Boer
parameter is greater than some critical value, the only
phase for the extended Yukawa system at all densities
and all temperatures is the fluid phase. Even though the
particles are less diffusive in the high-density fluids, their
positions are less correlated than in the low-density
fluids, as shown by the pair distribution functions.

The exact thermodynamic phase transitions between
the solid and fluid phases can be located via free-energy
calculations. Various methods have been introduced to
calculate free energies which cannot be computed direct-
ly from the standard Metropolis sampling algorithm.
The most straightforward method is to perform a suitable
thermodynamic integration, basically either of any ener-

gy with respect to temprature or of pressure with respect
to density. For the Yukawa systems, we would need to
compute free energies for the solids, the low-density
fluids and also the high-density fluids. Since the free en-

ergy at zero temperature, which is just the energy, can be
obtained from Green's function Monte Carlo simulations,
in principle, one can perform the energy integration from
zero temperature to obtain free energies for all three
phases. However, the energies estimated from simula-
tions, in particular at very low temperatures, have to be
very accurate to yield an acceptable polynomial fit to the
thermal energy [E,h(T)=E(T) E(T=0)]—for the ther-
modynamic integration. One should really perform the
extrapolation to large M to get accurate estimates of en-
ergies from the path-integral Monte Carlo simulations.
Furthermore, simulations at very low temperatures will

require a large number of time slices which will be very
costly. [For example, in the quantum simulation at
(A', T,p)=(0.005,0.004,3.0) with M=30 and N=108 we
can only perform about 40 Monte Carlo passes per
central-processing-unit hour on a Cray Research X-
MP/48 computer. ] The free energy of the solid phase
could be obtained by using the method of Frenkel and
Ladd. ' This, however, will involve simulations in the
presence of interacting harmonic potential. Any other
method to obtain acceptable estimates for free energies of
the three phases in the Yukawa systems will require more
extensive simulations.

The results from our simulations indicate that ex-
change effects, which have been ignored from our model,
are very likely to be significant, especially in the high-
density fluids at the temperatures studied. It will thus be
inappropriate to perform the costly calculations for free
energies to locate the coexistence curve accurately. Our
quantum simulations on the extended Yukawa systems
using the path-integral Monte Carlo method have still
successfully demonstrated pressure melting, which is
consequence of the soft core of the Yukawa pair poten-
tial.
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